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Abstract

This paper is concerned with finite- and fixed-time robust stabilization of uncertain multi-input nonlinear systems via the implicit Lyapunov function method. Instead of splitting the system into a linear nominal model and an additive perturbation which gathers nonlinearities, parametric uncertainties, and exogenous disturbances, the methodology hereby proposed preserves some nonlinear terms in the nominal system via an exact polytopic representation which leads to design conditions in the form of linear matrix inequalities. As a result, feasible solutions are found where former approaches fail; these solutions have more accurate settling-time estimates with reduced control effort. The corresponding control law includes well-known high-order sliding modes as a particular case. Numerical simulations are provided to illustrate the advantages of the proposal.
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1. Introduction

Robustness and convergence time are among the characteristics that describe the quality of a control law. Non-asymptotic stabilization (finite-time or fixed-time) has been achieved in a variety of ways [1]; among them, sliding mode control remains the most common solution by ensuring finite-time convergence of the system trajectories to a sliding manifold, even when the plant is in the presence of a certain class of uncertainties and disturbances [2]. Nevertheless, the chattering phenomenon limits the practical use of traditional schemes; then, higher-order sliding modes (HOSM) [3] were introduced as an attempt to alleviate this problem by substituting the discontinuous nature of the control law by a continuous one. However, the selection of control parameters to do so is not trivial and is still under study [4].

Originally, stability, robustness and convergence rate for HOSM algorithms were commonly analyzed by geometric [3] or homogeneous approaches [5]. Recall that homogeneity is a powerful tool for finite-time stability analysis since asymptotic stability of the origin of a homogeneous control system of negative degree implies global finite-time stability. Nevertheless, estimation of the settling time and tuning of control parameters cannot be achieved by those approaches. The main approach to solve this problem is based on the use of Lyapunov functions, mostly quadratic-like [6, 7, 8]. More recently, implicit Lyapunov functions (ILFs) [9, 10] have been adapted to the HOSM context [11]. This work follows the latter approach.

ILF-based control algorithms in [12, 13, 14] have been proven to guarantee robust non-asymptotic stability for the nominal linear plant, where nonlinearities and uncertainties are considered as external disturbances. Yet, this consideration affects the control performance because there is a direct relationship between the size of the disturbances, on the one hand, and the restrictiveness of the stability conditions and the estimate of the settling time boundary, on the other hand. Based on this observation, our proposal to overcome this issue is based on polytopic representations.

Polytopic models were originally understood as belonging to the class of linear parameter varying (LPV) systems [15, 16]; later on, their use has been extended to nonlinear —possibly uncertain— models by means of exact convex rewriting of bounded nonlinearities and uncertainties, a methodology known as sector nonlinearity approach [17]. The resulting models are known as quasi-LPV when the interpolated systems are linear [18], or polynomial when they are of this nature [19]; both of them, when combined with the
direct Lyapunov function method, lead to conditions in the form of linear matrix inequalities (LMIs) or sum of squares (SOS), which belong to the class of convex optimization problems [20]. Such formulation is highly appreciated in the control community as conditions, including those specifying performances, can be solved in polynomial time via commercially available software [21, 22]. Traditional sliding modes [23, 24, 25], second-order sliding sets [26, 27], and nonlinear sliding surface design for nonlinear systems [28] have already benefited from employing polytopic structures.

In this sense, the present work develops ILF-based finite- as well as fixed-time stabilization for multi-input uncertain nonlinear systems, without the necessity of considering nonlinearities as exogenous disturbances allowing us to obtain smaller settling time estimates and less restrictive stability conditions. Instead, the nonlinearities are incorporated in a nonlinear nominal system, which in turn is subsumed in a polytopic representation. HOSM algorithms can be obtained as a particular case of the proposed ILF-based control. Stability conditions are expressed in the form of LMIs, which allows tuning the control parameters via a convex optimization problem.

**Motivation example:** Consider the following second-order nonlinear system:

\[
\begin{align*}
\dot{x}_1 &= (\theta + 0.5)x_2 + 2\sin x_2 \\
\dot{x}_2 &= x_1^2 + x_2 + u + f_m(t, x),
\end{align*}
\]

with \(x_1, x_2\) are the scalar state variables, \(\theta\) is a bounded parametric uncertainty \(|\theta| \leq 0.2\) which can be time-varying, \(f_m(t, x)\) is an unknown but bounded function \(|f_m(t, x)| \leq 1\), and \(u = -x_1^2 - x_2 + v\), with \(v\) to be designed.

The above model can be rewritten as follows

\[
\dot{x} = Ax + Bv + \begin{bmatrix} (\theta - 0.5)x_2 + 2\sin x_2 \\ f_m(t, x) \end{bmatrix}, \quad A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

where \(x = [x_1 \quad x_2]^T\) and \(d(t, x) = [d_1(t, x) \quad d_2(t, x)]^T\) can be treated as an external disturbance with no distinction of its parametric, exogenous, or nonlinear nature.

To stabilize the origin of the latter system in a finite time, the following
control law
\[ v = V^{1-\mu}KD(V^{-1})x, \quad D(V^{-1}) = \begin{bmatrix} V^{-1-\mu} & 0 \\ 0 & V^{-1} \end{bmatrix}, \quad V^{-1} = \frac{1}{V}, \quad K \in \mathbb{R}^{1 \times 2} \] (3)

can be utilized (see, e.g. [13] for more details), where \( \mu \in (0, 1] \) and \( V : \mathbb{R}^2 \to [0, +\infty) \) is a positive definite Lyapunov function \( x \to V \) defined implicitly as a solution of the following non-linear equation
\[ x^T D(V^{-1})PD(V^{-1})x = 1, \quad P = P^T \in \mathbb{R}^{2 \times 2}. \]

The positive definite matrix \( P \) can always be selected such that the latter equation has a unique positive definite solution \( V(x) \), and the control (3) is smooth on \( \mathbb{R}^2 \setminus \{0\} \) and locally/globally (for \( \mu = 1 \)) bounded. In [13] the following LMI-based scheme for tuning of the control parameters \( K = YX^{-1} \) and \( P = X^{-1} \) has been suggested
\[ AX + XA^T + BY + Y^T B^T + \alpha X + \beta I_2 < 0, \quad XH_\mu + H_\mu X < 0, \quad X > 0, \quad (4) \]

where \( \alpha > \beta > 0 \) and \( H_\mu = \text{diag}\{-1 - \mu, -1\} \). According to [13], the resulting control (3) stabilizes the origin of the system (2) provided that
\[ \beta^2 \geq \frac{d_1^2(t, x)}{V^2(x)} + \frac{d_2^2(t, x)}{V^2 - 2\mu(x)} \] (5)

The latter restriction is given a-posteriori (i.e. after a selection of control parameters) and describes a class of disturbances to be rejected.

Let us check if the condition (5) holds for the system (2). Since \( d_2 \) is assumed to be uniformly bounded and \( V \) vanishes at zero then the inequality (5) may hold only for \( \mu = 1 \). Notice that \( |d_1|^2 \leq (\theta - 0.5 + 2x_2^{-1}\sin x_2^2)x_2^2 \) and the function \( V \) is homogeneous [14], i.e. \( V(\lambda^2 x_1, \lambda x_2) = \lambda V(x_1, x_2), \forall \lambda > 0, \forall x \in \mathbb{R}^2 \). Hence, we derive
\[ \frac{d_1^2(t, x)}{V^2(x)} \leq (1.7)^2 \frac{x_2^2}{V^2(x)} \leq (1.7)^2 \sup_{x : V(x) = 1} x_2^2 \leq (1.7)^2 \sup_{x^T P x = 1} x_2^2. \]

Therefore, the inequality (5) with \( \mu = 1 \) can be reduced (with a minor conservatism) to
\[ \beta^2 \geq (1.7)^2 \sup_{x^T P x = 1} x_2^2 + 1. \] (6)
The latter means that the selection of $P$ and $K$ using the above LMI is not sufficient for the finite-time stabilization of the system (2). The parameters $\beta$ and $P$ have to be selected such that the non-linear inequality (6) holds as well. In other words, the inequalities (6) and (4) have to be solved together in order to stabilize the system (2). However, it is not clear how to do this even in the planar case.

The main aim of the paper is to develop an LMI-based methodology of the ILF-control design allowing a-priori known restrictions on system perturbations/nonlinearities to be involved into control parameters tuning from the beginning. The key idea is to use an exact convex representation of bounded nonlinearities and uncertainties.

This paper is organized as follows: section 2 introduces the class of nonlinear systems under consideration, the methodology dealing with the convex modeling, definitions of finite- and fixed-time stability as well as a brief description of the employed ILF method; section 3 develops the main contribution, i.e., an ILF control design for robust finite- and fixed-time stabilization of uncertain nonlinear systems exactly represented as polytopic models altogether with a discussion on implementation issues; simulation results to point out the effectiveness of the proposed approach are shown in section 4; finally, section 5 draws some conclusions and remarks.

2. Preliminaries

2.1. Convex modelling

We consider the class of systems that can be described in the regular form:

\[
\begin{align*}
\dot{\eta} &= a_{11}(\eta, \xi)\eta + a_{12}(\eta, \xi)\xi + d_1(t, \eta, \xi) \\
\dot{\xi} &= a_{21}(\eta, \xi)\eta + a_{22}(\eta, \xi)\xi + b(\eta, \xi)u + d_2(t, \eta, \xi),
\end{align*}
\]

where $\eta \in \mathbb{R}^{n-m}$ and $\xi \in \mathbb{R}^m$ are components of the state, $u \in \mathbb{R}^m$ is the control input; $a_{ij}(\eta, \xi), i, j \in \{1, 2\}$, and $b(\eta, \xi)$ are sufficiently smooth possibly nonlinear matrix expressions of adequate dimensions, $b(\eta, \xi)$ is nonsingular, and $d_1(t, \eta, \xi)$, $d_2(t, \eta, \xi)$ are measurable essentially bounded time functions that describe exogenous disturbances and perturbations. For reasons that will become clear later, $a_{11}(\eta, \xi)$ will be considered as a perturbation in subsequent rearrangements.

Let us select the following control law

\[
u = (b(\eta, \xi))^{-1} \left( v(\eta, \xi) - [a_{21}(\eta, \xi) \quad a_{22}(\eta, \xi)] \begin{bmatrix} \eta \\ \xi \end{bmatrix} \right),
\]
where \( v \in \mathbb{R}^m \) is a nonlinear term to be designed. By substituting (8) in (7), we have the closed-loop system

\[
\begin{align*}
\dot{\eta} &= a_{12}(\eta, \xi)\xi + \bar{d}_1(t, \eta, \xi) \\
\dot{\xi} &= v + d_2(t, \eta, \xi),
\end{align*}
\]

with \( \bar{d}_1(t, \eta, \xi) = d_1(t, \eta, \xi) + a_{11}(\eta, \xi)\eta \).

We now rewrite this system as an exact convex form following the methodology in [28], which is based on a generalisation of the sector nonlinearity approach [17] for tensor-product models [29].

Let us briefly recall this approach. To this end, consider \( p \) to be the number of different non-constant bounded terms in \( a_{12}(\eta, \xi) \), denoted as \( z_j \in [z_{j0}, z_{j1}] \), \( j \in \{1, 2, \ldots, p\} \), with \( z_j = \sum_{i=j=0}^1 w_{ij}^0 z_{ij} \), \( w_0^j = (z_{j1} - z_j) / (z_{j1} - z_{j0}) \), \( w_1^j = 1 - w_0^j \). Thus, taking into account that convex sums can be stacked together at the leftmost side of an expression, we have that

\[
a_{12}(\eta, \xi) = \sum_{i=0}^1 \sum_{i_2=0}^1 \cdots \sum_{i_p=0}^1 w_{i_1}^1 w_{i_2}^2 \cdots w_{i_p}^p A_{i_1i_2\ldots i_p}^{12} \equiv A_w^{12},
\]

with constant matrices \( A_{i_1i_2\ldots i_p}^{12} = a_{12}(\eta, \xi)|_{w_{i_1}^1=w_{i_2}^2=\cdots=w_{i_p}^p=1} \). This results in the following equivalent regular convex model:

\[
\dot{x} = A_w x + Bv + d(t, x), \quad x(0) = x_0,
\]

with

\[
A_w = \begin{bmatrix} 0 & A_w^{12} \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ I_m \end{bmatrix}, \quad d = \begin{bmatrix} \bar{d}_1 \\ d_2 \end{bmatrix}, \quad x = \begin{bmatrix} \eta \\ \xi \end{bmatrix}.
\]

**Remark 1.** Notice that \( a_{12}(\eta, \xi) \) is exactly \( A_w^{12} \), the former is the nonlinear original expression while the latter stands for a rewriting of \( a_{12}(\eta, \xi) \) as a convex sum of constant matrices \( A_{i_1i_2\ldots i_p}^{12} \). This is a usual technique in the LPV framework. Stability analysis of nonlinear systems via convex embedding in a polytope relies on the vertex systems, i.e., on each \( A_{i_1i_2\ldots i_p}^{12} \) in the present case.

2.2. Non-asymptotic stability and implicit Lyapunov functions

We recall now the basics on finite- and fixed-time stability as well as how implicit Lyapunov functions can be used to guarantee them.
Definition 1 ([30]). If the origin of (10) is an equilibrium point, it is said to be globally finite-time stable if it satisfies Lyapunov stability conditions and there exists a locally bounded function $T(x_0) : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}_+$, such that \[
abla x(t, x_0) = 0 \quad \forall x_0 \in \mathbb{R}^n \setminus \{0\}. \] The function $T(x_0)$ is called a settling-time function.

Definition 2 ([1]). If the origin of (10) is globally finite-time stable and $T(x_0)$ is bounded independently of the initial conditions (i.e. \( \exists T_M \in \mathbb{R}_+ : T(x_0) \leq T_M, \forall x_0 \in \mathbb{R}^n \)), then it is said to be globally fixed-time stable.

The proposed control design is based on the ILF approach, for which finite-time and fixed-time stability theorems are introduced below for the following differential inclusion
\[
\dot{x} \in F(t, x), \quad x(0) = x_0, \tag{11}
\]
where the set-valued function $F : \mathbb{R}_+ \times \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is compact, convex-valued and upper semi-continuous [31].

Lemma 1. [Finite-time stability [11]] The origin of (11) is globally finite-time stable if the next conditions are fulfilled:

C1) \( \exists Q : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R} \) continuously differentiable outside the origin;
C2) \( \exists V \in \mathbb{R}_+ : Q(V, x) = 0, \forall x \in \mathbb{R}^n \setminus \{0\} \);
C3) let \( \Omega = \{(V, x) \in \mathbb{R}_+ \times \mathbb{R}^n : Q(V, x) = 0\}, \) and
\[
\lim_{x \to 0} V = 0, \quad \lim_{||x|| \to 0^+} V = 0, \quad \lim_{||x|| \to \infty} V = +\infty;
\]
\[
\lim_{x \to 0} \frac{\partial Q}{\partial V} (V, x) < 0, \forall (V, x) \in \mathbb{R}_+ \times \mathbb{R}^n \setminus \{0\};
\]
C4) for some $c \in \mathbb{R}_+$ and $\mu \in (0, 1]$, the following is satisfied for $(V, x) \in \Omega$
\[
\sup_{t \in \mathbb{R}_+, y \in F(t, x)} \frac{\partial Q(V, x)}{\partial x} y \leq cV^{1-\mu} \frac{\partial Q(V, x)}{\partial V}.
\]

Moreover, the settling-time function estimate is $T(x_0) \leq \frac{V_0^\mu}{c^\mu}$, for $V_0 \in \mathbb{R}_+ : Q(V_0, x_0) = 0$. 
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Conditions C1)-C4) guarantee the existence and uniqueness of a smooth positive definite and radially unbounded Lyapunov function $V$ such that $Q(V, x) = 0$ for all $x \in \mathbb{R}^n$, whilst condition C5) guarantees the time derivative of the Lyapunov function to be negative definite along the trajectories since from the implicit function theorem [32], \( \frac{\partial V}{\partial x} = -\left[ \frac{\partial Q}{\partial V} \right]^{-1} \frac{\partial Q}{\partial x} \), which implies the estimate of the time derivative $\dot{V}(x) \leq -cV^{1-\mu}$ and the aforementioned settling-time function.

**Lemma 2.** [Fixed-time stability [13]] The system (11) is globally fixed-time stable if there exist functions $Q_1$ and $Q_2$ that satisfy conditions C1)-C4) of Lemma 1 as well as the conditions:

C6) $Q_1(1, x) = Q_2(1, x)$;
C7) let $c_1 \in \mathbb{R}_+$ and $\mu \in (0, 1]$, then $\forall V \in [0, 1)$ and $x \in \mathbb{R}^n \setminus \{0\}$ such that $Q_1(V, x) = 0$, it is satisfied
\[
\sup_{t \in \mathbb{R}_+, y \in F(t, x)} \frac{\partial Q_1(V, x)}{\partial x} y \leq c_1 V^{1-\mu} \frac{\partial Q_1(V, x)}{\partial V};
\]
C8) let $c_2 \in \mathbb{R}_+$ and $\nu \in \mathbb{R}_+$, then $\forall V \geq 1$ and $x \in \mathbb{R}^n \setminus \{0\}$ such that $Q_2(V, x) = 0$, it is satisfied
\[
\sup_{t \in \mathbb{R}_+, y \in F(t, x)} \frac{\partial Q_2(V, x)}{\partial x} y \leq c_2 V^{1+\nu} \frac{\partial Q_2(V, x)}{\partial V}.
\]
Moreover, an estimation of the global settling-time function is $T(x_0) \leq \frac{1}{c_1 \mu} + \frac{1}{c_2 \nu}$.

3. Main results

3.1. Finite-time stabilization

Consider the ILF
\[
Q(V, x) = x^T D_r(V^{-1}) PD_r(V^{-1}) x - 1,
\]
where $V \in \mathbb{R}_+$, $P = P^T \in \mathbb{R}^{n \times n} > 0$, and $D_r(\lambda)$, $\lambda \in \mathbb{R}_+$ has the form
\[
D_r(\lambda) = \begin{bmatrix}
\lambda^{r_1} I_{n-m} & 0 \\
0 & \lambda^{r_2} I_m
\end{bmatrix}
\]
with $r_i = 1 + (2 - i)\mu$, $i = 1, 2$, and $0 < \mu \leq 1$.

Notice that for $\mu = 0$, the equation $Q(V, x)$ gives $V(x) = \sqrt{x^T P x}$ and for $\mu = 1$, the ILF considered in [10] is recovered. Denote $H_\mu = \begin{bmatrix} r_1 I_{n-m} & 0 \\ 0 & r_2 I_m \end{bmatrix}$.

In the sequel, adding the term $(\ast)$ to inline expressions denotes the transpose of the previous terms, i.e., $A + (\ast) = A + A^T$.

For the finite-time stabilization, consider the control law (8) with the nonlinear variable gain term
\[ v(V, x) = V^{1-\mu} K_w D_r (V^{-1}) x, \quad V : Q(V, x) = 0, \tag{14} \]
where $K_w = \sum_{i_1=0}^1 \sum_{i_2=0}^1 \cdots \sum_{i_p=0}^1 w_{i_1} w_{i_2} \cdots w_{i_p} K_{i_1 i_2 \cdots i_p}$ and the design gains $K_{i_1 i_2 \cdots i_p}$ are provided in the following result:

**Theorem 1.** The trajectories of the disturbed system (10) under the control law (8) with (14), reach the origin in a finite time given by
\[ T(x_0) \leq \frac{V_0^\mu}{(1 - \beta)\mu}, \quad Q(V_0, x_0) = 0, \tag{15} \]
if the following system of LMI
\[ (A_{i_1 \cdots i_p} X + B Y_{i_1 \cdots i_p} + H_\mu X) + (\ast) + R < 0 \\
X H_\mu + H_\mu X > 0, \quad X > 0 \tag{16} \]
is feasible for some $X \in \mathbb{R}^{n \times n}$, $Y_{i_1 \cdots i_p} \in \mathbb{R}^{m \times n}$, a fixed $R \in \mathbb{R}^{n \times n} > 0$, $K_{i_1 \cdots i_p} = Y_{i_1 \cdots i_p} X^{-1}$, $P = X^{-1}$, and disturbances satisfying the inequality
\[ \Upsilon^T R^{-1} \Upsilon \leq \beta V^{-2\mu} x^T D_r (V^{-1}) (H_\mu P + PH_\mu) D_r (V^{-1}) x, \tag{17} \]
with $\Upsilon = D_r (V^{-1}) d$, $\beta \in (0, 1)$ and $V$ such that $Q(V, x) = 0$.

**Proof.** Clearly, the ILF in (12) is continuously differentiable for all $(V, x) \in \mathbb{R}_+ \times \mathbb{R}^n$, and for any $x$ there exists a solution $V$ such that $Q(V, x) = 0$, satisfying conditions C1) and C2) from Lemma 1. For condition C3), it is easy to show that the following chain of inequalities
\[ \frac{\lambda_{\min}(P) \| x \|^2}{\max \{ V^{2+2(n-1)\mu}, V^2 \}} \leq Q(V, x) + 1 \leq \frac{\lambda_{\max}(P) \| x \|^2}{\min \{ V^{2+2(n-1)\mu}, V^2 \}} \]
holds for all $(V, x) \in \mathbb{R}_+ \times \mathbb{R}^n$, and for $Q(V, x) = 0$, therefore the condition C3) holds.
Thus, condition C4) of Lemma 1 also holds, since

\[
\frac{\partial Q}{\partial V} = -x^T \begin{bmatrix} r_1 V^{-r_1-1} I_{n-m} & 0 \\ 0 & r_2 V^{-r_2-1} I_m \end{bmatrix} PD_r(V^{-1})x - (*)
\]

\[
= -V^{-1} x^T D_r(V^{-1}) \begin{bmatrix} r_1 I_{n-m} & 0 \\ 0 & r_2 I_m \end{bmatrix} PD_r(V^{-1})x - (*)
\]

\[
= -V^{-1} x^T D_r(V^{-1})(H_\mu P + PH_\mu) D_r(V^{-1})x;
\]

then, \(\frac{\partial Q}{\partial V} < 0\) is implied by \(H_\mu P + PH_\mu > 0\), and therefore condition C4) is verified.

Finally, by taking into account that \(D_r(V^{-1}) A_w D_r^{-1}(V^{-1}) = V^{-\mu} A_w\) and \(D_r(V^{-1}) Bv = V^{-\mu} BK_w D_r(V^{-1})x\), we have

\[
\frac{\partial Q}{\partial x} \dot{x} = x^T D_r(V^{-1}) PD_r(V^{-1})(A_w x + Bv + d) + (*)
\]

\[
= V^{-\mu} x^T D_r(V^{-1}) (PA_w + PBK_w) D_r(V^{-1})x + (*)
\]

\[
+ x^T D_r(V^{-1}) PD_r(V^{-1})d + (*)
\]

\[
= s^T W s + V^{-\mu} d^T D_r(V^{-1}) R^{-1} D_r(V^{-1})d
\]

\[
- V^{-\mu} x^T D_r(V^{-1})(H_\mu P + PH_\mu) D_r(V^{-1})x
\]

with

\[
s = \begin{bmatrix} D_r(V^{-1})x \\ D_r(V^{-1})d \end{bmatrix},
\]

\[
W = \begin{bmatrix} V^{-\mu}(P(A_w + BK_w) + H_\mu P) + (*) & P \\ P & -V^\mu R^{-1} \end{bmatrix},
\]

for some matrix \(R \in \mathbb{R}^{n \times n}, R > 0\).

Considering \(X = P^{-1}\) and applying Schur complement, \(W < 0\) iff

\[
V^{-\mu} ((A_w X + BK_w X + H_\mu X) + (*) + R)
\]

\[
= V^{-\mu} \sum_{i_1=0}^{1} \sum_{i_2=0}^{1} \cdots \sum_{i_p=0}^{1} w_{i_1}^1 w_{i_2}^2 \cdots w_{i_p}^p
\]

\[
\times ((A_{i_1 \cdots i_p} X + BK_{i_1 \cdots i_p} X + H_\mu X) + (*) + R) < 0.
\]

Then, the set of LMIs

\[
A_{i_1 \cdots i_p} X + X A_{i_1 \cdots i_p}^T + BY_{i_1 \cdots i_p} + Y_{i_1 \cdots i_p}^T B^T + H_\mu X + X H_\mu + R < 0
\]
with \( Y_{i_1 \cdots i_p} = K_{i_1 \cdots i_p}X \), and the fact that \( \dot{V} = -\left[ \frac{\partial Q}{\partial V} \right]^{-1} \frac{\partial Q}{\partial x} \dot{x} \), produces

\[
\dot{V} \leq -\left[ \frac{\partial Q}{\partial V} \right]^{-1} \left( V^\mu d^T D_r(V^{-1}) R^{-1} D_r(V^{-1}) d \right. \\
- \left. V^{-\mu} x^T D_r(V^{-1})(H_\mu P + PH_\mu) D_r(V^{-1}) x \right).
\]

For any continuous disturbance function \( d \) satisfying (17) with \( \beta \in (0, 1) \), \( V \) such that \( Q(V, x) = 0 \), the estimate of the time derivative of \( V \) is given by

\[
\dot{V} \leq \left[ \frac{\partial Q}{\partial V} \right]^{-1} \left( 1 - \beta \right) x^T D_r(V^{-1})(H_\mu P + PH_\mu) D_r(V^{-1}) x \\
= -\left( 1 - \beta \right) V^{1-\mu},
\]

and therefore, condition C5) holds. The settling-time function estimate can be calculated by integration of the previous inequality, and is given in (15).

\[\square\]

**Remark 2.** The reason to consider \( a_{11}(\eta, \xi) \) as a perturbation in order to obtain the specific structure in \( A_w \) can now be seen in the proof above, as otherwise the manipulations related with the dilation operator \( D_r(V^{-1}) \) cannot be performed.

**Remark 3.** Notice that in order to satisfy restriction (17), the magnitude of the disturbances and the value of \( \beta \) are directly related. This implies that the bound of the settling time is governed by the disturbance function. Therefore, stability conditions in [14], where nonlinearities are considered as exogenous disturbances, are more restrictive than ones obtained in this paper and produce larger settling times.

### 3.2. Fixed-time stabilization

For the fixed-time stabilization problem described in Lemma 2, consider the functions

\[
Q_\mu(V, x) = x^T D_{r_\mu}(V^{-1}) P D_{r_\mu}(V^{-1}) x - 1, \\
Q_\nu(V, x) = x^T D_{r_\nu}(V^{-1}) P D_{r_\nu}(V^{-1}) x - 1,
\]

where \( V \in \mathbb{R}_+^n \), \( P = P^T \in \mathbb{R}^{n \times n} > 0 \),

\[
D_{r_\mu}(\lambda) = \begin{bmatrix} \lambda^{1+\mu} I_{n-m} & 0 \\ 0 & \lambda I_m \end{bmatrix}, \quad D_{r_\nu}(\lambda) = \begin{bmatrix} \lambda I_{n-m} & 0 \\ 0 & \lambda^{1+\nu} I_m \end{bmatrix},
\]

11
0 < \mu \leq 1, \nu \in \mathbb{R}_+. Denote H_\mu = \text{diag}\{(1 + \mu)I_{n-m}, I_m\} and H_\nu = \text{diag}\{I_{n-m}, (1 + \nu)I_m\}.

Consider the control law (8) with

\[ v(V, x) = \begin{cases} V^{1-\mu}K_wD_{r_\nu}(V^{-1})x, & x^TPx < 1 \\ V^{1+2\nu}K_wD_{r_\nu}(V^{-1})x, & x^TPx \geq 1, \end{cases} \tag{19} \]

with \( K_w = \sum_{i_1=0}^{1} \sum_{i_2=0}^{1} \cdots \sum_{i_p=0}^{1} w_{i_1}^{1}w_{i_2}^{2}\cdots w_{i_p}^{p}K_{i_1i_2\cdots i_p} \) and \( V \) defined as

\[ V : \begin{cases} Q_\mu(V, x) = 0 & \text{for } x^TPx < 1 \\ Q_\nu(V, x) = 0 & \text{for } x^TPx \geq 1. \end{cases} \tag{20} \]

**Theorem 2.** The closed-loop system (10) under the control law (8) with (19), (20), is fixed-time stable with the settling time estimate

\[ T(x_0) \leq \frac{1}{(\alpha_\mu - \beta_\mu)\mu} + \frac{1}{(\alpha_\nu - \beta_\nu)\nu}, \tag{21} \]

if the system of LMI

\[ \begin{aligned} (A_{i_1\cdots i_p}X + BY_{i_1\cdots i_p} + \alpha_\mu H_\mu X) + (*) + R_\mu & \leq 0, \\ (A_{i_1\cdots i_p}X + BY_{i_1\cdots i_p} + \alpha_\nu H_\nu X) + (*) + R_\nu & \leq 0, \end{aligned} \tag{22} \]

\[ XH_\mu + H_\mu X > 0, \quad XH_\nu + H_\nu X > 0, \quad X > 0 \]

is feasible for some \( X \in \mathbb{R}^{n \times n}, Y_{i_1\cdots i_p} \in \mathbb{R}^{m \times n}, \alpha_\mu, \alpha_\nu, \in \mathbb{R}_+, \) some fixed matrices \( R_\mu, R_\nu \in \mathbb{R}^{n \times n} > 0, K_{i_1\cdots i_p} = Y_{i_1\cdots i_p}X^{-1}, P = X^{-1}, \) and disturbances satisfying the inequalities

\[ \begin{aligned} \Upsilon_{\mu}^TR_{\mu}^{-1}\Upsilon_{\mu} & \leq \beta_\mu V^{-2\mu}x^TD_{r_\mu}(V^{-1})(H_\mu P + PH_\mu)D_{r_\mu}(V^{-1})x \\ \Upsilon_{\nu}^TR_{\nu}^{-1}\Upsilon_{\nu} & \leq \beta_\nu V^{2\nu}x^TD_{r_\nu}(V^{-1})(H_\nu P + PH_\nu)D_{r_\nu}(V^{-1})x \end{aligned} \tag{23} \]

if \( x^TPx \leq 1 \) and \( x^TPx \geq 1, \) respectively, for \( \Upsilon_{\mu} = D_{r_\mu}(V^{-1})d, \quad \Upsilon_{\nu} = D_{r_\nu}(V^{-1})d, \quad \beta_\mu \in [0, \alpha_\mu), \) and \( \beta_\nu \in [0, \alpha_\nu). \)

**Proof.** Fixed-time stability conditions C1)-C4) follow a similar outline as for Theorem 1 since the functions defined in (18) preserve the properties of (12). Hence

\[ \frac{\partial Q_\mu}{\partial V} = -V^{-1}x^TD_{r_\mu}(V^{-1})(H_\mu P + PH_\mu)D_{r_\mu}(V^{-1})x \]

\[ \frac{\partial Q_\nu}{\partial V} = -V^{-1}x^TD_{r_\nu}(V^{-1})(H_\nu P + PH_\nu)D_{r_\nu}(V^{-1})x, \]
such that condition C4) holds for $H_{\mu}P + PH_{\mu} > 0$ and $H_{\nu}P + PH_{\nu} > 0$.

Obviously, condition C6) of Lemma 2, i.e. $Q_{\mu}(1, x) = Q_{\nu}(1, x)$ is satisfied by (18). Notice that $x^T P x \leq 1 \Rightarrow V(x) \leq 1$ and $x^T P x \geq 1 \Rightarrow V(x) \geq 1$.

Applying similar arguments as for the proof of Theorem 1, for condition C7) we have

$$\frac{\partial Q_{\mu}}{\partial x} \dot{x} = s^T W_{\mu} s + V_{\mu} d^T D_{r_{\mu}} (V^{-1}) R_{\mu}^{-1} D_{r_{\mu}} (V^{-1}) d - \alpha_{\mu} V_{\mu} x^T D_{r_{\mu}} (V^{-1}) (H_{\mu} P + PH_{\mu}) D_{r_{\mu}} (V^{-1}) x$$

with

$$s = \begin{bmatrix} D_{r_{\mu}} (V^{-1}) x \\ D_{r_{\mu}} (V^{-1}) d \end{bmatrix},$$

$$W_{\mu} = \begin{bmatrix} V_{\mu} (P(A_w + BK_w) + \alpha_{\mu} H_{\mu} P) + (*) & P \\ P & -V_{\mu} R_{\mu}^{-1} \end{bmatrix},$$

and finally, the first line of LMIs in (22) with $P = X^{-1}$, $K_{i1 \cdots i_p} = Y_{i1 \cdots i_p} X^{-1}$ and the disturbance restriction in (23), guarantee

$$\dot{V} \leq - (\alpha_{\mu} - \beta_{\mu}) V^{1-\mu}$$

for $V(x) \leq 1$.

In the case of the function $Q_{\nu}(V, x)$, i.e. $V(x) \geq 1$, taking into account that $D_{r_{\nu}} (V^{-1}) A_w D_{r_{\nu}} (V^{-1}) = V_{\nu} A_w$ and $D_{r_{\nu}} (V^{-1}) Bv = V_{\nu} B K_w D_{r_{\nu}} (V^{-1}) x$, we obtain

$$\frac{\partial Q_{\nu}}{\partial x} \dot{x} = s^T W_{\nu} s + V_{\nu} d^T D_{r_{\nu}} (V^{-1}) R_{\nu}^{-1} D_{r_{\nu}} (V^{-1}) d - \alpha_{\nu} V_{\nu} x^T D_{r_{\nu}} (V^{-1}) (H_{\nu} P + PH_{\nu}) D_{r_{\nu}} (V^{-1}) x$$

for

$$W_{\nu} = \begin{bmatrix} V_{\nu} (P(A_w + BK_w) + \alpha_{\nu} H_{\nu} P) + (*) & P \\ P & -V_{\nu} R_{\nu}^{-1} \end{bmatrix}.$$ 

Hence, the second line of LMIs in (22) guarantee

$$\dot{V} = - \left[ \frac{\partial Q_{\nu}}{\partial V} \right]^{-1} \frac{\partial Q_{\nu}}{\partial x} (A_w x + Bv + d) \leq - (\alpha_{\nu} - \beta_{\nu}) V^{1+\nu}$$

and therefore, condition C8) holds. The settling-time function can be calculated by integration of the inequalities corresponding to the time derivative of $V$, giving the estimate in (21).
It is helpful to remark that the convergence time of the fixed-time stable system does not depend on the initial condition. Moreover, parameters $\alpha_\mu$ and $\alpha_\nu$ were introduced in order to tune the convergence time of the closed-loop system.

### 3.3. Parametric uncertainties

The proposed methodology can be generalized in order to deal with a more realistic scenario when the system is in the presence of parametric uncertainties. To do so, consider the following generalization of the closed-loop system in (9):

\[
\begin{align*}
\dot{\eta} &= a_{12}(\eta, \xi, \theta)\xi + \bar{d}_1(t, \eta, \xi, \theta) \\
\dot{\xi} &= v + d_2(t, \eta, \xi, \theta),
\end{align*}
\]

(24)

with $\bar{d}_1$ and $d_2$ preserving the same meaning as before, though $a_{jk}$, $j, k \in \{1, 2\}$ are allowed to include time-varying bounded parametric uncertainties $\theta(t)$.

Based on the methodology presented in section 2, the previous system could be rewritten as the following regular convex model

\[
\dot{x} = A_{w_1\omega_j}x + Bv + d(t, x, \theta), \quad x(0) = x_0,
\]

(25)

with

\[
A_{w_1\omega_j} = \begin{bmatrix} 0 & A_{12}^{12} \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ I_m \end{bmatrix}, \quad d = \begin{bmatrix} \bar{d}_1 \\ d_2 \end{bmatrix}, \quad x = \begin{bmatrix} \eta \\ \xi \end{bmatrix}
\]

and

\[
A_{w_1\omega_j}^{12} = \sum_{i \in B^p} \sum_{j \in B^p} w_{i1}w_{j2} \cdots w_{ip}K_{i1 \cdots ip}^{12} \equiv a_{12}(\eta, \xi, \theta),
\]

for $B = \{0, 1\}$, $i = (i_1, \cdots, i_p)$, $j = (j_1, \cdots, j_p)$, $A_{ij}^{12} = a_{12}(\eta, \xi, \theta)|_{w_{i1}=1}$ and certain nonlinearities grouped in functions $w_i(\eta, \xi) = w_{i1}^{i_1}w_{i2}^{i_2} \cdots w_{ip}^{i_p}$, whilst uncertain ones are grouped in functions $\omega_j(\theta) = w_{j1}^{j_1}w_{j2}^{j_2} \cdots w_{jp}^{j_p}$. These nonlinear terms are split in order to synthesize a completely certain control law by excluding the uncertainties, i.e. for the finite-time stabilization case, the nonlinear variable gain term of the control law is given by

\[
v(V, x) = V^{1-\mu}K_{w_1}D_r(V^{-1})x, \quad V : Q(V, x) = 0,
\]

(26)

where $K_{w_1} = \sum_{i_1=0}^{1} \cdots \sum_{i_p=0}^{1} w_{i1}^{i_1} \cdots w_{ip}^{i_p}K_{i1 \cdots ip}$ with constant gain matrices $K_{i_1 \cdots ip}$ to be designed. Notice that $K_{w_1}$ is completely certain since the uncertain terms grouped in $\omega_j$ are excluded from it.
Corollary 1. The origin of the uncertain system (24), (26) is finite-time stable if
\[
(A_{ij}X + BY_1 + H_\mu X) + (*) + R < 0
\]
\[
XH_\mu + H_\mu X > 0, \quad X > 0
\] (27)
is feasible for some \( X \in \mathbb{R}^{n \times n} \) and \( Y_1 = Y_i_{i_1...i_p} \in \mathbb{R}^{n \times n} \) such that \( K_i_{i_1...i_p} = Y_{i_1...i_p}X^{-1} \), a fixed \( R \in \mathbb{R}^{n \times n} > 0 \), and disturbances satisfying the inequality in (17).

Proof. Recalling the ILF in (12) which clearly satisfies conditions C1), C2), and C3), whilst condition C4) is still implied by \( H_\mu P + PH_\mu > 0 \), we have for C5)

\[
\frac{\partial Q}{\partial x} = x^TD_r(V^{-1})PD_r(V^{-1})\left(A_{w_i\omega_j}x + Bv + d\right) + (*)
\]
\[
= s^TWs + V^Rd^TD_r(V^{-1})R^{-1}D_r(V^{-1})d
\]
\[
- V^{-\mu}x^TD_r(V^{-1})(H_\mu P + PH_\mu)D_r(V^{-1})x
\]
with
\[
s = \begin{bmatrix} D_r(V^{-1})x \\ D_r(V^{-1})d \end{bmatrix},
\]
\[
W = \begin{bmatrix} V^{-\mu} (P(A_{w_i\omega_j} + BK_w) + H_\mu P) + (*) & P \\ P & -V^R \end{bmatrix}.
\]

By following a similar outline as for Theorem 1, the set of LMIs
\[
A_{ij}X + XA_{ij}^T + BY_1 + Y_1^TB^T + H_\mu X + XH_\mu + R < 0
\]
and the restriction in (17) produce
\[
\dot{V} \leq -(1 - \beta)V^{1-\mu}.
\]
It is easy to see that the settling-time function estimate is also given in (15).

\[
\square
\]

Corollary 2. The origin of the uncertain closed-loop system (24) under the control law
\[
v(V, x) = \begin{cases} 
V^{1-\mu}K_{w_i}D_{r_\mu}(V^{-1})x, & x^TPx < 1 \\
V^{1+2\nu}K_{w_i}D_{r_\nu}(V^{-1})x, & x^TPx \geq 1,
\end{cases}
\] (28)
where \( K_{w_i} = \sum_{i_1=0}^{1} \cdots \sum_{i_p=0}^{1} w_{i_1} \cdots w_{i_p} K_{i_1 \cdots i_p} \) and \( V \) is defined as in (20), is fixed-time stable with the settling time estimate in (21) if the following set of LMI

\[
(A_{ij}X + BY_i + \alpha_\mu H_\mu X) + (\ast) + R_\mu \leq 0,
\]

\[
(A_{ij}X + BY_i + \alpha_\nu H_\nu X) + (\ast) + R_\nu \leq 0,
\]

\[
XH_\mu + H_\mu X > 0, \quad XH_\nu + H_\nu X > 0, \quad X > 0
\]

is feasible for some \( X \in \mathbb{R}^{n \times n} \), \( Y_i = Y_{i_1 \cdots i_p} \in \mathbb{R}^{m \times n} \), \( \alpha_\mu, \alpha_\nu \in \mathbb{R}_+ \), some fixed matrices \( R_\mu, R_\nu \in \mathbb{R}^{n \times n} > 0 \), \( K_{i_1 \cdots i_p} = Y_{i_1 \cdots i_p} X^{-1} \), and disturbances satisfying (23).

**Proof.** It follows a similar outline as for Theorem 2 in combination with Corollary 1. \( \square \)

**Remark 4.** The proposed methodology is also able to deal with nonlinear systems in the form

\[
\dot{x} = \begin{bmatrix}
0 & A_{12}(x) & 0 & \cdots & 0 \\
0 & 0 & A_{23}(x) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A_{n-m,n}(x) \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix} x + \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
I_m
\end{bmatrix} v + d(t, x) \tag{30}
\]

with only slight modifications to the dilation matrix \( D_r(V^{-1}) \) and \( H_\mu \) (see [14] for details) and produces exactly the same results as in Theorems 1 and 2, and Corollaries 1 and 2.

**3.4. Control algorithm implementation**

As it can be seen in (14) and (19), the practical implementation of the control law (8) requires \( V(x) \) to be known. This can be realized by finding the solution \( V \) of the equation \( Q(V, x) = 0 \) analytically, or in-line using the actual value of the state vector. A simple algorithm based on the bisection method for the localization of the control parameter \( V_i \) at each sampling time instance \( t_i \) (digital implementation), is shown in Table 1 [11], where parameters \( V_{\text{min}} \) and \( V_0 \) define the initial lower and higher possible values of \( V \), respectively. For finite numerical precision of the digital implementation, \( V_{\text{min}} \) (or \( V_0 \)) must not be selected arbitrary small (or big).
Table 1: Bisection method [11].

<table>
<thead>
<tr>
<th>Algorithm for the selection of $V_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INITIALIZATION:</strong> $a = V_{\text{min}}$; $b = V_0$;</td>
</tr>
<tr>
<td><strong>METHOD:</strong></td>
</tr>
<tr>
<td>If $x_i^T D_r(b^{-1})PD_r(b^{-1})x_i &gt; 1$ then</td>
</tr>
<tr>
<td>$a = b$; $b = 2b$;</td>
</tr>
<tr>
<td>elseif $x_i^T D_r(a^{-1})PD_r(a^{-1})x_i &lt; 1$ then</td>
</tr>
<tr>
<td>$b = a$; $a = \max{\frac{a}{2}, V_{\text{min}}}$;</td>
</tr>
<tr>
<td>else $c = \frac{a + b}{2}$;</td>
</tr>
<tr>
<td>If $x_i^T D_r(c^{-1})PD_r(c^{-1})x_i &lt; 1$ then</td>
</tr>
<tr>
<td>$b = c$;</td>
</tr>
<tr>
<td>else $a = \max{V_{\text{min}}, c}$;</td>
</tr>
<tr>
<td>endif</td>
</tr>
<tr>
<td>endif</td>
</tr>
<tr>
<td>$V_i = b$;</td>
</tr>
</tbody>
</table>

The method consists in the localization of the value $V(x_i) = V_i$ at each sampling time instance $t_i$ such that the equation $Q(V_i, x_i) = 0$ is fulfilled with $x_i \in \mathbb{R}^n$ as some given vector. If METHOD section of this algorithm is applied many times at the sampling instant $t_i$ for the same $x_i$ (a loop containing METHOD), then the algorithm provides: i) a calculation of the unique positive root of the equation $Q(V, x_i) = 0$, i.e. $V(x_i) = V_i \in [a, b]$; ii) improvement of the calculation by means of the bisection method, i.e. $|a - b| \to 0$. Such a loop allows us to calculate $V_i$ with higher precision, nevertheless, if the computational power is very restricted, the METHOD section of the algorithm may be realized only once or a few times at each sampling time instance.

Moreover, for $\mu \in (0, 1)$, the control scheme (14) is a continuous function of the state $x$. Nevertheless, if $\mu = 1$ then the control is continuous only outside the origin and globally bounded such that $x^T D_r(V^{-1})PD_r(V^{-1})x = 1$ implies $\|D_r(V^{-1})x\|^2 \leq \frac{1}{\lambda_{\text{min}}(P)}$ and $\|v\|^2 \leq \|K\|^2 \cdot \|D_r(V^{-1})x\|^2 \leq \frac{\|K\|^2}{\lambda_{\text{min}}(P)}$. The LMI

$$
\begin{bmatrix}
X & Y^T \\
Y & v_0^2 I_m
\end{bmatrix} \succeq 0
$$

(31)
can be solved together with (16) in order to restrict the control magnitude by \( \|v\| \leq v_0 \).

**Corollary 3.** If conditions in Theorem 1 hold and \( v = v(V_i, x) \) with \( V_i \in \mathbb{R}_+ \) obtained from the aforementioned digital implementation, then the ellipsoid

\[
\Pi(V_i, X^{-1}) := \{ x \in \mathbb{R}^n : x^T (D_r(V_i)XD_r(V_i))^{-1} x \leq 1 \} \tag{32}
\]
is a positively invariant set of the closed-loop system (10), i.e. \( x(t) \in \Pi(V_i, X^{-1}) \Rightarrow x(t) \in \Pi(V_i, X^{-1}), t > t_i, \) where \( t_i \) is the sampling time instance for the realization of the ILF control algorithm.

**Proof.** From the first line of the LMI system in (16) we have

\[
D_r(V_i^{-1}) (P (A_{i_1...i_p} + H_\mu + BK_{i_1...i_p}) + (\ast) + PRP) D_r(V_i^{-1}) < 0.
\]

Let \( \mathcal{P} = D_r(V_i^{-1})PD_r(V_i^{-1}) \), since \( D_r^{-1}(V_i^{-1}) A_{i_1...i_p} D_r(V_i^{-1}) = V^\mu A_{i_1...i_p}, \)

\[
D_r^{-1}(V_i^{-1})B = V_iB, \text{ and } D_r^{-1}(V_i^{-1})H_\mu D_r(V_i^{-1}) = H_\mu, \]

it follows that

\[
\mathcal{P}(A_{i_1...i_p} + B \bar{K}_{i_1...i_p} + \frac{1}{V_i^{\mu}}H_\mu + (\ast) + \frac{1}{V_i^{\mu}}\mathcal{P}D_r(V_i)RD_r(V_i)\mathcal{P} < 0,
\]

where \( \bar{K}_{i_1...i_p} = V_i^{1-\mu} K_{i_1...i_p} D_r(V_i^{-1}) \) and therefore, \( v(V_i, x) = \bar{K}_{i_1...i_p} x \).

To conclude the proof, consider the quadratic Lyapunov function \( \mathcal{V} = x^T \mathcal{P} x, \) then

\[
\dot{\mathcal{V}} = \left[ \begin{array}{c} x \\ d \end{array} \right]^T \left[ \begin{array}{c} W_i \\ \tilde{d} \end{array} \right] - \frac{1}{V_i^{\mu}}x^T (H_\mu \mathcal{P} + \mathcal{P}H_\mu) x
\]

\[
+ V_i^{\mu}d^T D_r(V_i^{-1})R^{-1}D_r(V_i^{-1})d
\]

\[
\leq - \frac{1 - \beta}{V_i^{\mu}}x^T (H_\mu \mathcal{P} + \mathcal{P}H_\mu) x, \forall x \in \mathbb{R}^n : Q(V_i, x) = 0,
\]

because \( W_i = \left[ \begin{array}{c} \Psi_{i_1...i_p} \\ P \end{array} \right] \)

\[
\Psi_{i_1...i_p} = \mathcal{P} \left( A_{i_1...i_p} + B \bar{K}_{i_1...i_p} + \frac{H_\mu}{V_i^{\mu}} \right) + (\ast)
\]
is guaranteed to be negative definite by Schur complement of the inequality above and the condition in (17). Therefore, the ellipsoid \( \Pi(V_i, P) \) is strictly positively invariant set of the closed-loop system (10) with \( v = v(V_i, x) \). \( \square \)
4. Numerical results

**Example 1:** The second-order nonlinear system (1) from the motivation example is now resumed. The substitution of the control law $u = -x_1^2 - x_2 + v$ in (1) with $v$ as the nonlinear term to be designed via the ILF method produces

$$
\dot{x} = \begin{bmatrix} 0 & \theta + 0.5 + 2\text{sinc}(x_2) \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} 0 \\ 1 \end{bmatrix} v + \begin{bmatrix} 0 \\ f_m(t, x) \end{bmatrix},
$$

where $v$ is designed via the proposed nonlinear methodology dealing with $d(t, x)$ as exogenous disturbances.

The methodology proposed in this paper begins by rewriting the nonlinear representation above into the form (10), for that purpose, it is clear that for $|x_2| \leq 2$, the certain nonlinear term $z = 2\text{sinc}(x_2) \in [0.9, 2] = [z^0, z^1]$ leads to $w_0^1 = (2 - z) / 1.1$ and $w_1^1 = 1 - w_0^1$, while the uncertain one $\bar{z} = \theta \in [-0.2, 0.2] = [\bar{z}^0, \bar{z}^1]$ leads to $\omega_0^1 = (0.2 - \bar{z}) / 0.4$ and $\omega_1^1 = 1 - \omega_0^1$, such that

$$
\dot{x} = \sum_{i_1=0}^{1} \sum_{j_1=0}^{1} w_{i_1}^1 \omega_{j_1}^1 \begin{bmatrix} 0 & 0.5 + z_{i_1}^{j_1} + \bar{z}_{j_1} \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} 0 \\ 1 \end{bmatrix} v + d(t, x).
$$

In order to implement $u$ with $v = V^{1-\mu} \sum_{i_1=0}^{1} w_{i_1}^1 K_i D_i (V^{-1}) x$ (only depending on the certain nonlinear terms), LMIs in theorem 1 were found feasible and restriction in (17) were satisfied for $\mu = 1$, $R = I_2$, and $\beta = 0.18$, together with (31) for $v_0 = 10$, obtaining

$$
P = \begin{bmatrix} 5.6502 & 2.4803 \\ 2.4803 & 1.2524 \end{bmatrix},
$$

$$
K_0 = \begin{bmatrix} -19.0655 \\ -9.9136 \end{bmatrix}, \ K_1 = \begin{bmatrix} -16.5226 \\ -10.1025 \end{bmatrix},
$$

such that the settling-time function estimate provides $T(x_0) \leq \frac{V_0}{0.82} = 0.5488$.

In contrast, methodology in [13] is not able to deal with this system for the reasons argued in the motivation example, while LMI conditions in [14] were found feasible for the given parameters $\mu = 1$, $R = I_2$, and $v_0 = 10$, but the disturbance restriction therein only mets for values of $\beta$ bigger than 0.5, which provides a settling-time estimate $T(x_0) \leq 0.9$.

For simulation purposes a step size $h = 0.01$ was taken into account such that the algorithm in Table 1 found a numerical solution $V_i$ of the equation...
Figure 1: Time evolution of the states.

$Q(V, x) = 0$ at the time instant $t_i$. Fig. 1 (a) shows the evolution of the trajectories of system (1) under the designed ILF control (26) and Fig. 1 (b) shows the simulation results for the ILF control proposed in [14], both for initial conditions $x(0) = [0.2 \ -0.5]^T$ and an exogenous disturbance $f_m = \sin(10x_1)$.

**Example 2:** Consider a nonlinear system from [33]:

$$
\dot{\chi} = \begin{bmatrix} 0 \\ 0 \\ \chi_2 + \chi_3^2 \\ \chi_2 - \chi_2 e^{\chi_3} - \chi_4 \end{bmatrix} + \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 1 & 1 \end{bmatrix} u.
$$

(33)

With the change of coordinates $\eta = [\eta_1 \ \eta_2]^T = [\chi_4 - \chi_1 - \chi_2 \ \chi_3]^T$, $\xi = [\xi_1 \ \xi_2]^T = [\chi_2 \ \chi_1 + \chi_2]^T$, the system (33) can be described by the regular form

$$
\dot{\eta} = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \eta + \begin{bmatrix} 1 - e^{\eta_2} & -1 \\ 1 & 0 \end{bmatrix} \xi,
$$

$$
\dot{\xi} = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix} u.
$$

(34)
where \( z^0 = 0 < e^{\eta_2} \leq z^1 \) and for design purposes, \( a_{11}(\eta, \xi)\eta \) is considered as an exogenous disturbance. Notice that \( b \) is invertible and \( \mathcal{S}(\chi_1, \chi_2, \chi_3, \chi_4) \mapsto (\eta_1, \eta_2, \xi_1, \xi_2) \) is a diffeomorphism since the Jacobian matrix of \( \mathcal{S} \) is nonsingular.

In order to obtain the equivalent regular convex model (10), it is clear that \( z = e^{\eta_2} \in [0, z^1] \) leads to \( w_0^1 = (z^1 - z) / z^1 \) and \( w_1^1 = 1 - w_0^1 \), such that

\[
\dot{x} = \sum_{i=0}^{1} w_i^1 \begin{bmatrix} 0 & 0 & 1 - z^{t_i} & -1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} v + d(t, x).
\]

Solving LMIs in (16) for \( \mu = 1, R = \text{diag}\{0.25, 0.25, 0.25, 0.25\} \), \( z^1 = 3 \), and \( v_0 = 10 \), we obtain

\[
P = \begin{bmatrix} 1.4854 & 1.3506 & 0.1125 & -0.5578 \\ 1.3506 & 20.9906 & 3.4530 & -0.4862 \\ 0.1125 & 3.4530 & 0.8529 & -0.0377 \\ -0.5578 & -0.4862 & -0.0377 & 0.2407 \end{bmatrix},
\]

\[
K_0 = \begin{bmatrix} -3.4846 & -36.1241 & -8.3064 & 1.3086 \\ 7.6267 & -4.2403 & -0.4680 & -4.0161 \end{bmatrix},
\]

\[
K_1 = \begin{bmatrix} 0.6843 & -32.6525 & -7.9369 & -0.2682 \\ 8.2726 & 13.8285 & 0.2878 & -4.2027 \end{bmatrix}.
\]

The algorithm in Table 1 was implemented for a step size \( h = 0.01 \) with \( V_{\text{min}} = 0.1 \) and for initial conditions \( x(0) = [0.5 \ -0.5 \ -0.5 \ 0.5]^T \). Fig. 2 (a) shows the evolution of the states of system (33) whilst the control inputs are depicted on Fig. 2 (b), validating the performance of the designed ILF control.

5. Conclusions

This paper presents an ILF control design for robust stabilization of multi-input nonlinear systems that allows handling non-asymptotic (finite-time or fixed-time) convergence. The design permits to consider several nonlinearities and parametric uncertainties as a part of the nominal model instead of exogenous disturbances, that is reflected in less restrictive robust stability conditions and smaller settling times than the existing literature concerning
the linear case. Design conditions are formulated as LMIs by mimicking the linear case by means of the use of convex representations, which provides constructive tuning of the controller gains.
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