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Abstract
Sequential pattern mining has been the focus of many works, but still faces a tough challenge in the mining of large databases for both efficiency and apprehensibility of its resulting set. To overcome these issues, the most promising direction taken by the literature relies on the use of constraints, including the well-known closedness constraint. However, such a mining is not resistant to noise in data, a characteristic of most real-world data. The main research question raised in this paper is thus: how to efficiently mine an apprehensible set of sequential patterns from noisy data?

In order to address this research question, we introduce 1) two original constraints designed for the mining of noisy data: the robustness and the extended-closedness constraints, 2) a generic pattern mining algorithm, C3Ro, designed to mine a wide range of sequential patterns, going from closed or maximal contiguous sequential patterns to closed or maximal regular sequential patterns. C3Ro is dedicated to practitioners and is able to manage their multiple constraints. C3Ro also is the first sequential pattern mining algorithm to be as generic and parameterizable.

Extensive experiments have been conducted and reveal the high efficiency of C3Ro, especially in large datasets, over well-known algorithms from the literature. Additional experiments have been conducted on a real-world job offers noisy dataset, with the goal to mine activities. This experiment offers a more thorough insight into C3Ro algorithm: job market experts confirm that the constraints we introduced actually have a significant positive impact on the apprehensibility of the set of mined activities.
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1. Introduction

Pattern mining [5] is one of the most studied topics in the data mining literature. A sequential pattern is a pattern whose order of items is considered and applications rely on their mining: pattern discovery in protein sequences [59, 36], analysis of customer behavior in web logs [10, 11], sequence-based classification [4], etc. Consequently, sequential pattern mining [6] has become a significant part of pattern mining studies. Many sequential pattern mining algorithms have been proposed, such as regular sequential pattern mining [46, 26, 27, 56, 7, 13], string mining [12, 41], closed sequential pattern mining [42, 43, 57, 51, 47, 23, 13], constraint-based sequential pattern mining [22, 44, 8, 32], etc., which all have substantially improved the domain. Although large databases are becoming quite common, mining sequential patterns in such data is still a computationally expensive task, when not an intractable one. In addition, the complete set of sequential patterns is often difficult to apprehend for the final user, due to its large size and to the presence of useless or redundant patterns. This is especially limiting when the final user is a practitioner who expects a set of patterns that fits his/her requirements. Therefore, the domain still faces tough challenges related to both • the efficiency of the mining algorithms
• the apprehensibility of the resulting set of patterns.

We propose to define the efficiency of an algorithm as the ability to run in an optimal execution time and memory usage; and the apprehensibility of a set of patterns as a trade-off between, on one side its size and redundancy in its patterns, and on the other side the information contained in the set.
To overcome both issues, the most promising direction adopted by the literature relies on the use of constraints on the patterns that results in a reduced set of patterns [44, 32, 24]. We identify two types of constraints: one applies to a set of sequential patterns, and the other one applies to the intrinsic characteristics of each sequential pattern.

The first type of constraints includes the closedness [42, 43, 57, 51, 47] that preserves all the information, the generator-pattern [19, 53, 14, 33] and the maximal-pattern [46, 39, 21, 31, 16] constraints that reduce the size of the set of patterns at the cost of a part of the information. Closedness has become popular as the resulting set of patterns is less redundant, which increases its apprehensibility. However, despite this improvement [57, 48, 51, 23, 13], the set remains unmanageable in large databases [58] and in noisy data [52, 38, 54, 37] as most of the benefit of closedness is lost. Noise, which is a characteristic inherent to many real-world applications [20], is the random appearance of disturbances in data, such as loss, substitution, or addition of items.

With the double objective to mine a more apprehensible set and to increase the efficiency of the mining algorithm, we introduce a new constraint: the extended-closedness constraint. This new constraint relaxes the constraint of identical values required by the closedness constraint. Thus, the set of extended-closed sequential patterns can be viewed as a trade-off between the set of closed sequential patterns, which contains all the information, and the set of maximal sequential patterns, which is an even more reduced set, but that contains a subset of the information.

Each constraint from the literature allows to solve a specific issue in sequential pattern mining. However, practitioners’ final needs are often so specific that they correspond to a combination of such constraints. For example, contiguous sequential patterns, in noisy data, which contain a particular set of items. To date, in order to obtain the set that fits the desired combination of constraints, the use of several algorithms is often required. However, there is no guarantee of compatibility, consistency or scalability of the entire process [8]. Combining several algorithms and solving their possible compatibility issues can be inaccessible to many practitioners which limits their usability.

To alleviate this issue, we introduce C3Ro, a simple and generic algorithm. The key idea of C3Ro is to integrate several constraints and the associated parameters, to mine a wide range of sequential patterns, going from closed or maximal contiguous sequential patterns to closed or maximal sequential patterns, including semi-contiguous sequential patterns. In addition, it is noise-resistant thanks to the use of wildcards and of the extended-closedness constraint. It thus increases the efficiency and the apprehensibility of the set of mined patterns.

Hence, the main contributions of this paper are:

- we introduce two new constraints: robustness and extended-closedness, designed to improve both the efficiency of the mining process and the apprehensibility of a set of closed contiguous sequential patterns in noisy data. These constraints have many practical applications in different fields, especially those related to humans who are often a source of noisy data. Apprehensibility is specifically thought for practitioners, with the goal to mine the smallest set that contains the highest amount of information;
• we introduce C3Ro, a generic and highly parameterizable algorithm that can be used in various contexts and adaptable to many user needs. It is especially designed for practitioners to help them mine patterns using a single tool, while considering all their requirements. To reach this genericity, C3Ro manages a set of monotonic or antimonotonic constraints, a number of wildcards, robustness and extended ratios.

This paper is organized as follows. In section 2 we discuss the related work. In Section 3 we introduce concepts and notations. Section 4 defines the two new constraints. The C3Ro algorithm is introduced in Section 5. Section 6 is dedicated to the experiments conducted, including a real-world dataset in the domain of job market and Section 7 concludes this work and discusses some perspectives.

2. Related Work

The sequential pattern mining problem was first introduced by Agrawal and Srikant in [6], with the Apriori algorithm. Apriori is based on the monotonic constraint of the frequency: “all nonempty subsets of a frequent itemset must also be frequent” [5]. Since then, many sequential pattern mining algorithms have been proposed, still based on the monotonic constraint, with the goal of improving the mining efficiency in terms of execution time and memory usage, such as GSP [46], PrefixSpan [27], SPADE [56], SPAM [7], CM-SPADE [13], CM-SPAM [13], etc. The PrefixSpan algorithm uses a pattern-growth philosophy through projected databases to mine frequent sequential patterns. PrefixSpan recursively extends a prefix sequential pattern by adding a frequent item from the projected database of this prefix. The SPADE algorithm, released the same year, is based on a vertical IDLists representation and uses a lattice-theoretic approach to decompose the original search space into smaller spaces. One year after, the SPAM algorithm used a different representation, it is a vertical bitmap representation dedicated to the mining of long sequential patterns. While being faster than SPADE and PrefixSpan for the mining of long patterns, SPAM uses a large amount of memory. The newer CM-SPADE and CM-SPAM algorithms introduced a co-occurrence matrix to substantially reduce the number of join operations between the IDLists of the candidate sequential patterns and thus improve the efficiency of the mining. Although all these algorithms contributed to the improvement of the mining process, they still face tough challenges in the mining efficiency and in the apprehensibility of the results. Several directions are used in the literature to overcome those issues. The two main directions are the use of a compact representation of sequential patterns [25] and the reduction of the number of sequential patterns mined [46]. In this paper, we focus on the latter and the most promising way reach this goal is through the use of constraints [46, 22, 44, 8]. Using constraints during the mining process allows to extract less patterns, and improves the efficiency. However, the usage of constraints improves the apprehensibility if the discarded patterns only contain information irrelevant to the practitioners. Therefore, we are only interested in constraints that preserve relevant information, i.e., that are able to adapt to the application context of the practitioners. To facilitate the analysis of the constraints from the literature, we propose to classify them in two categories that we name: (1) Global constraints, i.e., constraints that relate to the characteristics of a set of sequential patterns. (2) Local constraints, i.e., constraints that relate to the intrinsic characteristics of each sequential pattern.

2.1. Global constraints

Global constraints [43, 39, 19] are, for example, the well-known maximal, generator and closedness constraints. With Global constraints, the reduction of set of frequent patterns may be reached at the cost of a part of the information. However, it is impossible to control both the amount and the nature of the information lost, this loss can thus be prejudicial for many applications. The maximal constraint [21, 16] mines only the frequent sequential patterns that are not included in any other frequent sequential pattern. Therefore, the set of maximal sequential patterns is significantly smaller than the complete set of sequential patterns. However, the information (especially the support value) of the sequential patterns included in maximal patterns is lost, which often represents a non-negligible part of the information. The generator constraint [53, 14, 33] mines sequential patterns that do not contain any other sequential pattern with the same support. The set of generator sequential patterns is also significantly smaller than the set of sequential patterns. The information loss is about all the sequential patterns that contain the generator sequential patterns, especially about those that are not frequent. The closedness constraint [57] mines sequential patterns that have no super-pattern with the same support. The set of closed sequential patterns is often larger than both maximal and generator sequential patterns sets, and remains smaller than the set of sequential patterns. Moreover, the closedness constraint does
not cause any loss of information. Closedness is by far the most popular Global constraint and numerous algorithms [43, 51, 34, 23, 13, 33, 45] focus on the mining of closed patterns.

The Clospan [51] algorithm is one of the first algorithms dedicated to the mining of closed sequential patterns. CloSpan mines and stores a set of candidate patterns, based on PrefixSpan, then a post processing phase filters out the non closed ones. Storing the set of candidates is expensive in terms of memory. To cope with this issue, the BIDE algorithm [47] proposes to not memorize any candidate pattern. BIDE is also based on PrefixSpan, but uses a BI-Directional closedness checking scheme to not generate any set of candidates, hence BIDE improves greatly both execution time and memory usage. More recent algorithms such as Clasp [23] and CloFast [17] adopt a vertical IDLists representation to outperform CloSpan and BIDE in terms of execution time, but at the expense of a higher memory usage due to the candidate generation phase. CM-Clasp [13] and FCloSM [33] algorithms both use a co-occurrence matrix to reduce the number of candidates and improve both execution time and memory usage.

A remaining major issue in the mining of closed sequential patterns lies in the low apprehensibility of the set of mined patterns in large databases. This is especially true for vertical IDLists-based algorithms, which are not efficient due to their high memory usage. The pattern-growth philosophy appears to be more suited. However, the issue gets worse when mining noisy data [2].

In a nutshell, on one hand, the maximal and the generator constraints allow to significantly reduce the set of mined patterns. On the other hand, these constraints also cause a significant and unpredictable loss of information, which is often unacceptable for practitioners. The closedness constraint seems more relevant as no information is lost. However, its issue with large and noisy databases needs to be addressed.

2.2. Local constraints

Local constraints [46, 40, 55] regroup numerous constraints such as monotonic or anti-monotonic constraints: presence of an item or a pattern, maximum or minimum length, duration, etc. [44], regular expression constraints [22], gap constraints [34], including contiguity constraint, etc. Local constraints are practitioner-dependent: they are oriented towards the application context, according to the practitioner interests. One of the very first sequential pattern mining algorithm that has integrated Local constraints is GSP [46]. GSP allows to use duration and gap constraints on all the sequential patterns that it extracts.

These two constraints are widely used in the literature [29, 28, 15]. The SPIRIT algorithm is the first algorithm that integrates regular expression constraints [22], it converts the constraints into an automaton that prunes the patterns during the mining. The monotonic and anti-monotonic constraints allow the pattern-growth philosophy to identify in an early stage if the patterns formed, when extending a prefix, will satisfy or not a set of constraints [44]. For this reason, several algorithms like PG [44], CloSPEC [8], global-p.f [32], CCPM [2], based on the pattern-growth philosophy, are able to mine patterns satisfying an aggregate of monotonic or anti-monotonic constraints.

A commonly used gap constraint is the contiguity constraint (gap = 0) [18, 10], especially used for natural language processing or document classification. Recently, [58] has shown that the information contained in the set of contiguous sequential patterns is almost equivalent to the information contained in the set of sequential patterns. The contiguity constraint is therefore a Local constraint that can be used to reduce the number of mined patterns. Consequently, the use of the contiguity constraint improves both the efficiency of the mining and the apprehensibility of the results. However, the mining of contiguous patterns has the drawback of being unable to mine noisy data, without a significant loss of information.

2.3. Combination of constraints

Both Global and Local constraints are used to reduce the number of sequential patterns mined, while retaining either the complete information, or at least the most important information for the practitioner. In addition to improving the apprehensibility of the results, these constraints also improve the efficiency of the algorithm since the decrease in the number of sequential patterns mined has a very favorable impact on execution time and memory usage [47, 44]. Therefore, both the ability of algorithms to integrate some constraints and the possibility for the practitioner to specify them, are critical.

Several algorithms allow to use multiple constraints during the mining. For instance, the PG algorithm [44] uses rules to integrate a set of monotonic and anti-monotonic constraints during the mining of sequential patterns. Many algorithms like CloSPEC [8] and CCPM [2] use such rules in addition to the closedness constraint. Unfortunately, although Local constraints are often effective to improve the efficiency of the mining process and the apprehensibility of its result, they also depend on the application context of the practitioner and thus are not always specifiable.

Recently the CCSpan [58] algorithm introduced closed
contiguous sequential pattern (CICoS P) mining. Frequent CICoS P are far fewer and shorter than frequent closed sequential patterns, while containing the same information [58] than closed sequential patterns. CCSpan outperforms several closed sequential pattern mining algorithms like Clospan and BIDE, but scales rather poorly on datasets with long sequences [2]. The CCPM algorithm [2] also mines CICoS P based on the same pattern-growth philosophy than BIDE and PG. CCPM outperforms and scales better than CCSpan, while allowing to use in addition monotonic or anti-monotonic constraints. However, although CICoS P mining is an effective combination of constraints to reduce the size of the resulting set of patterns, it has the noise resistance limit of the contiguity constraint.

2.4. Pattern mining in noisy data

As many real-world applications generate noisy or uncertain data, more and more works focus on the mining of sequential patterns in such data [3, 38, 54, 35, 37]. In these works, data is qualified as either noisy data [38, 54] or uncertain data [37, 34]. The common approach adopted by these works notices that it is impossible to count the frequency of patterns deterministically, so do adopt a probabilistic approach. In addition, they assume statistical independence between the different items in terms of their uncertain probability behavior. Thus they evaluate the probabilistic support of each itemset or pattern in each sequence to determine if the appearance of an itemset in a pattern is likely to be an error or not.

The approach proposed in [38] adopts a constraint-based approach, the model proposed places constraints on the fraction of errors permitted in each item column and the fraction of errors permitted in a supporting transaction. Taken together, these constraints make the patterns that contain systematic errors being discarded.

The major drawback of the probability-based approach is its high computational complexity, it is thus not efficient and does not meet our requirements.

2.5. Summary

In summary, the literature highlights that a wide range of sequential pattern mining algorithms mine a (too) high number of patterns. This set is not apprehensible. Two main directions are adopted to solve this issue. The first direction aims at decreasing the set of patterns while maximizing the amount of information, without depending on the application context of the practitioner. Like the well-known closed sequential pattern mining or contiguous sequential pattern mining. However, none of them is able to manage large and noisy databases, which is common in many real-world applications [38]. The second direction aims at decreasing the set of patterns while extracting only the information relevant to the practitioner, by using Local constraints. A local constraint is practitioner-dependent, and significantly improves the apprehensibility and the efficiency of the mining. Although many algorithms (BIDE, PG, CCPM) based on the pattern-growth philosophy allow the combination of several constraints, no noise-resistant algorithm aggregates as many constraints as monotonic, anti-monotonic, closedness and contiguity constraints. In other words, most algorithms lack genericity.

As a consequence, there is a critical need for a generic algorithm able to manage large and noisy databases.

The issues raised by the state-of-the-art make us consider the following questions:

1) How to efficiently mine an apprehensible set of sequential patterns, including in the frame of noisy data?
2) How to design a sequential pattern mining algorithm that aggregates several constraints such as monotonic, anti-monotonic, closedness and contiguity constraints and thus can be used with several combinations of constraints, whatever are the needs of practitioners are?

3. Preliminaries

In this section, we introduce some definitions and notations that will be further used in this paper.

Let I = \{i_1, i_2, ..., i_n\} be a set of distinct items. An itemset I_m \subseteq I with \|I_m\| being the length of I_m, is an unordered set of distinct items. Without loss of generality, we assume that items in itemsets are sorted according to a total order, such as the lexicographic order to facilitate the reading and for further processing. A sequential pattern P is an ordered list of itemsets, denoted by P = \langle E_1, E_2, ..., E_k \rangle where E_k \subseteq I with 1 \leq k \leq n.

In this paper, an itemset is always written with an uppercase letter, while an item is always written with a lowercase letter.

Let e be an item of I, P \circ e means P concatenates with e. Concatenation can be an I-extension (I for item), P \circ_I e = \langle E_1, E_2, ..., E_m \cup \{e\} \rangle or an S-extension (S for sequence), P \circ_S e = \langle E_1, E_2, ..., E_m, \{e\} \rangle.

We expand the definition of item extension to sequential pattern extension. Given P = \langle E_1, E_2, ..., E_m \rangle and P' = \langle E'_1, E'_2, ..., E'_p \rangle two sequential patterns, P \circ P' means P concatenates with P'. When it is a I-extension, P \circ_I P' = \langle E_1, E_2, ..., E_n \cup \langle E'_1, E'_2, ..., E'_m \rangle \rangle and when it is a S-extension, P \circ_S P' = \langle E_1, E_2, ..., E_n, E'_1, E'_2, ..., E'_m \rangle.
An input sequence database \( SDB \) is a set of tuples \((sid, S)\), where \( sid \) is a sequence id, and \( S \) an input sequence. A sequence can also be considered as a pattern, thus it shares the same properties. The number of tuples in \( SDB \) is called the size of \( SDB \) and is denoted by \(|SDB|\). A wildcard is a symbol that matches any itemset of the sequence database. Aside from the above notions, we further present some definitions.

**Definition 3.1** (Contiguous sub-pattern). Given \( P = \langle E_1, E_2, ..., E_n \rangle \) and \( P^\prime = \langle E'_1, E'_2, ..., E'_m \rangle \) two sequential patterns, \( P \) is a contiguous sub-pattern of \( P^\prime \), denoted as \( P \sqsubseteq P^\prime \), if and only if \( n \leq m \) and there exist consecutive integers \( j_1, j_2, ..., j_k \) such that: (1) \( 1 \leq j_1 < j_2 < ... < j_k \leq m \); and (2) \( E_1 \subseteq E'_{j_1}, E_2 \subseteq E'_{j_2}, ..., E_n \subseteq E'_{j_k} \). \( P^\prime \) is called a contiguous super-pattern of \( P \), and \( P^\prime \) is said to contain \( P \).

**Definition 3.2** (Absolute, Relative and Universal support). The absolute support of a sequential pattern \( P \) in a sequence database \( SDB \) is the number of tuples in \( SDB \) that contain \( P \), denoted by \( sup^A_{SDB}(P) \). The relative support of \( P \) in \( SDB \) is the proportion of tuples in \( SDB \) that contain \( P \), denoted by \( sup^R_{SDB}(P) \). The universal support of \( P \) in \( SDB \) is the number of occurrences of \( P \) in \( SDB \), denoted by \( sup^U_{SDB}(P) \).

Without loss of generality, we use the absolute support for describing the C3Ro algorithm and use the relative support to present the experimental results in the remaining of the paper.

**Definition 3.3** (Frequent closed contiguous sequential pattern). Given \( min_sup \) a support threshold, a contiguous sequential pattern \( P \) is frequent in \( SDB \) if \( sup^A_{SDB}(P) \geq min_sup \). \( P \) is a frequent closed contiguous sequential pattern if there exists no sequential pattern \( P^\prime \) such that: \( P \sqsubseteq P^\prime \), and \( sup^A_{SDB}(P^\prime) = sup^A_{SDB}(P) \).

We now present some definitions related to the contiguous projected items of a prefix sequential pattern, in the context of contiguous sequential pattern mining.

Given an input database \( SDB \), an input sequence \( S = \langle E_1, E_2, ..., E_n \rangle \) and a sequential pattern \( P = \langle E_1, E_2, ..., E_m \rangle \) with \( P \subseteq S \). Therefore, there exist consecutive integers \( j_1, j_2, ..., j_n \) such that: (1) \( 1 \leq j_1 < j_2 < ... < j_n \leq m \); and (2) \( E_1 \subseteq E'_{j_1}, E_2 \subseteq E'_{j_2}, ..., E_m \subseteq E'_{j_n} \).

**Definition 3.4** (Contiguous projected items of a sequential pattern). The contiguous projected items of \( P \) in \( S \) are the union of two sets: (1) the set of i-extensions \( e_i \) of each occurrence of \( P \) in \( S \) such that \( E_n \sqsubseteq E'_{j_n} \), (2) if \( m > n \), the set of s-extensions \( e_s \) of each occurrence of \( P \) in \( S \) such that \( e_s \in E'_{j_n+1} \).

**Definition 3.5** (Contiguous projected sequence). The set of contiguous projected items of \( P \) in \( S \) is called the contiguous projected sequence of \( P \) in \( S \).

**Definition 3.6** (Prefix contiguous sequential pattern). \( P \) is called the prefix contiguous sequential pattern.

**Definition 3.7** (Contiguous projected database). The set of contiguous projected sequences of \( P \) in \( SDB \) is called the contiguous projected database of \( P \) in \( SDB \), denoted \( P_{SDB} \).

4. Introduction of two New Constraints: Robustness and Extended-Closedness

4.1. CIcCoSP mining in noisy data

CIcCoSP mining is currently one of the most efficient way to mine sequential patterns in data [58, 2]. In our review of the literature, we have raised the issue of mining closed contiguous sequential patterns in noisy data. As mentioned in the previous section, the noise in data represents a part of data that does not bring any additional information. In practice, the noise in data corresponds to three types of disturbances: loss, substitution or addition of items in the data (notice that most of the works of the literature only consider addition of items). The noise is therefore a random disturbance, poorly reproducible and infrequent, generally not found in frequent patterns. However, the noise decreases the support of some patterns, and can even make them not being part of the resulting set of patterns. For example, in a text mining context, noise may correspond to word omission (loss), spelling errors (substitution) or the use of irrelevant words (addition). The sentence “Elementary, my dear Watson” can thus become, in noisy data, “Elementary, my Watson” or “Elementary, my dear Watson” in case of imperfect typing of a user. However, this is in fact, three times the same pattern “Elementary, my dear Watson” with different types of noise.

Let us set up a closed contiguous sequential pattern mining with a minimum support \( min_sup = 2 \) in the sequence database \( Noise \) (presented in Table 1) made up of 5 sequences: two occurrences are the sequence “Elementary, my dear Watson” without noise and three occurrences occur with noise.

With the purpose of illustrating the impact of noise in closed contiguous sequential pattern mining, we exceptionally look for a specific pattern in the resulting...
set. Indeed, the pattern \( \langle \text{Elementary, my, dear, Watson} \rangle \) represents the information we are looking for. In the context of sequential pattern mining, we define the information contained in a pattern as the tuple \((\text{pattern}, \text{support of the item})\). From this mining, the pattern \( \langle \text{Elementary, my, dear, Watson} \rangle \) has a support of 2 in this base of five sequences. This low frequency is partly due to the low support of the item \textit{dear}: 3, which is substituted once (“dear”) and omitted once. The low support of the item \textit{dear} causes a split of the pattern: \( \langle \text{Elementary, my, dear, Watson} \rangle \) in two more frequent sub-patterns: \( \langle \text{Elementary, my} \rangle \), \( \langle \text{Watson} \rangle \). The set of closed contiguous sequential patterns extracted then lacks irreversibly part of the information. In order to make CIcoSP relevant when mining noisy data, the three types of disturbances have to be handled. All the conclusions that will be drawn on the closed contiguous sequential pattern mining CIcoSP remain valid in a noisy database.

On the one hand, wildcards [34, 49, 50] can be used to address the addition of items issue [2]. On the other hand, their use may lead to the mining of patterns that may not be relevant in the frame of contiguous sequential pattern mining. Indeed, a contiguous sequential pattern that always occurs with wildcards is unlikely to be a contiguous sequential pattern that occurs with “noise” items. It is more likely that it is a semi-contiguous sequential pattern, i.e., a contiguous sequential pattern whose all occurrences use a limited number of wildcards. For example, in the \textit{Noise} database, the pattern \( \langle \text{Elementary, my, dear, Watson} \rangle \) occurs twice contiguously (\#1, \#5) and once with one wildcard (\#4). It can thus be considered as a contiguous pattern. However, the pattern \( \langle \text{Elementary, my, Watson} \rangle \) occurs contiguously only once (\#2) and four times with one or two wildcards (\#1, \#3, \#4, \#5). This pattern is more likely to be a semi-contiguous pattern.

We now introduce some definitions related to the usage of wildcards in CoSP mining. Let \( k \in \mathbb{N} \) be the number of wildcards authorized.

**Definition 4.1** (k-contiguous sub-pattern). Given \( P = \langle E_1, E_2, ..., E_n \rangle \) and \( P' = \langle E'_1, E'_2, ..., E'_m \rangle \) two sequential patterns, \( P \) is a \( k \)-contiguous sub-pattern of \( P' \), denoted as \( P \subseteq_k P' \), if and only if \( n < m \) and there exist integers \( j_1, j_2, ..., j_n \) such that: (1) \( 1 \leq j_1 < j_2 < ... < j_n < m \); and (2) \( E_1 \subseteq E_{j_1}', E_2 \subseteq E_{j_2}', ..., E_n \subseteq E_{j_n}' \); and (3) \( j_n - j_1 - n \leq k \). \( P' \) is called a \( k \)-contiguous super-pattern of \( P \), and \( P' \) \( k \)-contains \( P \) (\( j_n - j_1 - n \) is the number of wildcards actually used).

**Definition 4.2** (Absolute, Relative, Universal and Wildcard \( k \)-support). The absolute \( k \)-support of a sequential pattern \( P \) in a sequence database \( SDB \) is the number of tuples in \( SDB \) that contain \( P \), denoted by \( sup_{\text{ABS}}(P) \). The relative \( k \)-support of \( P \) in \( SDB \) is the proportion of sequences in \( SDB \) that contain \( P \), denoted by \( sup_{\text{REL}}(P) \). The universal \( k \)-support of \( P \) in \( SDB \) is the number of occurrences with \( k \) wildcards of \( P \) in \( SDB \), denoted by \( sup_{\text{W}}(P) \). The wildcard \( k \)-support of a sequential pattern \( P \) in a sequence database \( SDB \) is the number of tuples that \( k \)-contain \( P \) using at least 1 wildcard, denoted by \( sup_{\text{W}}(P) \).

The subtraction of the wildcard \( k \)-support from the \( k \)-support of a pattern makes it possible to obtain the number of sequences where the pattern appears strictly respecting the contiguity constraint.

We now present in Table 2 the mining of closed 1-contiguous sequential patterns (with \( k = 1 \) wildcard) on the previous basis (Table 1), specifying the 1-support and wildcard 1-support of each pattern. Patterns impacted by the use of a wildcard are in marked red. The purpose of this new mining is still to extract the pattern \( \langle \text{Elementary, my, dear, Watson} \rangle \), which represents the information. We see that using \( k = 1 \) wildcard allows to extract a new pattern: \( \langle \text{Elementary, my, Watson} \rangle \).

This pattern does not contain all the information we are looking for, this is explained by the fact that this pattern is mined three times out of four times thanks to the use of a wildcard. Therefore, in the context of a closed contiguous sequential pattern mining, we consider the pattern \( \langle \text{Elementary, my, Watson} \rangle \) as not being a contiguous pattern.

As expected, the wildcard allows to
find additional occurrences of the pattern

$$\langle \text{Elementary, my, dear, Watson} \rangle$$, here one additional occurrence in the sequence \#4 and so allows to overcome the presence of the “noise” item old.

This increase of 1 of the 1-support allows the pattern

$$\langle \text{Elementary, my, dear, Watson} \rangle$$ to have the same 1-support as the pattern $$\langle \text{Elementary, my, dear} \rangle$$, and as $$\langle \text{Elementary, my, dear, Watson} \rangle$$, it is no longer closed and therefore is removed from the resulting set.

In conclusion, the use of $$k = 1$$ wildcard makes it possible to alleviate the appearance of additional items and thus to extract information not mined so far. In return, the use of wildcards mines patterns that do not necessarily respect the contiguity constraint. These patterns are therefore not relevant for the extraction of information in the frame of closed contiguous sequential pattern mining. The problem is thus to limit the use of wildcards.

### 4.2. Robustness Constraint

In order to answer this problem, we introduce a new constraint: the robustness constraint. This constraint is based on an adjustable parameter, the robustness ratio, to limit the proportion of patterns in the resulting set that use wildcards, without compromising on the use of wildcards to mitigate the disturbance of additional items during the mining process. This constraint can be linked to the one proposed in [38] that aim at discarding patterns that contain systematic errors.

**Definition 4.3** ($k$-contiguous $\delta$-robust sequential pattern). Given $\delta \in [0; 1]$ a ratio and $\text{SDB}$ a sequence database, a $k$-contiguous sequential pattern $P$ is $\delta$-robust if and only if $\frac{\text{sup}_{\text{DB}}^\text{Noise}(P)}{\text{sup}_{\text{AW}}^\text{Noise}(P)} \leq \delta$.

This definition reflects the fact that $k$-contiguous $\delta$-robust sequential patterns stand on the proportion of contiguous occurrences of a pattern against occurrences that use wildcards. This proportion is set by the value of the robustness ratio $\delta$, which is fixed by the user, depending on the estimated amount of noise in the data. The mining of $k$-contiguous $\delta$-robust sequential patterns, thus relies on the use of wildcards and a robustness ratio (see next section).

In our running example (Table 1), for both patterns mined with $k = 1$ wildcard:

$$\frac{\text{sup}_{\text{AW}}^\text{Noise}(\langle \text{Elementary, my, Watson} \rangle)}{\text{sup}_{\text{AW}}^\text{Noise}(\langle \text{Elementary, my, dear, Watson} \rangle)} = \frac{3}{4} = 0.75 \text{ et } \frac{\text{sup}_{\text{AW}}^\text{Noise}(\langle \text{Elementary, my, dear, Watson} \rangle)}{\text{sup}_{\text{AW}}^\text{Noise}(\langle \text{Elementary, my, dear, Watson} \rangle)} = \frac{1}{3} = 0.33.$$ Thus, the mining of closed sequential patterns $1$-contiguous $\delta$-robust when $\delta \in [0; 0.74]$ allows to remove the pattern $\langle \text{Elementary, my, Watson} \rangle$ of the resulting set and thus contributes to the improvement of the apprehensibility of the set of patterns. For $\delta \in [0.34; 0.74]$, the set of extracted patterns becomes: $\langle \text{Elementary, my} \rangle : 5, \langle \text{Elementary, my, dear, Watson} \rangle : 3, \langle \text{Watson} \rangle : 5$.

To summarize, regular sequential pattern mining often produces an unmanageable set and regularly faces issues related to both execution time and memory usage. Contiguous sequential pattern mining allows to improve both the apprehensibility of the resulting set and the efficiency of the mining. However, this mining loses information when the data is noisy. The $k$-contiguous $\delta$-robust sequential pattern mining is a solution that prevents the mining of unexpected additional items in noisy data and that guarantees, to a certain extent, the contiguity of patterns.

However, the other two disturbances that are item loss and substitution, remain an issue when mining closed contiguous sequential patterns in noisy data. Indeed, in our running example, with $\delta \in [0.34; 0.74]$, the resulting set is still made up of 3 patterns (see Table 2), whereas we only look for the information of the pattern $\langle \text{Elementary, my, dear, Watson} \rangle$. Therefore, this set contains redundant information, which leads to a loss of apprehensibility for the user. The closedness constraint allows to remove the patterns having a super-pattern of the same support.

<table>
<thead>
<tr>
<th>sid</th>
<th>sequence</th>
<th>$\text{ClCoSP}$ with one wildcard: support(wildcard 1-support)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Elementary my dear Watson</td>
<td>$\langle \text{Elementary, my} \rangle : 5 (0), \langle \text{Elementary, my, dear, Watson} \rangle : 3 (1), \langle \text{Elementary, my, Watson} \rangle : 4 (3), \langle \text{Watson} \rangle : 5 (0)$</td>
</tr>
<tr>
<td>#2</td>
<td>Elementary my Watson</td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>Elementary my dear Watson</td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>Elementary my dear old Watson</td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td>Elementary my dear Watson</td>
<td></td>
</tr>
</tbody>
</table>
4.3. Extended-Closedness Constraint

The problem raised by the loss and substitution of items in data is also the decrease of the support of the associated patterns. This decrease leads to the presence of sub-patterns in the resulting set that cannot be removed by the closedness constraint. Indeed, in the set of ClCoS P from the Noise database, the pattern ⟨Elementary, my, dear, Watson⟩ has only a support of 2, while the sub-patterns ⟨Elementary, my⟩ and ⟨Watson⟩ are also ClCoS P with a support of 5. Therefore, the closedness constraint cannot remove these sub-patterns.

The resulting set thus becomes less apprehensible. As the loss and substitution of items is irreversible when mining noisy data, our goal is to mitigate the increase of the resulting set of patterns by removing some of the sub-patterns to improve the apprehensibility, at the price of the information regarding the support of these new sub-patterns. To achieve this goal, we propose to relax the closedness constraint to form a new constraint. The resulting extended-closedness constraint does not require that a sub-pattern has the same support than it super-pattern to be removed. The extended ratio λ associated to this constraint, allows to set to what extent the support of a super-pattern can be lower than the support of its sub-patterns for them to be removed. We rely on the definition 3.3 to introduce the following definition:

Definition 4.4 (Extended-closed sequential pattern). Given λ ∈ [0; 1] a ratio, S DB a sequence database, and P a closed sequential pattern. P is a λ-closed sequential pattern if and only if there exists no super-pattern P′ verifying: 
\[
\frac{sup_A^{SDB}(P')}{sup_A^{SDB}(P)} \geq \lambda.
\]

If P′ exists and is a λ-closed sequential pattern, the reference closed sequential pattern of P′ is the shortest closed sequential pattern P′ ⊆ P′ verifying:
\[
\frac{sup_A^{SDB}(P)}{sup_A^{SDB}(P')} \geq \lambda.
\]

We now present in Table 3 the use of the extended-closedness constraint depending on the value of the extended ratio. This new constraint will contribute to the reduction of the number of patterns in the configuration where λ = 1 is similar to the closed sequential pattern mining like in Table 1. In the configuration where λ = 0.6, the pattern ⟨Elementary, my, dear⟩ disappears from the set of extracted patterns, as: ⟨Elementary, my, dear, Watson⟩ ⊆ ⟨Elementary, my, dear, Watson⟩ and 
\[
\frac{sup_{AW}^{Noise}(Elementary, my, dear, Watson)}{sup_{AW}^{Noise}(Elementary, my, dear)} \geq 0.66.
\]

Since 0.66 ≥ λ = 0.6, we consider that both patterns are considered to contain the same information, so (Elementary, my, dear) is not a 0.6-closed contiguous sequential pattern. In the configuration where λ = 0.4:
\[
\frac{sup_{AW}^{Noise}(Elementary, my, dear, Watson)}{sup_{AW}^{Noise}(Elementary, my)} = \frac{sup_{AW}^{Noise}(Elementary, my, dear, Watson)}{sup_{AW}^{Noise}(Watson)} = 0.4.
\]

Since 0.4 ≥ λ = 0.4, the only 0.4-closed contiguous sequential pattern is ⟨Elementary, my, dear, Watson⟩. A configuration with an extended ratio as low as λ = 0.4 allows a potential large loss of the support information as a 0.4-closed sequential pattern only needs to have 40% of the support of its sub-patterns to remove them.

As a λ-closed sequential pattern is defined as a particular closed sequential pattern, the complete set of λ-closed sequential patterns is a subset of the set of closed sequential patterns. Therefore, the complete set of λ-closed k-contiguous sequential patterns can be mined while mining closed k-contiguous sequential patterns.

4.4. Notations of the Patterns of Interest

To clarify the set of sequential patterns we are interested in, Table 4 presents the complete list, and the associated abbreviations.

4.5. Summary on the Running Example

We now exhaustively list the various sets of sequential patterns that can be mined from the sequence database Noise (Table 1) with \( min_{sup} = 2 \), \( k = 1 \) wildcard, \( \delta = 0.6 \) and \( \lambda = 0.6 \). The complete list of patterns is presented in Table 5.

The set of frequent contiguous sequential patterns CoS P is made up of 10 patterns and decreases to 4 patterns in the set of closed contiguous sequential patterns ClCoS P. Both sets (grayed out in Table 5) are mined using the contiguity and closedness constraints of the literature.

The use of \( k = 1 \) wildcard (ClCoS mining) results in a set of the same size (4 patterns). However, as seen previously, the 1-support of several patterns is increased:

- ⟨Elementary, my, Watson⟩, increases from 1 to 4. It thus becomes not only frequent, but also closed.
- ⟨Elementary, my, dear, Watson⟩, increases from 2 to 3.

In addition, ⟨Elementary, my, dear⟩ and ⟨Elementary, my, dear, Watson⟩ now have the same support, so ⟨Elementary, my, dear⟩ is no more closed.
Table 3: Impact of the extended-closedness constraint in the mining in Noise database

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$C_{1,CoSP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$&lt;\text{Elementary, my}&gt; : 5, &lt;\text{Elementary, my, dear}&gt; : 3, &lt;\text{Elementary, my, dear, Watson}&gt; : 2, &lt;\text{Watson}&gt; : 5$</td>
</tr>
<tr>
<td>0.6</td>
<td>$&lt;\text{Elementary, my}&gt; : 5, &lt;\text{Elementary, my, dear, Watson}&gt; : 2, &lt;\text{Watson}&gt; : 5$</td>
</tr>
<tr>
<td>0.4</td>
<td>$&lt;\text{Elementary, my, dear, Watson}&gt; : 2$</td>
</tr>
</tbody>
</table>

The $<\text{Elementary, my, Watson}>$ is mined three times out of four thanks to the use of a wildcard, $\frac{3}{4} = 0.75 > \delta = 0.6$. Thus, this pattern does not respect the 0.6-robustness constraint. The set of $C_{1,CoR_{0.6}}$ patterns is thus reduced to 3 patterns.

$$\begin{align*}
\text{sup}_{\text{AW}_{0.6}}^{\text{Noise}}(<\text{Elementary, my, dear, Watson}>) &= 0.6. \\
\text{sup}_{\text{AW}_{0.6}}^{\text{Noise}}(<\text{Watson}>) &= 0.6.
\end{align*}$$

Likewise,

$$\begin{align*}
\text{sup}_{\text{AW}_{0.6}}^{\text{Noise}}(<\text{Elementary, my}> : 5, <\text{Elementary, my, dear}> : 3, <\text{Elementary, my, dear, Watson}> : 2, <\text{Watson}> : 5)
\end{align*}$$

The 0.6-closedness allows to remove both patterns $<\text{Watson}>$ and $<\text{Elementary, my}>$.

The final set of patterns $C_{0.6,CoR_{0.6}}$ is reduced to one single pattern $<\text{Elementary, my, dear, Watson}>$ with a $1$-support of 3, which greatly increases the apprehensibility of the set of patterns, in comparison to the set of $C_{1,CoSP}$.

In the 5 sequences from the Noise database, 2 sequences contain a contiguous occurrence of $<\text{Elementary, my, dear, Watson}>$ without noise and 3 of them contain it with disturbances of items of type loss, substitution or addition (actually on of each). We can conclude that the use of the robustness constraint makes it possible to overcome the addition of items by finding one additional occurrence of $<\text{Elementary, my, dear, Watson}>$ and by removing the semi-contiguous sequential patterns appeared thanks to the use of a wildcard. We can say that the use of the extended-closedness constraint makes it possible to disregard the patterns appearing due to the loss and the substitution of items in the Noise database.

In conclusion, both new robustness and extended-closedness constraints improve the apprehensibility of the set of $C_{1,CoSP}$ mined from noisy data. Indeed, on the one hand, they mitigate the addition of items in data, while preserving the contiguity constraint as much as possible. On the other hand, they increase the apprehensibility of the resulting set, by avoiding segmentations in patterns.

4.6. Problem statement

As part of our problem, which is to improve the efficiency of the pattern mining and the apprehensibility of its results, we want to propose a sequential pattern mining algorithm that natively integrates $\lambda$-closedness, $k$-contiguity, $\delta$-robustness constraints, and allows for an easy integration of a set of monotonic or anti-monotonic constraints. Finally, the algorithm must answer the following problem: given $SDB$ a sequence database, $\text{min}_{sup}$ a minimum support threshold, $k$ a number of wildcards, $\delta$ a robustness ratio, $\lambda$ an extended ratio and $\zeta$ a set of monotonic or anti-monotonic constraints, how to mine $C_{1,CoR_{R_{k,CoSP}}}$, the complete set of $\lambda$-closed $k$-contiguous $\delta$-robust sequential patterns satisfying a set of constraints $\zeta$?

5. $C_{1,Co_{0.6}R_{k,CoSP}}$ Mining

In this section, we introduce the C3Ro algorithm dedicated to $C_{1,Co_{0.6}R_{k,CoSP}}$ mining. The name C3Ro stands for Closed Contiguous Robust Constrained sequential pattern mining algorithm. C3Ro is based on the pattern-growth philosophy, used in many sequential pattern mining algorithms, such as PrefixSpan [27], BIDE [47], PG [44], CCPM [2], etc. C3Ro natively integrates closedness (as Clospan [51]) and contiguity (as CCSPAN [58]) constraints, in addition to any monotonic or anti-monotonic constraints (as PG [44]). All these constraints can be easily managed thanks to the pattern-growth philosophy. The main idea behind C3Ro is to provide a toolbox allowing the final user to mine multi-constraints sequential patterns that fit his/her needs, through the use of several meaningful parameters:

- $k$ a maximum number of wildcards per pattern occurrence.

When $k = 0$, C3Ro mines contiguous sequential patterns and when $k = \infty$, it mines regular sequential patterns. More importantly, the number of wildcards is a way to mine semi-contiguous sequential patterns or to improve the mining of contiguous sequential patterns in noisy data.
\( \delta \): a robustness ratio, to mine the newly introduced \( k \)-contiguous \( \delta \)-robust sequential patterns. It allows C3Ro to limit the impact of wildcards on the set of occurrences of each pattern, thus on the resulting set of patterns, by adjusting the robustness ratio on the estimated amount of noise in the data.

\( \lambda \): an extended ratio, to mine the newly introduced \( \lambda \)-closed sequential patterns.

It allows C3Ro to alleviate the closedness constraint with the extended ratio, and thus to extract a more compact set of patterns than the traditional set of closed sequential patterns. When \( \lambda = 0 \), C3Ro mines maximal sequential patterns and when \( \lambda = 1 \), C3Ro mines closed sequential patterns.

\( \zeta \): a set of monotonic or anti-monotonic constraints.

In Table 6, we can see the adjustment of the extended ratio \( \lambda \) and the maximum number of wildcards \( k \) allows the C3Ro algorithm to extract numerous types of patterns. We do not make the robustness ratio vary \( (\delta = 1) \) as it does not impact the type of the patterns mined.

### Table 6: Types of sequential patterns mined by C3Ro with \( \delta = 1 \)

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>0</th>
<th>( ]0; 1[ )</th>
<th>( \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximal CoSP</td>
<td>ClS P</td>
<td>ClCoSP</td>
<td>ClCoSP</td>
</tr>
<tr>
<td>( ]0; \infty[ )</td>
<td>maximal CoSP</td>
<td>ClCoSP</td>
<td>ClCoSP</td>
</tr>
<tr>
<td>( \infty )</td>
<td>maximal S P</td>
<td>ClS P</td>
<td>ClS P</td>
</tr>
</tbody>
</table>

C3Ro is able to mine a wide variety of patterns, depending on the number wildcards, the robustness ratio, the extended ratio and a set of monotonic or anti-monotonic constraints integrated in the mining. All theses parameters have a non negative impact on the efficiency of C3Ro (time and memory), therefore the efficiency of C3Ro is at worst the one of BIDE.

We introduce the sequence database \( SDB \) (Table 7) to illustrate, throughout this section, how C3Ro algorithm works. The structure of C3Ro is the following:

First, C3Ro uses a framework that enumerates frequent \( k \)-contiguous \( \delta \)-robust sequential patterns satisfying a set of monotonic or anti-monotonic constraints. This framework is guided by the one of PrefixSpan to enumerate frequent sequential patterns.

Second, C3Ro uses a new extended-closedness checking scheme, a pruning technique and a Backscan method, guided by the BIDE algorithm. We now present both elements.

### 5.1. Framework to Enumerate Frequent \( k \)-Contiguous \( \delta \)-Robust Sequential Patterns.

We start by introducing some definitions related to the projected database with \( k \) wildcards (in line with the definition of a contiguous projected database) and the prefix-monotone constraint, required by the framework we propose. Then we explain how to enumerate frequent \( k \)-contiguous \( \delta \)-robust sequential patterns and illustrate it on our running example (Table 7).

#### 5.1.1. Preliminaries

Given \( SDB \) an input database, \( S = \langle E_1, E_2, ..., E_n \rangle \) an input sequence and \( P = \langle E_1, E_2, ..., E_n \rangle \) a sequential pattern with \( P \subseteq S \). By definition, there exist integers \( j_1, j_2, ..., j_n \) such that: (1) \( 1 \leq j_1 < j_2 < ... < j_n < m \); and (2) \( E_i \subseteq E'_1, E_2 \subseteq E'_2, ..., E_n \subseteq E'_n \); and (3) \( j_n - j_1 - n \leq k \) (see definition 4.3):

**Definition 5.1** (Number of wildcards available). To extend the \( k \)-prefix \( P \) in the sequence \( S \), at least one wildcard has to be available. This number is equal to \( k - (j_n - j_1 - n) \).

**Definition 5.2** (Projected \( k \)-items of a sequential pattern). The projected \( k \)-items of \( P \) in \( S \) are the union of two sets 1) the set of \( i \)-extensions \( e_i \) of each occurrence of \( P \) in \( S \) such that \( E_i \cap e_i \subseteq E'_i \), 2) the set of \( s \)-extensions \( e_s \) of each occurrence of \( P \) in \( S \) such that \( e_s \in E'_m \cup E'_i \cup ... \cup E'_{m-\min(j_n-j_1-n+1, m)} \).

**Definition 5.3** (Projected \( k \)-sequence). The set of projected \( k \)-items of \( P \) in \( S \) is called the projected \( k \)-sequence of \( P \) in \( S \).

**Definition 5.4** (\( k \)-prefix sequential pattern). \( P \) is called the \( k \)-prefix sequential pattern.

**Definition 5.5** (Projected \( k \)-database). The set of projected \( k \)-sequences of \( P \) in \( SDB \) is called the projected \( k \)-database of \( P \) in \( SDB \), denoted \( P_{\downarrow DB} \).
Definition 5.6 (Usage of wildcards). For each \( j_i \) with \( i \in [1; n] \), if \( j_{i+1} - j_i > 1 \), we write \( P = \langle E_i, E_i, E_i+1, \ldots, E_n \rangle \) to identify itemsets found with the use of a wildcard in a projected \( k \)-database.

In our running example, in the sequence \((a)(b)(c),\) the set of contiguous projected items (with no wildcards) of the prefix sequential pattern \( (a) \) is: \([\{(b),\},\{(b),\},\{(b),\}].\)

If a wildcard is used to find an item, a * is denoted on the item it corresponds to. In our example, when \( k = 1 \), and no wildcard is used yet, all the first items of second adjacent itemset after \((a)\) are projected items too: \([\{(c)\},\{(c)\},\{(b)\}].\)

To summarize, the set of projected 1-items of the prefix sequential pattern \( (a)(b)(c) \) is \([\{(b),\},\{(b),\},\{(b),\}].\)

Definition 5.7 (Wildcard support in a projected \( k \)-database). Given \( P \) a \( k \)-prefix sequential pattern and \( e \) an item of its projected \( k \)-database. The wildcard support of \( e \) is the number of sequences in which \( e \) occurs, using at least one wildcard and following an occurrence of \( P \) that has used no wildcard.

We illustrate the wildcard support in a projected \( k \)-database on our running example, with \( k = 2 \) and the pattern \((a)(b)(d)\).

In sequence sid #1, the occurrence of \((a)(b)\) has not used any wildcard. One wildcard has to be used to find \((d)\) and form \((a)(b)(d)\). The used wildcard increases the support by 1. In sequence id #3, the 2-prefix sequential pattern \((a)(b)\) has already used one wildcard and needs to use a second wildcard to find \((d)\). Thus, this wildcard does not increase the wildcard support of \((d)\) in the projected 2-database of \((a)(b)\). Therefore, \( sup_{W_d}^{(a)(b)}(P) = 1 \).

The following definition and lemma come from [44].

Definition 5.8 (Prefix-monotone constraint). A constraint \( C \) is called prefix anti-monotonic if for each sequential pattern \( P \) satisfying the constraint, every prefix of \( P \) also satisfies \( C \). A constraint \( C \) is called prefix-monotonic, if for each sequential pattern \( P \) satisfying the constraint \( C \), each sequence having \( P \) as a prefix, also satisfies \( C \). A constraint is called prefix-monotone if it is either prefix anti-monotonic or prefix monotonic.

Lemma 5.1 (Prefix-monotone constraint principle).

Given a prefix-monotone constraint \( C \) and a sequential pattern \( P \).

1. When \( C \) is prefix anti-monotonic, if \( C(P) = false \), then there exists no sequential patterns \( P' \) that has \( P \) as a prefix with: \( C(P') = true. \)

2. When \( C \) is prefix monotonic, if \( C(P) = true \), then every sequential pattern \( P' \) having \( P \) as a prefix verifies: \( C(P') = true. \)

Theorem 5.2 (Pruning in a projected \( k \)-database).

Given a \( k \)-prefix sequential pattern \( P \) in a sequence database \( S_DB \) and \( e \) an item of the projected \( k \)-database of \( P \). If an item \( e' \) always appears after \( e \) in the projected \( k \)-database of \( P, e' \) can be safely removed from the projected \( k \)-database.

Proof. Given \( e \) and \( e' \) two items, \( P \) a \( k \)-prefix sequential pattern and \( S_DB \) a sequence database. If each occurrence of an itemset \( e' \) always appears after an occurrence of an itemset \( e \) in each projected \( k \)-sequence of \( P \), it means that there exists a sequential pattern \( Q = (P \circ e \circ e') \) with \( sup_{W_DQB}(Q) = sup_{W_DBP}(P \circ e') \). Thus, each occurrence of the sequential pattern \((P \circ e')\) is included in an occurrence of \( Q \) and so are its extensions. Therefore, it is useless to extend \( P \) with \( e' \), only with \( e \) and \( e' \) can be pruned from the projected \( k \)-database of \( P \).

Theorem 5.3 (k-continuous \( \delta \)-robust sequential pattern projection). Given \( \delta \in [0; 1] \) the robustness ratio, \( P \) a \( k \)-continuous \( \delta \)-robust sequential pattern and \( e \) a frequent item from its projected \( k \)-database. \( (P \circ e) \) is a \( k \)-continuous \( \delta \)-robust sequential pattern if \( \frac{sup_W^{P\circ e}(P)}{sup_W^{P\circ e}(e)} \leq \delta \).

Proof. Given \( P \) a \( k \)-continuous \( \delta \)-robust sequential pattern and \( e \) a frequent item from its projected database with \( sup_{W_DBP}(P) + sup_{W_DBP}(e) \leq sup_{W_DBP}(P) \).

Building on the definition 5.7, \( sup_{W_DBP}(P) + sup_{W_DBP}(e) = sup_{W_DBP}(P \circ e) \). As \( sup_{W_DBP}(e) = sup_{W_DBP}(P \circ e) \), if \( sup_{W_DBP}(P \circ e) \leq sup_{W_DBP}(e) + \delta \) then \( (P \circ e) \) is a \( k \)-continuous \( \delta \)-robust sequential pattern.
on the given constraint(s) in the $\zeta$ set. Applying this Lemma greatly reduces the search space, hence the efficiency of C3Ro. It also reduces the resulting set, by removing irrelevant patterns. The Lemma is used in C3Ro in the following way: when all frequent items satisfying $\zeta$ are identified, each one becomes a $k$-prefix sequential pattern to be extended (at this step the algorithm is at the first level of the tree). The framework then builds the projected $k$-database of each $k$-prefix. The wildcard support of all the items must be evaluated in order to apply Theorem 5.3. Finally, only the frequent items in the projected $k$-database with a wildcard support verifying Theorem 5.3 can extend the $k$-prefix in $k$-contiguous sequential patterns. This process is recursively repeated for each $k$-prefix to mine the resulting set of $Co_kR_0C_kSP$.

Now we rely on our running example to describe how to enumerate frequent closed $k$-contiguous sequential patterns with $k = 1$ wildcard. The 1-prefix sequential pattern $P = (a)$ is the first one studied (due to the lexicographic order). Its projected 1-database is: $\{(b),(c)\}, \{(b),(c)^*\}$. In this projected 1-database, (b) has an 1-support of 3 and (c) has an 1-support of 2. As both 1-support exceed $\minsup$, they can extend (a). However, in the projected 1-database, (b) always occurs before (c)*. According to Theorem 5.8, (a) can be extended with (b), while (c) can be removed. Then, given the 1-prefix sequential pattern (a)(b), its projected 1-database is: $\{(c),(b)\}, \{(c)\}$. (c) has a 1-support of 3 and can extend (a)(b)(c). The projected 1-database of (a)(b)(c) is: $\{((b),(d)), \emptyset, [(d)]\}$. (d) is the last item that can extend (a)(b)(c). The 1-prefix sequential pattern (a) is now fully extended. The same method can be used with $P = (b), P = (c)$ and $P = (d)$.

5.2. BI-Directional $\lambda$-closedness Checking with Wildcards

Before explaining the two main steps that are forward-extensions and backward-extensions, we start by explaining global strategy adopted by C3Ro for checking closedness and $\lambda$-closedness. Then, we detail the Backscan pruning method.

5.2.1. Closedness and $\lambda$-closedness checking strategy

The previous framework mines $k$-contiguous $\delta$-robust frequent sequential patterns, satisfying prefix-monotone constraints. To get the set of frequent $\lambda$-closed sequential patterns, an $\lambda$-closedness checking has to be performed. C3Ro $\lambda$-closedness checking scheme is based on the same efficient BI-Directional design than BIDE to check closed sequential patterns.

As the definition 4.4 of $Cl_kCo_kSP$ is based on the definition 3.3 of $CISP$, we first must identify them to be able to identify $Cl_kCo_kSP$. We introduce and redefine here several concepts and theorems of the BIDE [47] algorithm in order to use them in the context of $Cl_kCo_kR_0C_kSP$ mining.

According to the definition 4.4, if $P = (E_1, E_2, ..., E_n)$ a $Co_kSP$, is not closed, it means that there exists at least one item $e$, which can be used to extend $P$ to get $P'$ a $Co_kSP$, with $sup_{AW}(P) > sup_{AW}(P')$. In line with BIDE, $P$ can be extended into $P'$ in three ways: (1) $P' = (E_1, E_2, ..., E_n) \circ e$ (2) $P' = e \circ (E_1, E_2, ..., E_n)$ and (3) $\exists i, 1 \leq i \leq n, P' = (E_1, E_2, ..., E_i) \circ e \circ (E_{i+1}, ..., E_n)$. (1) $e$ occurs after the itemset $E_n$, BIDE challenges $e$ a forward-extension item of $P$. (2) and (3) $e$ occurs before itemset $E_n$, BIDE calls $e$ a backward-extension item of $P$.

Theorem 5.4 (BI-Directional extended-closedness checking). $P$ a sequential pattern is closed, if and only if $P$ has no backward-extension and no forward-extension items.

The closedness checking strategy BIDE relies on forward-extension and backward-extension detection. We use the same strategy in the context of $Cl_kCo_kR_0C_kSP$.

Similarly to $CISP$, if a closed sequential pattern $P = (E_1, E_2, ..., E_n)$, is not an $Cl_kCo_kSP$, it means that there exists at least one item $e$, which can be used to extend $P$ to get a new sequential pattern $P'$, with $sup_{AW}(P_0) \leq sup_{AW}(P')$ (where $P_0$ is the reference closed sequential pattern of $P'$ with $P_0 \subseteq P$). The closed sequential pattern $P$ can be extended into $P'$ in three ways: (1) $P' = (E_1, E_2, ..., E_n) \circ e$ (2) $P' = e \circ (E_1, E_2, ..., E_n)$ and (3) $\exists i, 1 < i < n, P' = (E_1, E_2, ..., E_i) \circ e \circ (E_{i+1}, ..., E_n)$. (1) $e$ occurs after the itemset $E_n$, we call $e$ a $\lambda$-forward-extension item of $P$, (2) and (3) $e$ occurs before itemset $E_n$, we call $e$ a $\lambda$-backward-extension item of $P$. Given the above elements, the following theorem becomes obvious, according to the definition of a frequent $\lambda$-closed sequential pattern with wildcards (definition 4.4).

Theorem 5.5 (BI-Directional extended-closedness checking). $P$ a $Co_kSP$ is a $CIC_kCo_kSP$, if and only if $P$ has no $\lambda$-backward-extension and no $\lambda$-forward-extension items.
We have just shown that thanks to the four types of extension we can check if a pattern is closed and then if it is \( \lambda \)-closed.

We propose to follow the procedure below to identify the \( \lambda \)-closed sequential patterns when enumerating the \( C_{kR}C_{k \mathcal{S}} P \). We evaluate each \( k \)-prefix \( C_{kR}C_{k \mathcal{S}} P \) that has just been validated by the enumeration framework to first determine if this \( k \)-prefix is closed. Then the \( k \)-prefix is kept if \( \lambda \)mbda-closed, if not, a super-pattern necessary is. Thus, the support of the reference closed sequential pattern is kept to find the \( \lambda \)-closed sequential pattern in a future extension of this \( k \)-prefix.

5.2.2. Forward-extensions and \( \lambda \)-forward-extensions checking

We now introduce the lemmas to identify the four types of extension and evaluate the closedness and the \( \lambda \)-closedness of a pattern. We start with both lemmas to check forward-extension and \( \lambda \)-forward-extension:

**Lemma 5.6** (Forward-extension item checking). Given \( P \) a \( \mathcal{C}I\mathcal{C}o \mathcal{S} P \) and \( \mathcal{S} DB \) a sequence database, its complete set of forward-extensions items is the set of items \( e \) in its projected \( k \)-database that verifies: \( \sup_{\mathcal{A}W_k}(e) = \sup_{\mathcal{S} DB}(e) = \sup_{\mathcal{S} DB}(P) \).

**Proof.** For each item \( e \) in the projected \( k \)-database of \( P \), a new \( C_{k \mathcal{S}} P' = (P \circ e) \) can be created, if \( \sup_{\mathcal{A}W_k}(e) = \sup_{\mathcal{A}W_k}(P) \) then \( P \) is not a \( \mathcal{C}I\mathcal{C}o \mathcal{S} P \) and \( e \) is a forward-extension of \( P \).

**Lemma 5.7** (\( \lambda \)-forward-extension item checking). Given \( P \) a \( \mathcal{C}I\mathcal{C}o \mathcal{S} P \), \( P \), its reference closed sequential pattern and \( \mathcal{S} DB \) a sequence database, its complete set of \( \lambda \)-forward-extensions items is the set of items \( e \) in its projected \( k \)-database that verifies: \( \frac{\sup_{\mathcal{A}W_k}(e)}{\sup_{\mathcal{S} DB}(P)} > \lambda \).

**Proof.** For each item \( e \) in the projected \( k \)-database of \( P \), a new \( C_{k \mathcal{S}} P' = (P \circ e) \) can be created, if \( \frac{\sup_{\mathcal{A}W_k}(e)}{\sup_{\mathcal{A}W_k}(P)} > \lambda \) then \( P \) is not a \( \mathcal{C}I\mathcal{C}o \mathcal{S} P \) and \( e \) is a \( \lambda \)-forward-extension of \( P \).

These lemmas show that the evaluation of the \( k \)-support of items in the projected \( k \)-database of a \( k \)-prefix allows to determine if this \( k \)-prefix has both a forward-extension and a \( \lambda \)-forward-extension.

5.2.3. Backward-extensions and \( \lambda \)-backward-extensions checking

We now present how to identify backward-extensions and \( \lambda \)-backward-extensions. These extensions combine two ways to extend the \( k \)-prefix: either the item appears between the first and last itemset of the \( k \)-prefix, or the item appears before the first itemset of the \( k \)-prefix. We introduce a theorem allowing a pruning of extensions between the first and the last itemset of the \( k \)-prefix, during the enumeration phase.

**Theorem 5.8.** Given \( P \) a \( C_{kR}C_{k \mathcal{S}} P \), \( \mathcal{S} DB \) a sequence database and \( e \) an item of the projected \( k \)-database of \( P \). If an item \( e_2 \) always appears after \( e_1 \) in each projected \( k \)-sequence of \( P \) then \( e_2 \) can be removed from the projected \( k \)-database of \( P \).

**Proof.** Given \( P \) a \( C_{kR}C_{k \mathcal{S}} P \), \( \mathcal{S} DB \) a sequence database and \( e_1, e_2 \) two items of the projected \( k \)-database of \( P \). If \( e_2 \) always appears after \( e_1 \) in each projected \( k \)-sequence of \( P \), then it means that there exists \( P' \) a \( C_{kR}C_{k \mathcal{S}} P \) such as \( P' = (P \circ e_1 \circ e_2) \) with \( \sup_{\mathcal{S} DB}(P') = \sup_{\mathcal{S} DB}(P \circ e_2) \). Each occurrence of \( (P \circ e_2) \) is included in an occurrence of \( P' \), thus all its extensions are also included the extensions of \( P' \). Therefore, it is useless to extend \( P \) with \( e_2 \) and \( e_2 \) can be removed from the projected \( k \)-database of \( P \).

Thanks to this theorem, \( \lambda \)-backward-extensions between the first and last itemset of the \( k \)-prefix are pruned during the enumeration phase, so we can focus only on identifying backward-extensions and \( \lambda \)-backward-extensions when the item appears before the first itemset of the \( k \)-prefix. Given \( \mathcal{S} DB \) a sequence database, \( S \) a sequence \( (E_1, E_2, \ldots, E_n) \) from \( \mathcal{S} DB \) and \( P \) a \( C_{kR}C_{k \mathcal{S}} P \) \( (E_1, E_2, \ldots, E_n) \) in \( \mathcal{S} DB \) such as \( P \subseteq S \). It means there exists integers \( j_1, j_2, \ldots, j_n \) such as: (1) \( 1 \leq j_1 < j_2 < \ldots < j_n \leq m \); (2) \( E_1 \subseteq E_{j_1}, E_2 \subseteq E_{j_2}, \ldots, E_n \subseteq E_{j_n}, \lambda(S) \leq j_n - j_1 - n \leq k \). The number \( k - (j_n - j_1 - n) \) represents the number of wildcards available for \( P \).

**Definition 5.9** (Backward \( k \)-sequence). The backward \( k \)-sequence of \( P \) in \( S \) is the union of the set of two-extensions \( e_i \) such as \( e_i \circ E_1 \subseteq E_{j_1} \) and the set of \( s \)-extensions \( e_i \) such as \( e_i \in E_{j_1-1} \cup E_{j_1-2} \cup \cdots \cup E^\max_{(j_n-j_1-n)-1},j_n-j_1-j_2-\cdots-k,1,1 \), denoted \( P_{\partial S} \).

**Definition 5.10** (Backward \( k \)-database). The set of backward \( k \)-sequences of \( P \) in \( \mathcal{S} DB \) is called the backward \( k \)-database of \( P \) in \( \mathcal{S} DB \), denoted \( P_{\partial \mathcal{S} DB} \).

We introduce the two lemmas to identify the backward-extensions and \( \lambda \)-backward-extensions:
Lemma 5.9. Given $P$ a CI$\text{Co}_R S P$ and $SDB$ a sequence database, its complete set of forward-extensions items is the set of $e$ in its projected $k$-database that verifies: $\sup_{\mathcal{AW}_k}^P (e) = \sup_{\mathcal{AW}_k}^{SDB}(P)$.

Proof. For each item $e$ in the backward $k$-database of $P$, a new $\text{Co}_S P$ $P' = (e \circ P)$ can be created, if $\sup_{\mathcal{AW}_k}^P (e) = \sup_{\mathcal{AW}_k}^{SDB}(P)$ thus $\sup_{\mathcal{AW}_k}^{SDB}(P') = \sup_{\mathcal{AW}_k}^{SDB}(P)$ then $P$ is not a CI$\text{Co}_R S P$ and $(e)$ is a backward-extension of $P$. \hfill \Box

Lemma 5.10. Given a CI$\text{Co}_R S P$ and its closed sequence pattern $P_c$ in a sequence database $SDB$, its complete set of $\lambda$-backward-extensions items is the set of items $e$ in its backward $k$-database that verifies:

$$\frac{\sup_{\mathcal{AW}_k}(e)}{\sup_{\mathcal{AW}_k}(P_c)} > \lambda.$$ 

Proof. For each item $e$ in the backward $k$-database of $P$, a new $\text{Co}_S P$ $P' = (e \circ P)$ can be created, if $\sup_{\mathcal{AW}_k}(e) / \sup_{\mathcal{AW}_k}(P_c) > \lambda$ thus $\sup_{\mathcal{AW}_k}(P_c) / \sup_{\mathcal{AW}_k}(P_c) > \lambda$ then $P$ is not a CI$\text{Co}_R S P$ and $(e)$ is a $\lambda$-backward-extension of $P$. \hfill \Box

Theorem 5.11 (Backscan pruning). Given a $k$-prefix $P$ in a sequence database $SDB$. If an item $e$ is always the first item before each occurrence of $P$, then $P$ can be safely stopped to be extended.

Proof. Given an item $e$, a $k$-prefix $P$ and a sequence database $SDB$. If an item $e$ is always the first item before each occurrence of $P$, it means that there exists a $\text{Co}_S P$ $Q = (e \circ P)$ using the same number of wildcards as $P$ with $\sup_{\mathcal{AW}_k}^{SDB}(Q) = \sup_{\mathcal{AW}_k}^{SDB}(P)$. Thus, the sequential pattern $P$ is always included in $Q$ and so are its extensions and it is useless to extend $P$. \hfill \Box

5.3. Illustration of CI$\text{Co}_R R_C S P$ mining with C3Ro

In the previous section, we have introduced the definitions and theorems necessary to enumerate the $\text{Co}_R R_C S P$ (section 5.1.2) and then to evaluate their $\lambda$-closedness (section 5.1.3). Before proposing Algorithm C3Ro, we first illustrate its process. We rely on $SDB$ sequences (Table 7) to extract the CI$\text{Co}_R R_C S P$ patterns with $\min_{\sup} = 2$.

Items $a : 3$, $b : 3$, $c : 3$ and $d : 2$ are frequent. In alphabetical order, the 1-prefix $P = \langle \{a\} \rangle$ is the first pattern to be extended. The first step is the enumeration of the $\text{Co}_R R_C S P$ of 1-prefix $P$. The projected 1-database of $P$ is $\langle \{b, c'\}, \{b, c\}, \{b, d\}, \{b'\} \rangle$. Items $b$ and $c$ are frequent in the projected 1-database of $\langle \{a\} \rangle$. We notice that item $c$ is always preceded by item $b$ in the projected 1-database of $\langle \{a\} \rangle$. In accordance with Theorem 5.8, item $c$ can therefore be removed from the projected 1-database. We also note that

$$\frac{\sup_{\mathcal{AW}_k}^{SDB}(\langle \{a\} \rangle) + \sup_{\mathcal{AW}_k}^{SDB}(c)}{\sup_{\mathcal{AW}_k}^{SDB}(c)} = \frac{0 + 2}{2} = 1 > 0.6,$$

according to Theorem 5.3 item $c$ can also be removed from the projected 1-database of $P = \langle \{a\} \rangle$. Therefore, 5.8 allows pruning by identifying if one item always precedes another, while Theorem 5.3 evaluates the $k$-support and wildcard $k$-support of each item and items that cannot form $\delta$-robust sequential patterns. The second step is the evaluation of the 0.65-closedness of the 1-prefix $P$. Knowing that item $b$ has a 1-support of 3, just like the 1-prefix $P = \langle \{a\} \rangle$, according to Lemma 5.6, this 1-prefix is neither closed nor 0.65-closed.

We now consider the 1-prefix $P = \langle \{a\}, \{b\} \rangle$ with the two same steps: enumeration of the $\text{Co}_R R_C S P$ of 1-prefix $P$ and evaluation of the 0.65-closedness of the 1-prefix $P$. The projected 1-database of $P$ is $\langle \{\langle c\rangle, \{b'd\}\}, \{\langle c\rangle\}, \{\langle c\rangle, \{d'\}\} \rangle$. Items $\{c\}, \{d\}$ are frequent. Item $d$ is always preceded by item $c$ in the projected 1-database, so it is useless to keep $d$ in the projected 1-database. Item $c$ has a 1-support of 3, just like $P$, the pattern $P = \langle \{a\}, \{b\} \rangle$ is neither closed nor 0.65-closed.

We consider the 1-prefix $P = \langle \{a\}, \{b\}, \{c\} \rangle$ and repeat the same two steps, its projected 1-database is $\langle \{bd\}, \{d\}\rangle$. Item $d$ is frequent, so it can extend the prefix. There are no items of the same 1-support as the 1-prefix in the projected 1-database and therefore no forward-extensions. Since the backward 1-database of the 1-prefix is empty because it has no item before item $a$, therefore $P$ has no backward-extensions either. According to Theorem 5.4 , the $\langle \{a\}, \{b\}, \{c\} \rangle$ pattern is closed. According to Lemma 5.7, $d$ is a 0.65-forward-extension of $\langle \{a\}, \{b\}, \{c\} \rangle$ be-
cause the 1-support of \( d \) in the projected 1-database
\[
\sup_{\mathcal{AW}}^{(a)}(d) = \frac{2}{3} = 0.66 \geq \lambda = 0.65
\]
Therefore, \( \langle a, [b], [c] \rangle \) is not 0.65-closed.

The 1-prefix \( P = \langle [a], [b], [c] \rangle \) is now considered.

This 1-prefix has neither a backward 1-database nor a projected 1-database, because no item occur before or after \( P \). Thus, \( P \) has no extension. According to Theorem 5.5, \( \langle [a], [b], [c], [d] \rangle \) is therefore the only 0.65-closed sequential pattern having as first item \( a \).

The same method can be applied with the 1-prefixes \( P = \langle [b] \rangle, P = \langle [c] \rangle \) and \( P = \langle [d] \rangle \). Finally, \( C_{0.65} \mathcal{Co}_{1} \mathcal{R}_{0.6} \mathcal{C}_{S} P \) is made up of only one pattern: \( \langle [a], [b], [c], [d] \rangle \) compare to the 9 \( \mathcal{Co} S P \).

To summarize, in the frame of a \( \mathcal{CiCo} S P \) mining, the use of \( k = 1 \) wildcards allows to discover new patterns that may not appear in the resulting set due to noisy data (2 patterns). The 0.6-robustness constraint sets the limit between contiguous sequential patterns and semi-contiguous sequential patterns. In this configuration, if a pattern occurs more than 4 times out of 10 with a wildcard, it is considered semi-contiguous and thus not relevant (1 pattern). The 0.65-closedness constraint allows to remove sub-patterns having a support 35 percent higher than a super-pattern and thus to remove more patterns than the closedness constraint (1 more pattern).

We have here an illustration of the capacity of the robustness constraint and the extended-closedness constraint to reduce the resulting.

The Table 8 is a summary of the various frequent sequential patterns with \( \min sup = 2 \), which we have presented throughout this section.

5.4. The C3Ro Algorithm.

In this section we present the C3Ro algorithm (Algorithm 1), which integrates the framework that searches frequent \( k \)-contiguous \( \delta \)-robust sequential patterns satisfying a set of prefix-monotones constraints \( \zeta \) (section 5.1), before checking the \( \lambda \)-closedness (section 5.2).

The input parameters of C3Ro are \( SDB \), a sequence database, \( \min sup \) a minimum support, \( \zeta \) a set of prefix-monotones constraints, \( \delta \) a robustness ratio, \( \lambda \) an extended ratio and \( k \) a number of wildcards. C3Ro starts with an evaluation of the \( k \)-support of each item to extract \( F1 \), the set of frequent items satisfying the set of constraints \( \zeta \), according to the rules introduced in [44], via the function \( \text{Enumeration\_items} \) (line 2). The Backscan function (line 4) checks if \( f1 \) can be

**Algorithm 1** C3Ro(\( SDB, \min sup, \zeta, \delta, \lambda, k \))

**Input:** \( SDB \) a sequence database, \( \min sup \) a minimum support, \( \zeta \) a set of prefix-monotones constraints, \( \delta \) a robustness ratio, \( \lambda \) an extended ratio and \( k \) a number of wildcards.

**Output:** \( F \), the \( \mathcal{Cl}_{1} \mathcal{Co}_{0} \mathcal{R}_{0} \mathcal{C}_{S} P \)

1: \( F = \{ \} \)
2: \( F1 = \text{Enumeration\_items}(SDB, \min sup, \zeta) \)
3: for each \( f1 \) in \( F1 \) do
4: if Backscan(\( f1 \))
5: \( f1.SDB = P.kdatabase(SDB, f1, k) \)
6: \( \text{pExt}(f1.SDB, f1.min sup, \zeta, \delta, \lambda, k, -1, F) \)
7: return \( F \)

**Algorithm 2** \( \text{pExt}(P, SDB, \min sup, \zeta, \delta, \lambda, k, cl_sup, F) \)

**Input:** \( P, sDB \) the projected \( k \)-database of \( k \)-prefix \( P \), \( P \) a \( k \)-prefix, \( \min sup \) a minimum support, \( \zeta \) a set of prefix-monotones constraints, \( \delta \) a robustness ratio, \( \lambda \) an extended ratio and \( k \) a number of wildcards, \( cl_sup \) the support the previous \( CIS P \) and \( F \) the previous set of \( \mathcal{Cl}_{1} \mathcal{Co}_{0} \mathcal{R}_{0} \mathcal{C}_{S} P \).

**Output:** \( F \), the current set of \( \mathcal{Cl}_{1} \mathcal{Co}_{0} \mathcal{R}_{0} \mathcal{C}_{S} P \)

1: \( F1 = \text{Enumeration}(P.SDB, \min sup, \zeta, \delta, k) \)
2: \( BE = \text{Backward\_extension}(P, k) \)
3: \( FE = \{ e \in F1 \mid \sup_{\mathcal{AW}}^{(P.SDB)}(e) = \sup_{\mathcal{DB}}^{(P.SDB)}(P) \} \)
4: if \( (BE \cup FE) == \{ \} \) then
5: if \( cl_sup == -1 \) then
6: \( cl_sup = \sup_{\mathcal{AW}}^{(P.SDB)}(P) \)
7: \( \lambda BE = \lambda - \text{Backward\_extension}(P, k) \)
8: \( \lambda FE = \{ e \in F1 \mid \sup_{\mathcal{AW}}^{(P.SDB)}(e) \geq \sup_{\mathcal{DB}}^{(P.SDB)}(P) \} \)
9: if \( (\lambda BE \cup \lambda FE) == \{ \} \) then
10: \( cl_sup = -1 \)
11: if Check(C, P, \( \zeta \))
12: \( F = F \cup \{ P \} \)
13: for each \( i \) in \( F1 \) do
14: \( P_i = (P \circ i) \)
15: if Backscan(\( P_i \))
16: \( P_i.SDB = P.kdatabase(P.SDB, P_i, k) \)
17: \( \text{pExt}(P_i.SDB, P_i.min sup, \zeta, \delta, \lambda, k, cl_sup, F) \)
pruned according to Theorem 5.11. The projected $k$-database of each item in $F1$ is created with the function $P_\text{kdatabase}$ (line 5). Then, the sub-algorithm $\text{pExt}$ is called with each frequent items satisfying all the prefix-monotonic constraints $\zeta$ (line 5), its goal is the recursive path of the projected $k$-databases of each $k$-prefix to extract the complete set of patterns $CI_\delta C\delta R_\delta C_\delta$. In the sub-algorithm $\text{pExt}$, the function $\text{Enumeration}$ allows the enumeration of the $Co_\delta R_\delta C_\delta$ patterns in the projected $k$-database of the $k$-prefix $P$ (line 1). The function $\text{Backward_extension}$ obtains the BE set of backward-extensions of a the $k$-prefix $P$ according to the lemma 5.9 (line 2). $FE$ is the set of forward-extensions of the $k$-prefix $P$ obtained according to the lemma 5.6 (line 3). If sets $BE$ and $FE$ are empty, then the $k$-prefix $P$ is closed and its $k$-support must therefore be kept for the checking of the $\lambda$-closedness constraint (lines 4,5,6). In the case where the $k$-prefix $P$ is closed, the $\lambda$-backward-extensions and $\lambda$-forward-extensions are searched according to the lemmas 5.10 and 5.7 (lines 9,10). If the $k$-prefix has no extension and satisfies all the constraints (line 11), then it is added to the $F$ set of $CI_\delta C\delta R_\delta C_\delta$ (line 12) patterns. The sub-algorithm $\text{pExt}$ is called recursively (line 16) with a new $k$-prefix: the $P$ pattern extended with each item in the $FI$ set, created during the enumeration phase (line 1). When all $k$-prefixes have been extended, the $F$ set is the complete set of $CI_\delta C\delta R_\delta C_\delta$.

C3Ro is thus an answer to the second scientific question: How to design a sequential pattern mining algorithm that aggregates several constraints such as monotonic, anti-monotonic, closedness and contiguity constraints and thus can be used with several combinations of constraints, whatever the needs of a user are?

### 6. Discussion

The review of the literature of sequential pattern mining highlighted that mining large and noisy databases remains an important issue although such databases are common in many practitioners’ application contexts. Using constraints during the mining process is a promising direction to alleviate this issue as they improve both the apprehensibility of the set of patterns and the efficiency of the mining process. However, no algorithm in the literature integrates constraints dedicated to noisy databases.

C3Ro alleviates these limits. It is a generic sequential pattern mining algorithm, able to mine both large and noisy databases. It relies on two newly defined constraints and on the use of wildcards. Given that memory is the most limiting resource when mining large databases, C3Ro is designed to limit memory usage. As a consequence, C3Ro may be less efficient in terms of execution time in comparison to recent algorithms that use vertical IDLists representation.

Furthermore, C3Ro is designed to be fully practitioner-oriented, and uses understandable parameters that make sense in practitioners’ application context. Nevertheless, these parameters are numerical parameters that need to be set by the user. To ensure that the best set of patterns is mined, the practitioner might have to experiment several combinations of values.

In conclusion, C3Ro does not guarantee to be the most efficient mining algorithm for each individual case, especially in terms of execution time. However, it is a generic algorithm, designed to be the only input (algorithm) that a practitioner uses, whatever are his/her needs, constraints and data characteristics. C3Ro fulfills a wide range of needs and is extremely practical.

### 7. Experiments

In this section, we conduct a comprehensive performance study to evaluate C3Ro in terms of efficiency, noise resistance and apprehensibility.

First, we aim at evaluating the efficiency of C3Ro when mining $CI\delta Co_\delta S_\delta P$ (closed $k$-contiguous sequential patterns) in terms of execution time, memory usage and scalability. As C3Ro is able to mine from closed contiguous sequential patterns ($CI\delta Co_\delta S_\delta P$) to closed regular sequential patterns ($CI\delta S_\delta P$), depending on the value of $k$ (from 0 to $\infty$), we start by comparing C3Ro to CCSpan [58], a $CI\delta Co_\delta S_\delta P$ mining algorithm, and to CM-Clasp [13], one of the most efficient vertical $CI\delta S_\delta P$ mining algorithm, in terms of both execution time and memory usage. Then, we evaluate the impact of each additional wildcard both on the execution time and on the number of mined patterns by C3Ro. For clarity, in this experiment, we use the notation C3$\delta$Ro when C3Ro is in the configuration of mining $CI\delta Co_\delta S_\delta P$. The evaluation of the efficiency of C3$\delta$Ro is further detailed by an evaluation of its scalability on several datasets, including very large datasets.

Second, C3Ro is evaluated in terms of noise resistance and apprehensibility of the set of patterns, when mining $CI_\delta Co_\delta R_\delta C_\delta (\lambda$-closed $k$-contiguous $\delta$-robust sequential patterns satisfying a set $\zeta$ of prefix-monotones constraints). As the employment sector is our main application field of interest, we conduct this second experiment on a dataset made up of job offers.
7.1. Datasets and Environment.

The experiments are performed on an i7-7700HQ 2.8GHz with 16GB memory on Windows 10.

In order to evaluate the efficiency of C3Ro (first part of the experiments), we use three reference datasets (see Table 9), traditionally used to evaluate sequential pattern mining algorithms [51, 47, 13, 58, 2].

- BMS 1 Gazelle, Kosarak and a light version LKosarak.
- BMS 1 Gazelle and Kosarak are available online on the SPMF website.

The BMS 1 Gazelle dataset contains clickstream and purchase data from Gazelle.com, a legwear and legcare web retailer. It was used in the KDD-CUP 2000 competition. The second dataset, Kosarak, is a very large dataset containing almost 1 million sequences of clickstream data from a Hungarian news portal.

The light version (LKosarak) contains about a third of the sequences of the original, with almost the same characteristics.

The second part of the experiments is conducted on Jobs60K [2]. This dataset is made up of 60,000 job offers, collected from specialized websites between January 2016 and June 2016. Jobs60K is noisy and very sparse, it reflects the kind of textual data that can be found on the Web.
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Figure 2: Execution time on Kosarak

7.2. Efficiency Evaluation

7.2.1. C3Ro vs CM-Clasp vs CCSpan

This section is interested in the execution time (Figures 1 and 2) and the memory usage (Table 10) of the 3 algorithms on the 3 datasets.

We first focus on the comparison of C3Ro and CCSpan, as they both mine \( CICoSP \), in terms of execution time, with various relative support thresholds, on BMS 1 Gazelle. The execution time of both CCSpan and C3Ro on BMS 1 Gazelle, according to \( \text{min}_\text{sup} \), is shown in Figure 1a. C3Ro always has an execution time below CCSpan, up to a maximum of almost 700 times with the lowest support. In addition, the decrease of the support impacts twice less C3Ro than CCSpan. In addition, even with \( k \) ranging from 1 to \( \infty \), C3Ro remains faster than CCSpan on BMS 1 Gazelle.

The execution time of CCSpan on both Kosarak and LKosarak is not shown due to an extremely high execution time.

Second, we focus on the mining of \( CIP \) by comparing C3Ro and CM-Clasp with a number of wildcards \( k \) ranging from 0 to \( \infty \) (Figures 1 and 2). CM-Clasp could not be executed on any of the 3 datasets with a support lower than \( 10^{-3} \), due to an extreme memory usage. We observe that when the number of wildcards is below 5 and the support is higher than \( 10^{-3} \), C3Ro and CM-Clasp are very similar in terms of execution time on the three datasets. Therefore, we can conclude that, when \( k \) is ranging from 0 to 5, C3Ro competes with one of the most efficient CloSP mining algorithms, CM-Clasp, while being able to run with very low support values on very large datasets such as Kosarak.

Let us recall that C3Ro has been designed to improve the efficiency of sequential pattern mining and the apprehensibility of its results. Thus, even if C3Ro can mine \( CIP \), it is rather intended to mine contiguous and semi- contiguous sequential patterns, so with a limited number of wildcards, in order to achieve its objective regarding efficiency and apprehensibility.

Regarding the memory usage (Table 10), let us first focus on the comparison of CCSpan and C3Ro that mine \( CICoSP \). On BMS 1 Gazelle, they are both consuming less than 300MB, so are comparable. Let us recall that CCSpan could not be executed on both LKosarak and Kosarak due to execution time issues.

Let us now focus on the comparison of CM-Clasp and C3Ro that mine \( CloSP \). On BMS 1 Gazelle, CM-Clasp consumes at least 4,200MB and explodes regarding memory usage when is \( \text{min}_\text{sup} \) lower than \( 5.10^{-3} \). C3Ro consumes less than 250MB, whatever is \( \text{min}_\text{sup} \), which is similar to C3Ro.

Concerning LKosarak and Kosarak, we observe a similar behavior. C3Ro has a low memory usage, i.e. between 500MB and 1,300MB according to \( \text{min}_\text{sup} \).
and CM-Clasp has a very high memory usage, between 6,700MB and 10,600MB with a high \( \minsup \) value, and explodes when the support is lower than \( 2 \times 10^{-2} \). This high memory usage is a drawback of the vertical representation when the number of frequent patterns mined increases. This makes CM-Clasp not executable on any dataset with a low \( \minsup \) value. We observe that the number of wildcards has no impact on the memory usage of \( C_3^kRo \), probably due to the pattern growth representation.

With a limited number of wildcards, \( C_3^kRo \) has an execution time similar to CM-Clasp and becomes slower when the number of wildcards is above 5. Let us recall that, even if \( C_3^kRo \) is able to mine \( ClSP \), it has been designed to mine closed contiguous or semi-contiguous sequential patterns, therefore the number of wildcards is not supposed to be high. In the frame of \( ClCoSP \) mining, \( C_3^0Ro \) is up to 700 times faster than CCSpan. At last, \( C_3^kRo \) has a very low memory usage, contrary to CM-Clasp that cannot use a low \( \minsup \) value, due an excessive memory usage of the vertical IDLists representation.

We can conclude that among CCSpan, CM-Clasp and \( C_3^kRo \), \( C_3^kRo \) is the only sequential pattern mining algorithm able to mine large datasets in a reasonable time, including with low \( \minsup \) values, due to its low memory usage.

7.2.2. Impact of the number of wildcards

Let us now focus on the impact of the number of wildcards on \( C_3^kRo \) execution time, on the 3 datasets (Figures 1 and 2). We also propose to study the impact of the number of wildcards on the size of the set of mined patterns.

First, we focus on the configuration where the highest support is used. On the BMS1 Gazelle dataset, each additional wildcard increases the execution time by 2\% on average. On the LKosarak and Kosarak datasets, this increase is higher, on average 7\% and 11\% respectively.

When focusing on the associated number of mined patterns, it is unexpectedly slightly impacted. This small impact may be due to the support value that may be too high.

Second, we focus on the configuration where the lowest support is used. In terms of execution time, unlike in the previous configuration, each wildcard has a significant impact. Indeed, regardless of the rank of the wildcard, the impact on the execution time is about 30\% on BMS1 Gazelle and 100\% on Kosarak. In terms of number of patterns, at the opposite of the previous configuration, each wildcard allows to mine a significant additional number of patterns (on average twice more), whatever is the dataset used.

We can conclude that the impact of the use of one
wildcard, on both execution time and number of patterns, highly depends on its rank, the minimum support value and the dataset characteristics. The largest impact is achieved when the lowest support is used. This impact is explained by the large number of additional patterns provided by each wildcard. This result supports the fact that the number of wildcards is a critical parameter that greatly impacts the execution time and the number of mined patterns.

7.2.3. Scalability

We now propose to evaluate the scalability of C3Ro, through the use of various number of sequences in datasets. We use both LKosarak and Kosarak, which have similar characteristics, except the number of sequences that is three times smaller in LKosarak. With the lowest support, which represents the configuration where the execution time and the number of mined patterns are the highest, C3Ro runs in 22 seconds on LKosarak and in less than 80 seconds on Kosarak (4 times faster on LKosarak). It is worth noting that CCSpan (which mines the same patterns than C3Ro) cannot be executed in a decent amount of time on both datasets, whatever is the minimum support value used. C3Ro runs 10 times faster on LKosarak (200 seconds) than on Kosarak (2,000 seconds). We can say that the use of wildcards only slightly impacts the scalability of C3Ro. Let us recall that CM-Clasp, one of the most efficient CloSP mining algorithm, cannot be executed on any of the three datasets when the support is under \(5 \times 10^{-3}\). Nevertheless, C3Ro can be executed with a very low memory usage with such low supports. These elements highlight the high scalability of C3Ro.

Two more arguments are put forward to illustrate the scalability of C3Ro:

To the best of our knowledge, no sequential pattern mining algorithms in the literature can be executed on both LKosarak and Kosarak, in a decent amount of time, when the support is lower than \(5 \times 10^{-3}\). The fact that C3Ro and C3Ro can be executed in a reasonable time on Kosarak with such a low support, is a first indicator of its scalability.

At last, the configuration of C3Ro used was dedicated to the mining of \(C_{1}(C_{0}R_{0}C_{0}SP)\), for the sake of comparison with CCSpan and CM-Clasp. If different values of \(l\) and \(\delta\) are used, the computation time will be even more lower. We can thus conclude that the mining of \(C_{1}(C_{0}R_{0}C_{0}SP)\) does not impact the scalability of C3Ro in terms of execution time.

To summarize, this first set of experiments has shown that C3Ro is always significantly faster than CCSpan and similar to CM-Clasp, when mining closed contiguous or semi-contiguous sequential patterns. Moreover, the number of wildcards has an impact on the execution time of C3Ro, with an average increase of 33% per wildcard on each of the three datasets. On these three datasets, the use of wildcards only slightly impacts the scalability. Furthermore, this increase in the execution time was expected due to the large number of additional patterns mined when using wildcards (40% for each wildcard) on the three datasets.

This experiment has also shown that C3Ro has a very low memory usage regardless of the support, the dataset or the number of wildcards, while the memory usage is the main flaw of CM-Clasp due to the vertical IDLists representation.

C3Ro has thus proven to be a scalable algorithm with a really small execution time on a very large datasets, such as Kosarak, especially in comparison to CCSpan and CM-Clasp, thus to closed sequential pattern mining algorithms.

7.3. Noise resistance of C3Ro and apprehensibility of the set of patterns

In this section, we show how the extended-closedness and the robustness constraints that we have introduces impact the number and the relevance of the patterns mined in noisy data, especially in a contiguous sequential pattern mining frame, so the apprehensibility of the set of patterns.

This experiment is conducted on the Jobs60K dataset, which contains 60K job offers with an average length of 77.0 on 92,394 distinct items (see Table 9). In the employment sector, activities are at the core of job offers. An activity is a coherent set of completed tasks, organized toward a predefined objective with a result that can be measured. An activity is usually formalized by action verbs [1]. In this context, we define activities as patterns starting with a verb and with a length no less than 3. We view these characteristics as constraints. Thus, we set two prefix-monotone constraints: \(C_{1}\) as a pattern having a first item of the verb category (V): \(C_{1}(P) = P[1] \in V\), and \(C_{2}\) on the length of the pattern that should be no less than 3: \(C_{2}(P) = \text{len}(P) > 2\). “Inform clients by explaining procedures”, “Manage business by performing related duties” or “Start operations by entering commands” are examples of activities. Experts agree that the length of an activity is never less than 3 and is on average made up of between 3 and 6 words.

We set a relative support of \(15 \times 10^{-4}\%\) in order to mine
a significant amount of patterns and perform a relevant analysis. An experiment conducted in [2] on the same dataset has shown that \( k = 1 \) wildcard is the adequate number to mine activities. Indeed, when more than one wildcard are allowed, the patterns mined become too long (average length above 11) and are therefore often meaningless.

We will not study the impact of the variation of the values of \( \delta \) and \( \lambda \), as it would only give information on the dataset regarding activities. We set the robustness ratio to \( \delta = 0.5 \) and the extended ratio to \( \lambda = 0.8 \). These values have been determined experimentally during several runs to reduce the impact of the noise on the mined activities, while preventing at best the mining of irrelevant activities in the final set. For example, \( \delta = 0.5 \) means that an activity occurring with a wildcard more than 50% of the cases does not represent a real activity.

Let us first focus on the number of mined activities according to the parameters of C3Ro (Table 11): with a wildcard \( (k = 1) \) or without any \( (k = 0) \), with a robustness ratio \( (\delta = 0.5) \) and without any \( (\delta = 1) \), with an extended ratio \( (\lambda = 0.8) \) or without any \( (\lambda = 1) \). We refer to the different configurations of C3Ro by using the id indicated in Table 11. We start by evaluating the impact of the use of \( k = 1 \) wildcard on the number of mined activities by comparing the results of #1 and #2. #1 mines 352 activities, while #2 mines 698 activities. The use of one wildcard allows to find 346 additional activities, which doubles the number of activities. This increase suggests that the dataset could be noisy and that the use of a wildcard is relevant. However, this configuration cannot differentiate activities that are frequently contiguous, thus that were not mined by #1 due to the noise, from the activities that are frequently not contiguous, thus artificially created by the wildcard.

Thus, this configuration does not give any information about the relevance of the newly mined activities.

To tackle this issue, #3 mines 429 activities, meaning that 269 activities, among the 346 added by #2 are mined more than half of the cases thanks to the use of the wildcard. We consider these activities as irrelevant. The robustness ratio (#3) filters out 78% of the activities added by #2, while mining 22% more activities than #1. This last number shows that many activities were not mined due to the noise in the dataset and that the 0.5-robustness constraint allows to mine part of these activities in noisy data. These figures confirm that this web job offers dataset is noisy. Let us notice that, without the 0.5-robustness constraint, which comes down to semi-contiguous sequential pattern mining, none of these 269 activities would have been removed.

When using the extended ratio \( \lambda = 0.8 \), #4 mines 601 activities. The extended ratio \( \lambda = 0.8 \) decreases the number of mined activities in #2 by 14% (97 activities), which are considered as useless as they are included in another “super-activity” (super-pattern) with a similar support that is part of the resulting set of patterns. The extended-closedness constraint allows to remove more patterns than the traditional closedness constraint, decreasing the size of the resulting set and thus increasing its apprehensibility.

When combining \( \delta = 0.5 \) and \( \lambda = 0.8 \), #5 mines 384 activities, which is 11% lower than the set mined by #3, without any loss of useful information. Indeed, the use of the 0.5-robustness only removes semi-contiguous sequential patterns that are not relevant in activity mining and the 0.8-closedness removes activities included in other “super-activity” with a similar support (20% lower at maximum). Therefore, the combination of both new constraints allows to improve even more the apprehensibility of the resulting set.

The comparison between the set of mined activities by #5 and the one mined by #1 shows that 280 activities are common to both sets. We now focus on the evaluation of the relevancy of the activities specific to each set. The 72 remaining activities of the set mined by #1 were assessed by an expert of the field, who concluded that more than 50% of these 72 activities are either irrelevant or redundant. At the opposite, the analysis, by the same expert, of the 104 activities specific to #5, highlighted that only 10% of these activities are either irrelevant or redundant. This analysis confirms that 0.8-closed 1-contiguous 0.5-robust sequential patterns allow to reduce the final set of patterns by removing useless patterns, while increasing the relevance of the patterns mined. In a nutshell, #5 allows to mine around 20% more relevant activities than #1 in noisy data, while only increasing by 9% the resulting set size and thus improve the apprehensibility in the mining of activities.

Table 11: \( C_{15}C_{2}C_{1}C_{2}C_{3}SP \) in Jobs60K

<table>
<thead>
<tr>
<th>id</th>
<th>configuration</th>
<th>activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>( C_1C_{0}R_1C(C_i,C_j) )</td>
<td>352</td>
</tr>
<tr>
<td>#2</td>
<td>( C_1C_{0}R_1C(C_i,C_j) )</td>
<td>698</td>
</tr>
<tr>
<td>#3</td>
<td>( C_1C_{0}R_0S(C(C_i,C_j) )</td>
<td>429</td>
</tr>
<tr>
<td>#4</td>
<td>( C_{0}S_{0}R_1C(C(C_i,C_j) )</td>
<td>601</td>
</tr>
<tr>
<td>#5</td>
<td>( C_{0}S_{0}R_0S(C(C_i,C_j) )</td>
<td>384</td>
</tr>
</tbody>
</table>
To conclude, this experiment shows that the use of the two newly introduced constraints (robustness and extended-closed) is a lever to improve the apprehensibility of the results, with no impact on the execution time. In addition, the use of these new constraints in C3Ro is flexible through the use of a robustness and an extended ratios allowing C3Ro to be adjustable to the final user needs.

C3Ro is thus an answer to the first scientific question: How to efficiently mine an apprehensible set of sequential patterns, including the frame of noisy data?

7.4. Expert feedback

The mining of activities in job offers is a key component of the job market’s analysis. Indeed, the mined activities provide a relevant picture of the needs of companies, which is essential in many areas such as consulting, recruitment and training. In consulting, it provides relevant factual elements to support companies in expressing their own needs in terms of recruitment.

Table 12 illustrates how the use of C3Ro significantly improves the set of mined activities in Jobs60K. The activity “managing sales teams” is no longer mined with C3Ro as it is included in the activity “managing sales teams effectively”, which is 12% more frequent. In that pattern, the word “effectively” is as important as the rest of the activity. This fact has been validated by a HR expert. In addition, C3Ro discovers a new activity “managing sales teams distribution channels”, which was not frequent with traditional algorithms, and is now discovered thanks to the use of the two new constraints. This activity has also been validated by the HR expert. More generally, the set of mined activities is more apprehensible. Not only its size is decreased but the information it contains is more valuable.

8. Conclusion

While sequential pattern mining has been widely studied for many years, it still faces several challenges. First, many studies have focused on increasing the efficiency of the mining process and on increasing the size of the set of patterns, but mining large databases remains a challenge. Second, although noise is a common feature in real-world databases, it has not faced much interest in the pattern mining literature. Third, the reduction of the size of the set of patterns is often at the expense of an uncontrollable loss of information, which may make the set of patterns useless, especially when it is intended to practitioners.

This paper aimed at proposing a sequential pattern mining algorithm that addresses these three challenges. It is designed to mine large and noisy databases, while discovering an apprehensible set of patterns, i.e. a set of patterns of reduced size, with a controlled information loss.

To reach this goal, we introduced two new constraints, namely the robustness constraint that allows the mining of contiguous sequential patterns in noisy data and the extended-closedness constraint, which represents a trade-off between the full information extracted with the closedness constraint and the reduced set mined with the maximal constraint. In addition, we proposed a generic algorithm C3Ro, based on the pattern-growth philosophy that manages several parameters. These parameters have been chosen to mine a large range of patterns: going from closed contiguous sequential patterns to maximal regular sequential patterns. C3Ro is thus thought to be the single pattern mining algorithm that can fit the final users’ specific needs, whatever they are, thanks to these parameters.

The experiments we conducted showed that C3Ro is scalable with a very low memory usage compared to well-known algorithms such as CCSpan and CM-Clasp. An expert has validated that the use of the two new constraints allows to mine more relevant patterns compared to the use of the standard contiguity or closedness constraints in noisy data.

Based on this work, we intend to work on four future directions. First, although C3Ro is designed for practitioners’ use, the required parameters need to be fixed by these practitioners, especially those associated to both constraints (δ and λ). Their optimal value can only be found by iteratively running C3Ro. We would like to work on the automatic determination of these values, at least of a limited range of possible values. It will rely on an analysis of the type and amount on noise in data. Limiting this possible range of values will be of high utility for practitioners.

Second, still with the objective of satisfying practitioners, we plan to focus on new quality criteria. Indeed, support is the traditionally used as the evaluation criterion, but unexpectedness, periodicity, coherence, etc. also deserve to be studied for mining patterns that may fit better practitioners’ expectations.

Third, we intend to focus on noise, especially on studying the precise position of noise within patterns (in what places does noise occur). Not only the identification of this noise will help quantify and qualify it, but its management will contribute to represent patterns more pre-
cisely and thus increase even more the impact of both new constraints on apprehensibility.

Last, we will use the output of the third goal as a first base to study pattern drift. We view the management of the position of noise as a possibility to differentiate between noise and new forms of patterns (loss, substitution or addition of items in existing patterns). This last goal is of high utility for many real-world applications, as it is common that data evolve and this evolution has to be managed.


Table 4: Abbreviations

<table>
<thead>
<tr>
<th>abbreviations</th>
<th>type of patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>Sequential Pattern</td>
</tr>
<tr>
<td>ClSP</td>
<td>Closed Sequential Pattern</td>
</tr>
<tr>
<td>CoSP</td>
<td>Contiguous Sequential Pattern</td>
</tr>
<tr>
<td>ClCoSP</td>
<td>Closed Contiguous Sequential Pattern</td>
</tr>
<tr>
<td>ClCo2R6SP</td>
<td>Closed ( k )-Contiguous ( \delta )-Robust Sequential Pattern</td>
</tr>
<tr>
<td>ClCo2R6S</td>
<td>( \lambda )-Closed ( k )-Contiguous Sequential Pattern</td>
</tr>
<tr>
<td>ClCo2R6S_P</td>
<td>( Cl_{Co2R6S} ) with a set of Constraints ( \zeta )</td>
</tr>
</tbody>
</table>

Table 5: Type of sequential patterns mined in the Noise database

<table>
<thead>
<tr>
<th>type of patterns</th>
<th>patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoSP</td>
<td>( (dear) : 3, (dear, Watson) : 2, (Elementary) : 5, (Elementary, my) : 5, (Elementary, my, dear) : 3, (Elementary, my, dear, Watson) : 2, (my) : 5, (my, dear) : 3, (my, dear, Watson) : 2 )</td>
</tr>
<tr>
<td>ClCoSP</td>
<td>( (Elementary, my) : 5, (Elementary, my, dear) : 3, (Elementary, my, dear, Watson) : 2, (Watson) : 5 )</td>
</tr>
<tr>
<td>ClCo1SP</td>
<td>( (Elementary, my) : 5, (Elementary, my, dear, Watson) : 3, (Elementary, my, Watson) : 4, (Watson) : 5 )</td>
</tr>
<tr>
<td>ClCo1R06SP</td>
<td>( (Elementary, my) : 5, (Elementary, my, dear, Watson) : 5, (Watson) : 5 )</td>
</tr>
<tr>
<td>Cl06Co1R06S</td>
<td>( (Elementary, my, dear, Watson) : 3 )</td>
</tr>
</tbody>
</table>

Table 8: Types of frequent sequential patterns in SDB

<table>
<thead>
<tr>
<th>type of patterns</th>
<th>patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClCo</td>
<td>( [a][b][c] : 2, [b][c][d] : 2 )</td>
</tr>
<tr>
<td>ClCo1</td>
<td>( [a][b][c] : 3, [a][b][c][d] : 2, [b][b] : 2 )</td>
</tr>
<tr>
<td>ClCo1R06</td>
<td>( [a][b][c] : 3, [a][b][c][d] : 2 )</td>
</tr>
<tr>
<td>Cl06Co1R06</td>
<td>( [a][b][c][d] : 2 )</td>
</tr>
</tbody>
</table>

Table 9: Datasets characteristics

<table>
<thead>
<tr>
<th>dataset</th>
<th>#seq.</th>
<th>#items</th>
<th>avg.len.</th>
<th>max.len.</th>
<th>std.dev.len.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMS1 Gazelle</td>
<td>59,601</td>
<td>499</td>
<td>6.0</td>
<td>535</td>
<td>9.7</td>
</tr>
<tr>
<td>L Kosarak</td>
<td>305,281</td>
<td>32,138</td>
<td>8.1</td>
<td>2,498</td>
<td>23.6</td>
</tr>
<tr>
<td>Kosarak</td>
<td>990,002</td>
<td>41,270</td>
<td>8.1</td>
<td>2,498</td>
<td>23.7</td>
</tr>
<tr>
<td>Jobs60K</td>
<td>60,000</td>
<td>92,394</td>
<td>77.0</td>
<td>1,667</td>
<td>56.8</td>
</tr>
</tbody>
</table>
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Table 10: Memory usage on the three datasets w.r.t \(\text{min}\_\text{sup}\) (MB)

<table>
<thead>
<tr>
<th>dataset</th>
<th>Minsupp(%)</th>
<th>FI</th>
<th>CCSpan</th>
<th>CM-Clasp</th>
<th>(C_{3,Ro})</th>
<th>(C_{3,Ro})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMS1 Gazelle</td>
<td>0.05</td>
<td>4</td>
<td>250</td>
<td>4,200</td>
<td>&lt;50</td>
<td>&lt;50</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>150</td>
<td>250</td>
<td>4,500</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>0.0005</td>
<td>374</td>
<td>300</td>
<td>-</td>
<td>200</td>
<td>250</td>
</tr>
<tr>
<td>LKosarak</td>
<td>0.05</td>
<td>10</td>
<td>-</td>
<td>5,000</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>158</td>
<td>-</td>
<td>6,700</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>0.0005</td>
<td>2303</td>
<td>-</td>
<td>-</td>
<td>550</td>
<td>550</td>
</tr>
<tr>
<td>Kosarak</td>
<td>0.05</td>
<td>10</td>
<td>-</td>
<td>10,600</td>
<td>1,200</td>
<td>1,200</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>156</td>
<td>-</td>
<td>10,600</td>
<td>1,200</td>
<td>1,200</td>
</tr>
<tr>
<td></td>
<td>0.0005</td>
<td>2297</td>
<td>-</td>
<td>-</td>
<td>1,300</td>
<td>1,300</td>
</tr>
</tbody>
</table>

Table 12: mined activities with or without C3Ro in \textit{Jobs60K}

<table>
<thead>
<tr>
<th>activity id</th>
<th>configuration</th>
<th>activities</th>
<th>absolute support</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>without C3Ro</td>
<td>managing sales teams</td>
<td>1712</td>
</tr>
<tr>
<td>#2</td>
<td>without C3Ro</td>
<td>managing sales teams effectively</td>
<td>1352</td>
</tr>
<tr>
<td>#2</td>
<td>with C3Ro</td>
<td>managing sales teams effectively</td>
<td>1536</td>
</tr>
<tr>
<td>#3</td>
<td>with C3Ro</td>
<td>managing sales teams distribution channels</td>
<td>384</td>
</tr>
</tbody>
</table>