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Abstract

This paper considers the problem of set-membership estimation for discrete-time linear time-varying descriptor systems subject
to unknown but bounded disturbance and noise. We propose a set-membership estimation method based on a descriptor
system observer and a zonotopic estimator of the observer error bounds. The observer parameters are optimized in order to
minimize the sizes of the zonotopes enclosing all admissible state trajectories. Finally, two simulation results are provided to
demonstrate the effectiveness of the proposed method.
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1 Introduction

State estimation is important in control theory and ap-
plications. However, the ubiquitous uncertainties influ-
ence the performance of state estimation. Many existing
state estimation methods assume that the uncertainties
have known probability distribution functions, which
may not be true in practice (Alamo, Bravo & Camacho,
2005). Based on a general assumption that the uncer-
tainties are unknown but bounded, set-membership
estimation requires no information about the probabil-
ity distributions of the uncertainties. Set-membership
estimation methods have been applied to various fields
such as bioprocess monitoring (Gouzé, Rapaport &
Hadj-Sadok, 2000; Moisan, Bernard & Gouzé, 2009),
robust control (Canale, Fagiano & Milanese, 2009; Efi-
mov, Räıssi & Zolghadri, 2013b; Zhang, Yang, Han &
Zhu, 2019) and fault diagnosis (Xu, Tan, Wang, Wang,
Liang & Yuan, 2019). Different kinds of geometrical sets
such as ellipsoids (Fogel & Huang, 1982; Chernousko,
2005), polytopes (Shamma & Tu, 1999; Blanchini &
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Miani, 2008) and intervals (Räıssi, Efimov & Zolghadri,
2012; Efimov, Räıssi, Chebotarev & Zolghadri, 2013a;
Wang, Lim & Shen, 2018b) have been used to design
set-membership estimation methods. Among these sets,
zonotopes can achieve a good tradeoff between estima-
tion accuracy and computation complexity. Recently,
the set-membership estimation methods based on zono-
topes have received much attention (Le, Stoica, Alamo,
Camacho & Dumur, 2013; Combastel, 2015; Scott, Rai-
mondo, Marseglia & Braatz, 2016; Tang, Wang, Wang,
Räıssi & Shen, 2019).

Most works on set-membership estimation focus on reg-
ular systems. Descriptor systems are more general and
can describe many practical systems. Traditional state
estimation methods for descriptor systems have been
studied extensively. However, only few results study set-
membership estimation for descriptor systems. Wang,
Puig & Cembrano (2018a) and Wang, Olaru, Valmor-
bida, Puig & Cembrano (2019a) studied set-membership
estimation methods for descriptor systems based on
zonotopes. However, Wang et al. (2018a) and Wang
et al. (2019a) only considered time-invariant systems.

In this paper, we propose a new set-membership estima-
tion method for discrete-time linear time-varying (LTV)
descriptor systems subject to unknown but bounded dis-
turbances and measurement noises. The main contribu-
tions of this paper reside in the following aspects:
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1) A novel set-membership estimation method for
discrete-time LTV descriptor systems based on a
simple observer structure, which is easy to design
and implement.

2) The optimization of all the parameters of the pro-
posed set-membership estimator, with a closed-
form solution.

3) A rigorous proof of the optimality minimizing the
zonotope size criterion, not simply relying on the
first order condition.

Set-membership estimation for LTV descriptor systems
has been studied in Wang, Wang, Puig & Cembrano
(2019b), but the estimator presented in Wang et al.
(2019b) involves coupled parameters, which are only
partly optimized. It is also limited to descriptor sys-
tems with time-invariant output equations. In contrast,
the proposed method is applicable to fully LTV descrip-
tor systems and can optimize all the estimator param-
eters. Moreover, sufficient optimality conditions are es-
tablished for the proposed estimator, whereas in some
similar results, only the necessary first order condition
is considered, like in Combastel (2015).

Notations: Rn and Rm×n denote the n and m × n di-
mensional Euclidean spaces, respectively. In denotes the
identity matrix with dimensions of n × n. For a matrix
A ∈ Rm×n, AT denotes its transpose and A† represents
its pseudo-inverse. vec(A) denotes the vectorization of
A by concatenating the columns of A into a single col-
umn vector. σmin(A) denotes the smallest singular value
of A. For a square matrix A, tr(A) is its trace. For two
matricesX and Y ,X⊗Y denotes their Kronecker prod-
uct. In this paper, the symbols ≥, >, ≤, < and the ab-
solute value operator | · | should be understood element-
wise. P ≻ 0 (P ≺ 0) indicates that P is a positive (neg-
ative) definite matrix. P ⪰ 0 (P ⪯ 0) indicates that P
is a positive (negative) semidefinite matrix.

2 Preliminaries

Definition 1 Anm-order zonotopeZ ⊂ Rn is the affine
transformation of a hypercube Bm = [−1, 1]m:

Z = p⊕HBm = {p+Hz : z ∈ Bm},

where⊕ denotes the Minkowski sum, p ∈ Rn is the center
of Z, and H ∈ Rn×m is called the generator matrix of
Z. For simplicity, we also denote Z = ⟨p,H⟩.

Property 1 (Combastel, 2015) For zonotopes, the fol-
lowing properties hold:

⟨p1, H1⟩ ⊕ ⟨p2,H2⟩ = ⟨p1 + p2, [H1 H2]⟩, (1a)

L⟨p,H⟩ = ⟨Lp,LH⟩, (1b)

⟨p,H⟩ ⊆ ⟨p, rs(H)⟩, (1c)

where p, p1, p2 ∈ Rn, H, H1, H2 ∈ Rn×m and
L ∈ Rl×n. rs(H) = diag([h1, . . . , hn]) where hi =∑m

j=1 |Hi,j |, i = 1, . . . , n. Note that ⟨p, rs(H)⟩ is also a
box, i.e., an interval vector, which represents a box outer
bound of ⟨p,H⟩.

Ahigh-order zonotope can be bounded by a lower one via
the reduction operation based on the following property.

Property 2 (Alamo et al., 2005) Given the zonotope
Z = p⊕HBq ⊂ Rn and a chosen integer s (n < s < q),
denote the matrix obtained by reordering the columns
of H in decreasing Euclidean norm as Ĥ. Then Z ⊂
⟨p,Rs(H)⟩, where Rs(H) =

[
Ha Hb

]
, Ha is composed

of the first s − n columns of Ĥ and Hb is a diagonal
matrix with

Hb
i,i =

q∑
j=s−n+1

|Ĥi,j |, i = 1, . . . , n.

Property 3 (Golub & Van Loan, 1996) For matrices
X, A, B, C with appropriate dimensions, the following
equations hold:

tr(A) = tr(AT), (2a)

∂

∂X
tr(AXTB) = BA, (2b)

∂

∂X
tr(AXBXTC) = ATCTXBT + CAXB. (2c)

Lemma 1 (Wang et al., 2018b) Given matrices W ∈
Rp×n and Y ∈ Rm×n, if rank(W) = n, then the general
solution to XW = Y exists and is given by

X = YW† + S(Ip −WW†)

where S ∈ Rm×p is an arbitrary matrix.

3 Problem statement

Consider the following system{
Ekxk = Akxk−1 +Bkuk−1 + wk−1

yk = Ckxk + vk
(3)

where xk ∈ Rnx , uk−1 ∈ Rnu and yk ∈ Rny are the
vectors of state, input and measurement output, respec-
tively. Ek ∈ Rnx×nx , Ak ∈ Rnx×nx , Bk ∈ Rnx×nu and
Ck ∈ Rny×nx are known matrices. Ek may be singular.
wk−1 ∈ Rnx and vk ∈ Rny denote the unknown distur-
bance and the measurement noise, respectively.

For system (3), we have the following assumptions.
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Assumption 1. x0, wk and vk are unknown but
bounded as follows:

x0 ∈ ⟨p0,H0⟩, wk ∈ ⟨0, Dk⟩, vk ∈ ⟨0, Fk⟩, ∀k ≥ 0,

where p0 ∈ Rnx , H0 ∈ Rnx×nx , Dk ∈ Rnx×nx and Fk ∈
Rny×ny are known vector and matrices.

Assumption 2. We assume that

σmin(Dk) ≥ ϵ1, σmin(Fk) ≥ ϵ2, ∀k ≥ 0 (4)

where ϵ1 and ϵ2 are positive constants.

Assumption 3. The parameters of system (3) are as-
sumed to satisfy the following condition:

rank

[
Ek

Ck

]
= nx, ∀k ≥ 0. (5)

Remark 1. Assumption 3 is commonly used in descrip-
tor system estimation (e.g. Nikoukhah, Willsky & Levy,
1990; Hamdi, Rodrigues, Mechmeche & Braiek, 2012;
Zhang, Swain & Nguang, 2014).

In this paper, we aim to develop an optimal set-
membership estimation method for (3) to obtain the
minimized zonotope sets that can tightly enclose all
admissible state trajectories. In addition, we can fur-
ther obtain the upper and lower bounds of xk, i.e., an
interval vector [xk, xk] satisfying xk ≤ xk ≤ xk.

4 Main results

4.1 Set-membership estimator

We propose a set-membership estimator for system (3)
to obtain zonotopes that can enclose possible state tra-
jectories. The proposed set-membership estimator will
consist of two parts: a single state trajectory estimator
and a bound estimator of the estimation error of this
trajectory estimator. The first part is based on the ob-
server structure proposed inWang, Shen, Zhang&Wang
(2012), which is in the form of

x̂k = TkAkx̂k−1 + TkBkuk−1 +Nkyk
+ Lk(yk−1 − Ck−1x̂k−1),

(6)

where x̂k ∈ Rnx is the single trajectory estimation,
Tk ∈ Rnx×nx , Nk ∈ Rnx×ny and Lk ∈ Rnx×ny are the
matrices to be designed. Tk and Nk should satisfy

TkEk +NkCk = Inx . (7)

Remark 2. According to Lemma 1, if Assumption 3
holds, then there exist Tk and Nk such that (7) holds.

We use observer (6) to generate the single trajectory
estimation. Then, the following theorem is used to obtain
the set-membership estimation.

Theorem 1 Given matrices Tk, Nk and Lk, if xk−1 ∈
⟨x̂k−1,Hk−1⟩ ⊂ Rnx , then xk ∈ ⟨x̂k,Hk⟩, where x̂k is
obtained from (6) and Hk satisfies

Hk =
[
(TkAk − LkCk−1)H̃k−1 Gk

]
, (8)

where

Gk =
[
TkDk−1 −LkFk−1 −NkFk

]
,

H̃k−1 =

{
Rs(Hk−1), q > s;

Hk−1, q ≤ s.
(9)

Herein, q is the number of columns of Hk−1 and s is a
fixed integer.

PROOF. By combining (3) with (7), we have

xk = TkAkxk−1 + TkBkuk−1 + Tkwk−1 +Nkyk
−Nkvk.

(10)

Define the estimation error as ek = xk−x̂k. Since xk−1 ∈
⟨x̂k−1,Hk−1⟩, it follows that ek−1 ∈ ⟨0,Hk−1⟩.

According to Property 2, (9) implies ⟨0,Hk−1⟩ ⊆
⟨0, H̃k−1⟩. Then, we have ek−1 ∈ ⟨0, H̃k−1⟩.

Subtracting (6) from (10) yields

ek = (TkAk − LkCk−1)ek−1 + Tkwk−1 − Lkvk−1

−Nkvk.
(11)

According to Assumption 1, (11) implies

ek ∈ (TkAk − LkCk−1)⟨0, H̃k−1⟩ ⊕ Tk⟨0, Dk−1⟩
⊕ (−Lk⟨0, Fk−1⟩)⊕ (−Nk⟨0, Fk⟩)

Then, by using Property 1, we have ek ∈ ⟨0,Hk⟩.

Since xk = x̂k + ek, it follows that xk ∈ ⟨x̂k,Hk⟩. □

Remark 3. According to the property in (1c), we can
obtain the upper and lower bounds of xk as follows:{

xk = x̂k + rs(Hk),

xk = x̂k − rs(Hk).
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4.2 Optimization design

To obtain accurate estimation, the matrices Tk, Nk and
Lk should be designed to minimize the size of the con-
structed zonotope set, ⟨x̂k,Hk⟩. In this paper, we chose

Jk(Tk, Nk, Lk) = ∥Hk(Tk, Nk, Lk)∥2F = tr(HT
k Hk)

(12)
as the size criterion of ⟨x̂k,Hk⟩. It can be interpreted
as the size of the zonotope generator segments, as men-
tioned in Alamo et al. (2005) and Combastel (2015), or
more precisely, the sum of the squares of the generator
segment half lengths. It is chosen in this paper due to its
simplicity in analysis and implementation.

From (8), Jk is a quadratic form in terms of Tk, Nk

and Lk. In addition, Tk and Nk are required to satisfy
the equality constraint (7). Therefore, we aim to solve a
constrained quadratic optimization problem as follows:

min
TkEk+NkCk=Inx

Jk(Tk, Nk, Lk). (13)

According to Lemma 1, Tk and Nk can be chosen as

Tk = Θ†
kα1 + SkΩkα1,

Nk = Θ†
kα2 + SkΩkα2,

(14)

where

Θk =

[
Ek

Ck

]
, α1 =

[
Inx ,

0

]
, α2 =

[
0

Iny

]
,

Ωk = Inx+ny −ΘkΘ
†
k.

Note that it is difficult to minimize the size criterion Jk
in terms of Sk, because the matrix Ωk is always rank
deficient. In Wang et al. (2019b), Sk is chosen based on
personal experience. In fact, if Sk is given, we can obtain
the optimal Lk to minimize the size criterion.

Theorem 2 Given any matrix pair Tk andNk of appro-
priate dimensions satisfying (7) (possibly chosen follow-
ing (14)), then the Lk obtained from (15) is the optimal
one minimizing the size criterion Jk.

Vk−1 = Ck−1Pk−1C
T
k−1 +Rk−1,

Lk = TkAkPk−1C
T
k−1Vk−1

−1,
(15)

where

Pk−1 = H̃k−1H̃
T
k−1, Rk−1 = Fk−1F

T
k−1. (16)

PROOF. From (8), we have

Jk = tr
(
(TkAk − LkCk−1)Pk−1(TkAk − LkCk−1)

T
)

+ tr(TkQk−1T
T
k ) + tr(LkRk−1L

T
k )

+ tr(NkRkN
T
k ),

where Qk−1 = Dk−1D
T
k−1. By using the matrix calculus

properties in (2), we can obtain the partial derivative of
Jk for Lk as follows:

∂Jk
∂Lk

= 2Lk(Ck−1Pk−1C
T
k−1+Rk−1)−2TkAkPk−1C

T
k−1.

The Lk obtained from (15) satisfies ∂J
∂Lk

= 0, which
means that it is a stationary point.

From (4) and (16), we have Rk−1 ≻ 0. Since Vk−1 ⪰
Rk−1, it follows that Vk−1 is invertible. Therefore, the
Lk obtained from (15) is the unique stationary point of
Jk. In addition, Jk is a quadratic function of Lk and by
definition Jk ≥ 0 for any Lk, then Jk is a convex function
of Lk. Therefore, the Lk obtained from (15) is the unique
minimum point of Jk. □

Although Tk and Nk can be obtained from (14), it is dif-
ficult to find the optimal Sk minimizing the size criterion
Jk. A freely chosen Sk may cause large conservatism.

Instead of optimizing Tk and Nk with the parametriza-
tion in terms of Sk, we propose the following theorem
directly optimizing Tk, Nk and Lk to minimize the size
criterion Jk, under the equality constraint (7).

Theorem 3 The constrained optimization problem (13)
has a unique optimum in terms of Tk, Nk and Lk, which
is explicitly obtained from

Vk−1 = Ck−1Pk−1C
T
k−1 +Rk−1, (17a)

Mk = AkPk−1C
T
k−1Vk−1

−1Ck−1Pk−1A
T
k , (17b)

Wk = AkPk−1A
T
k +Qk−1, (17c)

Ok = 2(Mk −Wk), (17d)

Ψk = −2Rk, (17e)

Λk = (ET
k Ok

−1Ek + CT
k Ψk

−1Ck)
−1, (17f)

Tk = ΛkE
T
k Ok

−1, (17g)

Nk = ΛkC
T
k Ψk

−1, (17h)

Lk = TkAkPk−1C
T
k−1Vk−1

−1. (17i)

PROOF. To prove that the solution (Tk, Nk, Lk) ob-
tained from (17) is the unique optimum of the con-
strained optimization problem (13), usually the first or-
der and the second order optimality conditions should
be checked. However, this is a non-trivial task due to
the fact that the constraint (7) and the size criterion
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Jk are formulated in terms of parameter matrices, in-
stead of the vector form in standard quadratic optimiza-
tion problems. To overcome this difficulty, we conduct
our proof in two steps. First, we prove that the solu-
tion (Tk, Nk, Lk, Λk) obtained from (17) is the unique
stationary point of the Lagrange function of the con-
strained optimization problem. Second, we verify that
the constrained optimization problem (13) satisfies the
condition ensuring that the unique stationary point is
the unique optimum of the considered problem.

First, define the following Lagrange function:

Zk(Tk, Nk, Lk, Λk) = Jk(Tk, Nk, Lk) + tr(ΛkΦk),

where Λk ∈ Rnx×nx and Φk = ET
k T

T
k + CT

k N
T
k − Inx .

According to the matrix calculus properties in (2), the
partial derivatives of Zk for Tk, Nk, Lk and Λk are

∂Zk

∂Tk
= 2TkWk − 2LkCk−1Pk−1A

T
k + ΛkE

T
k ,

∂Zk

∂Nk
= 2NkRk + ΛkC

T
k ,

∂Zk

∂Lk
= 2LkVk−1 − 2TkAkPk−1C

T
k−1,

∂Zk

∂Λk
= TkEk +NkCk − Inx .

Let all the partial derivatives equal to 0, we have:

{
XkΣk + ΛkΠ

T
k = 0, (18a)

XkΠk = Inx , (18b)

where

Xk =
[
Tk Nk Lk

]
, Πk =


Ek

Ck

0

 ,

Σk = 2


Wk 0 −AkPk−1C

T
k−1

0 Rk 0

−Ck−1Pk−1A
T
k 0 Vk−1

 .

(19)

From (17a) and (17c), the matrixΣk can be rewritten as

Σk = Ξk + Γk, (20)

where

Ξk = 2


Qk−1 0 0

0 Rk 0

0 0 Rk−1

 ,

Γk = 2


Ak

0

−Ck−1

Pk−1


Ak

0

−Ck−1


T

.

From (4), we have Qk ≻ 0 and Rk ≻ 0 for any k ≥ 0. It
follows that Ξk ≻ 0. In addition, Γk ⪰ 0 since Pk−1 ⪰ 0.
Therefore, from (20), we have Σk ≻ 0, which implies
that Σk is invertible. Then from (18a), we have

Xk = −ΛkΠ
T
k Σ

−1
k . (21)

Substituting it into (18b) yields

Λk(−ΠT
k Σ

−1
k Πk) = Inx . (22)

From (5), we have rankΠk = nx. Then, Π
T is row full

rank. SinceΣ−1
k is invertible, it follows that−ΠT

k Σ
−1
k Πk

is invertible. Therefore, Λk can be uniquely determined

by (22). Then,Xk =
[
Tk Nk Lk

]
is uniquely determined

by (21). Therefore, (18) has one unique solution. It is
easy to check that (Tk, Nk, Lk, Λk) obtained from (17) is
the solution to (18). Therefore, (Tk, Nk, Lk, Λk) obtained
from (17) is the unique stationary point of the Lagrange
function.

Next, we will verify that the unique stationary point is
the unique optimum of the considered problem.

Define x = vec(Xk). The size criterion Jk defined in
(12) is a quadratic form in x (a homogeneous polynomial
containing only second degree terms of x). Moreover,
this quadratic form is positive semidefinite, since it can
never be negative for any value of x.

From the constraint (7), we have XkΠk = Inx , which is
equivalent to

Ax = vec(Inx),

whereA = ΠT
k ⊗Inx . SinceΠ

T
k is row full rank, it follows

that A is row full rank. Then, according to Markowitz
(1956), the solution obtained from (17) is the unique
optimum of the considered problem. □

Remark 4. Assumption 2 has been introduced to es-
tablish, in Theorem 3, the optimality of the proposed
solution. This assumption can be relaxed if the optimal
solution is simply deduced by the first order optimality
condition, like in Combastel (2015), which is not suffi-
cient to ensure the optimality. In fact, the optimality
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proof of Theorem 3 requires that the matrix Σk is in-
vertible, which is a weaker condition than the conditions
formulated in (4). However, in practice, it is more dif-
ficult to check the large matrix Σk defined in (19), and
easier to check the matrices Dk and Fk. Assumption 2
means that uncertainties exist in all the directions of
the state space and of the output space. In practice, if
there is no uncertainty in some directions, a simple so-
lution is to slightly modify Dk or Fk so that (4) is satis-
fied with a small value of ϵ1 or ϵ2. This approach is of-
ten used for parameter estimation with methods related
to the Kalman filter. Alternatively, for a more accurate
solution, the dimension of the state equation or of the
output equation could be reduced so that Assumption 2
becomes true, but this approach still requires non-trivial
work in future studies.

5 Simulation results

A numerical example is used to demonstrate the perfor-
mance of the proposed method, which has parameters
as follows:

Ek =


1 + 0.2 sin(0.1k) 0 0

0 1 0

0 0 0

 ,

Ak =


0.6− 0.1 sin(0.1k) 0 0.3

−0.2 sin(0.2k) 0.4 0

0 1 1

 , Bk =


1

sin(0.1k)

0

 ,

Ck =
[
0 1 + 0.2 sin(0.2k) 0.5

]
.

In the simulation study, the disturbance wk and mea-
surement noise vk are bounded as wk ∈ ⟨0, 0.04I3⟩ and
vk ∈ ⟨0, 0.01⟩. They are randomly generated with uni-
form distributions corresponding to the assumed uncer-

tainty sets. The initial state x0 =
[
0 0 −0.0301

]T
. We

set x̂0 =
[
0 0 0

]T
and H0 = 0.2I3. The input is set as

uk = 0.5 sin(0.15k). The maximal zonotope order is cho-
sen as 20. The methods based on Theorem 2 and Theo-
rem 3 are compared in the simulation. For the method
based on Theorem 2, we set Sk = 0.

The simulation results are shown in Fig. 1. Thanks to
sufficient optimization, the estimation results obtained
by the method based on Theorem 3 are more accurate
than those by the method based on Theorem 2.

To better demonstrate the improvement of Theorem 3,
some quantitative results are provided in Table 1, which
shows that the method based on Theorem 3 can obtain
more accurate estimation bounds for each state.

0 10 20 30 40 50 60 70 80
k

-4

-2

0

2

x k(1
)

0 10 20 30 40 50 60 70 80
k

-1

0

1

x k(2
)

0 10 20 30 40 50 60 70 80
k

-2

-1

0

1

x k(3
)

Fig. 1. The interval estimation results of state.

Table 1
The average estimation bounds for each state

Method xk(1) xk(2) xk(3)

Theorem 2 0.5778 0.2440 0.5498

Theorem 3 0.3508 0.1786 0.4024

To more explicitly demonstrate the improvement
brought by the sufficient optimization in Theorem 3,
the estimation zonotope sets in a few time instants are
depicted in Fig. 2, where the green zonotopes are the
estimation results obtained by the method based on
Theorem 2 and the red ones are those by the method
based on Theorem 3. At instant k = 0, the two initial
zonotopes are identical. They are drawn in gray instead
of green or red. Fig. 2 also shows that the method based
on Theorem 3 can obtain more accurate estimation
results than those by the method based on Theorem 2.

Fig. 2. The estimated zonotopes in a few time instants.

Note that the method in Wang et al. (2019b) cannot ap-
ply to the above example since the measurement matrix
is time-varying. To better demonstrate the performance
of the proposed method based on Theorem 3, an exam-
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ple of a truck-trailer system from Wang et al. (2019b) is
used to compare the proposed method with the method
in Wang et al. (2019b). The system example in Wang
et al. (2019b) is in a polytopic LPV form. It can be refor-
mulated into an equivalent form which is identical to (3).
The parameters of the equivalent form are as follows:

E =


1 0 0 0

0 1 0 0

0 0 1 −1

0 0 0 0

 , Ak =


1− θkTs

L 0 0 0
θkTs

L 1 0 0

0 0 1 1

0 − θkTs

2 0 1

 ,

Bk =


θkTs

l

0

0

0

 , Ck =


0 1 0 0

0 0 1 0

0 0 0 1

 ,

where θk = −0.9 + 0.3 sin(0.0386k + 1). And L = 5.5m
is the length of trailer, l = 4.8m is the length of truck,
Ts = 0.2s is the sampling time.

In the simulation, x0 =
[
−0.1745 0.0873 3.0 −0.0057

]T
.

We set H0 = diag(
[
0.1 0.02 0.1 0.02

]
) and x̂0 =[

−0.1 0.08 3 0
]T

, then x0 ∈ ⟨x̂0, H0⟩. The distur-

bance and noise are bounded as wk ∈ ⟨0, Dk⟩ and

vk ∈ ⟨0, 0.002I3⟩, where Dk = diag(
[
0 0 0.006θk 0

]
).

The maximal zonotope order is set as 20, which is the
same with that in Wang et al. (2019b). wk and vk are
randomly generated with uniform distributions corre-
sponding to the assumed uncertainty sets. The simula-
tion results are given in Fig. 3, which shows that the es-
timation results of all state components obtained by the
proposed method are more accurate than those by the
method in Wang et al. (2019b). Some quantitative re-
sults of the accuracy of the two compared methods are
given in Table 2, which also illustrates the superiority of
the proposed method.

Table 2
The average estimation bounds for each state

Method xk(1) xk(2) xk(3) xk(4)

Wang et al. (2019b) 0.6606 0.1046 0.0953 0.0397

The proposed one 0.1331 0.0084 0.0063 0.0057

Note that Dk does not satisfy (4), which has been as-
sumed for Theorem 3. Nevertheless, the matrix Σk is
invertible for all k, as shown by its condition number
monitored during the simulation, and the optimality re-
sult of Theorem 3 holds also under this weaker condi-
tion. See Remark 4 in the previous section. The exam-
ple with a singular Dk is for the purpose of comparison
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Fig. 3. The estimation results of the two compared methods.

with Wang et al. (2019b), where this example was ini-
tially presented. In practice, it is less easy to check the
condition on the large matrix Σk than the stronger con-
ditions (4), which may be weakened in future studies.
To simply rely on the conditions expressed in (4), sim-
ulations have also been made after modifications of Dk

satisfying (4), leading to visually unnoticeable changes
in the numerical results.

6 Conclusion

In this paper, we propose a zonotopic set-membership
estimation method for discrete-time LTV descriptor sys-
tems. The proposed set-membership estimator is based
on combining a single state trajectory estimator with the
reachable set of estimation error. We propose an opti-
mization method to design the parameters of the estima-
tor such that the considered size criterion is minimized.
The simulation examples have shown the effectiveness
of the proposed method.
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