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Abstract

Solving optimization tasks based on functions and losses with a topo-
logical flavor is a very active and growing field of research in Topological
Data Analysis, with plenty of applications in non-convex optimization,
statistics and machine learning. All of these methods rely on the fact
that most of the topological constructions are actually stratifiable and
differentiable almost everywhere. However, the corresponding gradient
and associated code is always anchored to a specific application and/or
topological construction, and do not come with theoretical guarantees.

In this article, we study the differentiability of a general functional as-
sociated with the most common topological construction, that is, the per-
sistence map, and we prove a convergence result of stochastic subgradient
descent for such a functional. This result encompasses all the construc-
tions and applications for topological optimization in the literature, and
comes with code that is easy to handle and mix with other non-topological
constraints, and that can be used to reproduce the experiments described
in the literature.

1 Introduction

Persistent homology is a central tool in Topological Data Analysis (TDA) that
allows to efficiently infer relevant topological features of complex data in a de-
scriptor called persistence diagram. It found many applications in Machine
Learning (ML) where it initially played the role of a feature engineering tool
through the direct use of persistence diagrams or through dedicated ML architec-
tures to handle them—see, e.g. [HKNU17, Ume17, CCI+20, DUC20, KKZ+20].
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For the last few years, a growing number of works have been using persis-
tence theory in different ways in order to, for instance, better understand, de-
sign and improve neural network architectures—see, e.g. [RTB+18, MHRB19,
CG20, GC19]—or design regularization and loss functions incorporating topo-
logical terms and penalties for various ML tasks—see, e.g. [CNBW19, HKND19,
CBO+20]. These new use cases of persistence generally involve minimizing
functions that depend on persistence diagrams. Such functions are in general
highly non-convex and not differentiable, and thus their theoretical and prac-
tical minimization can be difficult. In some specific cases, persistence-based
functions can be designed to be differentiable and/or some effort have to be
made to compute their gradient, so that standard gradient descent techniques
can be used to minimize them—see e.g. [WLSC20, PSO18, BGGSSG20]. In
the general case, recent attempts have been made to better understand their
differential structures [LOT19], and, building on the powerful tools provided by
software libraries such as PyTorch or TensorFlow, practical methods that allow
to encode and optimize a large family of persistence-based functions have been
proposed and experimented [GNDS20, SWB20]. However, in all these cases,
the algorithms used to minimize these functions do not come with theoretical
guarantees of convergence to a global or local minimum.

The aim of this note is to show that the algorithm to compute persistence
diagrams has a simple combinatorial structure that allows us to easily imple-
ment and use stochastic subgradient descent in a general framework. This gives
convergence guarantees for a wide class of functions that includes almost all
persistence-based functions in the literature. More precisely,

(1) we show that the map converting a filtration over a given simplicial com-
plex into a persistence diagram is semi-algebraic with very easy to compute
(sub-)differential;

(2) building on the recent work [DDKL20], we show that under mild assump-
tions, stochastic subgradient descent algorithms applied to functions of
persistence converge almost surely to a critical point of the function;

(3) we provide a simple corresponding Python implementation for minimizing
functions of persistence that is publicly available at https://github.com/
MathieuCarriere/difftda (and that is going to be part of the Gudhi
library [MBGY14] soon), and we illustrate it with a few examples from
the literature.

The article is organized as follows. In Section 2, we introduce notations and
recall basic facts about filtrations and the persistence computation algorithm.
In Section 3, we study the differentiability of persistence-based maps defined in
o-minimal structures, and we also provide a few examples showing that almost
all persistence-based maps encountered in practice belong to such structures.
In Section 4, we consider the minimization problem of a persistence-based func-
tional. In Section 5, we provide simple implementation for persistence-based
function minimization and illustrate it on a few examples. Finally, we conclude
in Section 6.
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2 Filtrations and persistence diagrams

In this section, we show that, given a finite simplicial complex K, the map that
associates to a filtration of K its persistence diagram can be seen as a simple
permutation of the coordinates of a vector containing the filtration values.

2.1 Simplicial complexes and filtrations

Recall that given a set V , a simplicial complex K is a collection of finite subsets
of V that satisfies

(1) {v} ∈ K for any v ∈ V ,

(2) if σ ∈ K and τ ⊆ σ then τ ∈ K.

An element σ ∈ K with |σ| = k + 1 is called a k-simplex.
Given a simplicial complex K and a subset R of R, a filtration of K is an in-

creasing sequence (Kr)r∈R of subcomplexes of K with respect to the inclusion—
i.e., Kr ⊆ Ks for any r < s—such that

⋃
r∈RKr = K.

To each simplex σ ∈ K, one can associate its filtering index Φσ = inf{r ∈
R : σ ∈ Kr}. Thus, when K is finite, a filtration of K can be conveniently repre-
sented as a filtering function Φ: K → R. Equivalently, it can be represented as a
|K|-dimensional vector Φ = (Φσ)σ∈K in R|K| whose coordinates are the indices
of the simplices of K and that satisfies the following condition: if σ, τ ∈ K and
τ ⊆ σ, then Φτ ≤ Φσ. As a consequence, if the vectorized filtration Φ depends
on a parameter, the corresponding family of filtrations can be represented as a
map from the space of parameters to R|K| in the following way.

Definition 2.1. Let K be a finite simplicial complex and A a set. A map
Φ: A → R|K| is said to be a parametrized family of filtrations if for any x ∈ A
and σ, τ ∈ K with τ ⊆ σ, one has Φτ (x) ≤ Φσ(x).

2.2 Computation of persistence diagrams from filtrations

In this section, we briefly recall how the computation of the persistence diagram
of a filtered simplicial complex decomposes into: (1) a purely combinatorial part
only relying on the order on the simplices induced by the filtration, and (2) a
part relying on the filtration values. For a complete introduction to persistent
homology and its computation, we refer the reader to standard articles and
textbooks, such as [ZC05, EH10, BCY18].

Let K be a finite simplicial complex endowed with a filtration and corre-
sponding filtering function Φ: K → R. We regard Φ as a vector Φ in R|K|,
where |K| is the number of non-empty simplices of K. The computation of the
persistence diagram can be split into two steps.
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First part: combinatorial part (persistence pairs). The filtering func-
tion Φ induces a preorder on the elements of K as follows: τ � σ if Φτ ≤ Φσ.
This preorder can be refined into a total order in some arbitrary way (e.g., by
indexing the simplices, and using the lexicographic order to break ties). Note
that the choice of this refinement does not change the output of the persis-
tence computation, as long as it is deterministic and consistent. The basic
algorithm to compute persistence then iterates over the ordered set of simplices
σ1 � · · · � σ|K| in the following way (see [BCY18, Section 11.5.2] for a complete
description of the algorithm).

Algorithm 1 Persistence pairs computation (sketch of)

Input: Ordered sequence of simplices σ1 � · · · � σ|K|.
K0 = ∅
Pairs0 = Pairs1 = · · · = Pairsd−1 = ∅
for j = 1 to |K| do
k = dimσj
Kj = Kj−1 ∪ σj
if σj does not create a new k-dimensional homology class in Kj then

a (k − 1)-dimensional homology class created in Kl(j) for some l(j) < j
becomes homologous to 0 in Kj .
Pairsk−1 ← Pairsk−1 ∪ {(σl(j), σj)};

Output: Persistence pairs in each dimension Pairs0,Pairs1, . . . ,Pairsd−1;

Note that for each dimension k, some k-dimensional simplices may remain
unpaired at the end of the algorithm; their number is equal to the k-dimensional
Betti number of K.

Second part: associate filtration values. The persistence diagram of the
filter function Φ is now obtained by associating to each persistent pair (σl(j), σj)
the point (Φσl(j)

,Φσj
). Moreover, to each unpaired simplex σl is associated the

point (Φσl
,+∞).

If p is the number of persistence pairs and q is the number of unpaired
simplices, then |K| = 2p+ q and the persistence diagram D(Φ) of the filtration
Φ of K is made of p points in R2 (counted with multiplicity) and q points (also
counted with multiplicity) with infinite second coordinate. Choosing an order
(e.g., the lexicographical order) on R×(R∪{+∞}), the persistence diagram D =
D(Φ) can be represented as a vector in R|K| and the output of the persistence
algorithm can be simply seen as a permutation of the coordinates of the input
vector Φ. Moreover, this permutation only depends on the order on the simplices
of K induced by Φ.

Definition 2.2. The subset of points of a persistence diagram D with finite
coordinates is called the regular part of D and is denoted by Dreg. The subset
of points of D with infinite second coordinate is called the essential part of D
and is denoted by Dess.
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With the notations defined above, Dreg and Dess can be represented as vec-
tors in R2p and Rq, respectively.

Remark 2.3. Note that the above construction is usually done dimension by
dimension, leading to a single persistence diagram for each dimension in homol-
ogy. Indeed, in order to obtain a persistence diagram in dimension k, it suffices
to restrict to the subset of simplices of dimension k and k + 1. Without loss of
generality, and to avoid unnecessary heavy notations, in the remaining of this
article, we consider the whole persistence diagram, made of the union of the
persistence diagrams in all dimensions k.

3 Differentiability of persistence maps defined
in o-minimal structures

In most cases encountered in practice, the parametrized families of filtrations
that are used are definable in o-minimal structures. Moreover, given a finite sim-
plicial complex K, the persistence map that associates its persistence diagram to
each filtration on K is semi-algebraic. As a consequence, its composition with
a parametrized family of filtrations is definable and benefits from interesting
differentiability properties.

3.1 Background on o-minimal geometry

In this section, we briefly recall some elements of o-minimal geometry, which
are needed in the next sections of this article. For a more detailed introduction,
we refer to standard textbooks, such as [Cos00].

Definition 3.1 (o-minimal structure). An o-minimal structure on the field of
real numbers R is a collection (Sn)n∈N, where each Sn is a set of subsets of Rn
such that:

(1) S1 is exactly the collection of the finite unions of points and intervals;

(2) all algebraic subsets of Rn are in Sn;

(3) Sn is a Boolean subalgebra of Rn for any n ∈ N;

(4) if A ∈ Sn and B ∈ Sm, then A×B ∈ Sn+m;

(5) if π : Rn+1 → Rn is the linear projection onto the first n coordinates and
A ∈ Sn+1, then π(A) ∈ Sn.

An element A ∈ Sn for some n ∈ N is called a definable set in the o-minimal
structure. For a definable set A ⊆ Rn, a map f : A→ Rm is said to be definable
if its graph is a definable set in Rn+m.

Definable sets are stable under various geometric operations. The comple-
ment, closure and interior of a definable set are definable sets. The finite unions
and intersections of definable sets are definable. The image of a definable set
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by a definable map is itself definable. Sums and products of definable functions
as well as compositions of definable functions are definable—see [Cos00, Sec-
tion 1.3]. In particular, the max and min of finite sets of real-valued definable
functions are also definable. An important property of definable sets and defin-
able maps is that they admit a finite Whitney stratification. This implies that
(1) any definable set A ⊆ Rn can be decomposed into a finite disjoint union
of smooth submanifolds of Rn and (2) for any definable map Φ: A → Rm, A
can also be decomposed into a finite union of smooth manifolds such that the
restriction of Φ on each of these manifolds is a smooth function.

The simplest example of o-minimal structures is given by the family of semi-
algebraic subsets of the spaces Rn (n ∈ N). Although most of the parametrized
families of filtrations encountered in practice are semi-algebraic, the o-minimal
framework actually allows one to consider families that mix exponential func-
tions with semi-algebraic functions [Wil96].

3.2 Persistence diagrams of definable parametrized fami-
lies of filtrations

Let K be a finite simplicial complex and Φ: A→ R|K| be a definable (in a given
o-minimal structure) parametrized family of filtrations. If for any x, x′ ∈ A, the
preorders induced by Φ(x) and Φ(x′) on the simplices of K are the same, i.e., for
any σ1, σ2 ∈ K, Φσ1

(x) ≤ Φσ2
(x) if and only if Φσ1

(x′) ≤ Φσ2
(x′), then the pairs

of simplices (σi1 , σj1), . . . , (σip , σjp), and the unpaired simplices σip+1
, . . . , σip+q

that are computed by the persistence algorithm (see Algorithm 1) are indepen-
dent of x. As a consequence, the persistence diagram of Φ(x) is

D = D(Φ(x)) =

p⋃
k=1

(Φσik
(x),Φσjk

(x)) ∪
q⋃

k=1

(Φσip+k
(x),+∞), (3.1)

where |K| = 2p+ q.
Given a total order on R × (R ∪ {+∞}), the points of any finite multi-set

D ⊆ R × (R ∪ {+∞}) with p points in R2 and q points in R × {+∞} can
be ordered in non-decreasing order, and D can be represented as a vector in
R2p+q. In the following, we assume that such an order is given and fixed. As
a consequence, denoting by FiltK the set of vectors in R|K| defining a filtration
on K, the persistence map Pers : FiltK → R|K| that assigns to each filtration
of K its persistence diagram consists in a permutation of the coordinates of
R|K|. This permutation is constant on the set of filtrations that define the same
preorder on the simplices of K. This leads to the following statement.

Proposition 3.2. Given a finite simplicial complex K, the map Pers : FiltK ⊆
R|K| → R|K| is semi-algebraic, and thus definable in any o-minimal structure.
Moreover, there exists a semi-algebraic partition of FiltK such that the restric-
tion of Pers to each element of this partition is a Lipschitz map.

Proof. As K is finite, the number of preorders on the simplices of K is finite. Let
� be a preorder on simplices of K, induced by some equalities and inequalities
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between the coordinates of R|K|. Then, the set of filtrations F ∈ FiltK such
that F gives rise to a preorder equal to � is a semi-algebraic set. It follows
that FiltK is a semi-algebraic set that admit a semi-algebraic partition such
that the restriction of the persistence map Pers to each component is a constant
permutation.

Now, from the stability theorem for persistence [CdSGO16], the persistence
modules induced by two filtrations F1, F2 ∈ FiltK are ε-interleaved where ε is
the sup norm of the vector F2 − F1. As a consequence, the restriction of Pers
to each component of the above mentioned semi-algebraic partition of FiltK is
clearly 1-Lipschitz with respect to the sup norm in R|K|.

Since there exists a finite semi-algebraic partition of FiltK on which Pers
is a locally constant permutation, the subdifferential of Pers is well-defined
and obvious to compute: each coordinate in the output (i.e., the persistence
diagram) is a copy of a coordinate in the input (i.e., the filtration values of the
simplices). This implies that every partial derivative is either 1 or 0. The output
can be seen as a reindexing of the input, and this is indeed how we implement it
in our code, so that automatic differentiation frameworks (PyTorch, TensorFlow,
etc.) can process the function Pers directly and do not need explicit gradient
formulas—see Section 5.

Corollary 3.3. Let K be a finite simplicial complex and Φ: A → R|K| be a
definable (in a given o-minimal structure) parametrized family of filtrations.
The map Pers ◦ Φ: A→ R|K| is definable.

Note that according to the remark following Proposition 3.2, if Φ is differ-
entiable, the subdifferential of Pers ◦ Φ can be easily computed in terms of the
partial derivatives of Φ using, for example, Equation (3.1).

It also follows from standard finiteness and stratifiability properties of de-
finable sets and maps that Pers ◦ Φ is differentiable almost everywhere. More
precisely, we have the following result.

Proposition 3.4. Let K be a finite simplicial complex and Φ: A → R|K| a
definable parametrized family of filtrations. Then there exists a finite definable
partition of A, A = S tO1 t · · · tOk such that

(1) dimS < dimA := m;

(2) for any i = 1, . . . , k, Oi is a definable manifold of dimension m and Pers◦
Φ: Oi → D is differentiable.

3.3 Examples of definable families of filtrations

Below we provide a few examples of common families of filtrations that turn
out to be semi-algebraic or definable in a more general o-minimal structure.

Example 3.5 (Vietoris-Rips filtrations). The family of Vietoris-Rips filtrations
built on top of sets of n points x1, . . . , xn ∈ Rd is the semi-algebraic parametrized
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family of filtrations

Φ: A = (Rd)n → R|∆n| = R2n−1,

where ∆n is the simplicial complex made of all the faces of the (n−1)-dimensional
simplex, defined, for any (x1, . . . , xn) ∈ A and any simplex σ spanned by a sub-
set J ⊆ {1, . . . , n}, by

Φσ(x) = max
i,j∈J

‖xi − xj‖.

One can easily check that the permutation induced by Pers is constant on the
connected components of the complement of the union of the subspaces Si,j,k,l =
{(x1, . . . , xn) : ‖xi − xj‖ = ‖xk − xl‖} over all the 4-tuples (i, j, k, l) such that
at least 3 of the 4 indices i, j, k, l are distinct.

This example naturally extends to the case of Vietoris-Rips-like filtrations in
the following way. Let A ⊂Mn(R) be the set of n×n symmetric matrices with
non-negative entries and 0 on the diagonal1. This is a semi-algebraic subset of
the space of n-by-n matricesMn(R) ' Rn2

, of dimension m = (n−1)(n−2)/2.
The map Φ: A→ R|∆n| = R2n

defined by

Φσ(M) = max
i,j∈J

mi,j

for any M = (mi,j)1≤i,j≤n ∈ A and any simplex σ spanned by a subset
J ⊆ {1, . . . , n}, is a semi-algebraic family of filtrations. Note that the set S
of Proposition 3.4 can be chosen to be the (m − 1)-dimensional semi-algebraic
set of matrices with at least 2 entries that are equal.

Example 3.6 (Weighted Rips-filtrations). Weighted Rips filtrations are a gen-
eralization of Vietoris-Rips filtrations where weights are assigned to the vertices
of the simplicial complex. Given a set of n points x1, . . . , xn ∈ Rd and a function
f : Rd → R, the family of weighted Rips filtrations Φ: A = (Rd)n → R|∆n| =
R2n

associated to f is defined for any simplex σ spanned by J ⊆ {1, . . . , n} by

• Φσ(x) = 2f(xj) if σ = [j];

• Φσ(x) = max(2f(xi), 2f(xj), ‖xi − xj‖+ f(xi) + f(xj), if σ = [i, j], i 6= j;

• Φσ(x) = max(Φ[i,j](x), i, j ∈ J) if |J | ≥ 3.

As Euclidean distances between points are semi-algebraic, as well as the max
function, it is clear from this definition that a family of weighted Rips filtrations
is definable as soon as the weight function f is definable.

This example easily extends to the case where the weight function depends
on the set of points Xn = (x1, . . . , xn): the weight at vertex x is defined by
f(Xn, x) with f : (Rd)n × Rd → R. Again, the resulting family of filtrations is
definable as soon as f is definable. A particular example of such a family is

1Note that this set contains the set of matrices of pairwise distances between sets of n
points in metric spaces.
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given by the so-called DTM filtration [ACG+20], where f(Xn, x) is the average
distance from x to its k-nearest neighbors inXn. In this case, f is semi-algebraic,
and the family of DTM filtrations is semi-algebraic.

The o-minimal framework also allows to consider weight functions involving
exponential functions, such as, for instance, kernel-based density estimates with
Gaussian kernel. This is a consequence of the fundamental result of [Wil96] in
o-minimal geometry.

Example 3.7 (Sublevel sets filtrations). Let K be a finite simplicial complex
with n vertices v1, . . . , vn. Any real-valued function f defined on the vertices
of K can be represented as a vector (f(v1), . . . , f(vn)) ∈ Rn. The family of
sublevel sets filtrations Φ: A = Rn → R|K| of functions on the vertices of K is
defined by

Φσ(f) = max
i∈J

fi

for any f = (f1, . . . , fn) ∈ A and any simplex σ spanned by a subset J ⊆
{1, . . . , n}. This filtration is also known as the lower-star filtration of f . The
function Φ is obviously semi-algebraic, and for Proposition 3.4 it is sufficient to
choose S =

⋃
1≤i<j≤n{f = (f1, . . . , fn) ∈ A : fi = fj}.

4 Minimization of functions of persistence

Using the same notation as in the previous section, recall that the space of
persistence diagrams associated to a filtration of K is identified with R|K[ =
(R2)p ×Rq, where each point in the p copies of R2 is a point with finite coordi-
nates in the persistence diagram and each coordinate in Rq is the x-coordinate
of a point with infinite persistence.

Definition 4.1. A function E : R|K| = (R2)p × Rq → R is called a function
of persistence if it is invariant to permutations of the points of the persistence
diagram: for any (p1, . . . , pp, b1, . . . , bq) ∈ (R2)p×Rq and any permutations α, β
of the sets {1, . . . , p} and {1, . . . , q}, respectively, one has

E(pα(1), . . . , pα(p), bβ(1), . . . , bβ(q)) = E(p1, . . . , pp, b1, . . . , bq).

Remark 4.2. It follows from the persistence stability theorem [CdSGO16] that
if a function of persistence E is locally Lipschitz, then the composition E ◦Pers
is also locally Lipschitz.

If E : R2p+q = R|K| → R is a definable function of persistence, then for any
definable parametrized family of filtrations Φ: A ⊆ Rd → R|K|, the composition
L = E ◦ Pers ◦ Φ: A → R is also definable. As a consequence, it has a well-
defined subgradient. Building on a recent result from [DDKL20], the aim of this
section is to show that stochastic subgradient descent applied to L converges
almost surely to a critical point under mild conditions on L. We show that these
conditions are satisfied for a wide variety of examples commonly encountered in
Topological Data Analysis.
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4.1 Stochastic gradient descent

To minimize L, we consider the differential inclusion

dz

dt
∈ −∂L(z(t)) for almost every t,

whose solutions z(t) are the trajectories of the gradient of L. They can be
approximated by the standard stochastic subgradient algorithm given by the
iterations of

xk+1 = xk + αk(yk + ζk), yk ∈ ∂L(xk), (4.1)

where ∂L denotes the subgradient of L, the sequence (αk)k is the learning rate,
and (ζk)k is a sequence of random variables. In [DDKL20], the authors prove
that under mild technical conditions on these two sequences, the stochastic
subgradient algorithm converges almost surely to a critical point of L as soon
as L is locally Lipschitz.

More precisely, consider the following assumptions (which correspond to
Assumption C in [DDKL20]):

(1) for any k, αk ≥ 0,
∑∞
k=1 αk = +∞, and

∑∞
k=1 α

2
k < +∞;

(2) supk ‖xk‖ < +∞, almost surely;

(3) denoting by Fk the increasing sequence of σ-algebras Fk = σ(xj , yj , ζj , j ≤
k), there exists a function p : Rd → R which is bounded on bounded sets
such that almost surely, for any k,

E[ζk|Fk] = 0 and E[‖ζk‖2|Fk] < p(xk).

These assumptions are standard and not very restrictive. Assumption (1)
depends on the choice of the learning rate by the user and is easily satisfied,
e.g., taking αk = 1/k. Assumption (2) is usually easy to check for most of the
functions L encountered in practice (see below). Assumption (3) is a standard
condition, which states that, conditioned upon the past, the variables ζk have
zero mean and controlled moments; e.g., this can be achieved by taking a se-
quence of independent and centered variables with bounded variance that are
also independent of the xk’s and yk’s.

Under these assumptions (1), (2), and (3), the following result is an imme-
diate consequence of Corollary 5.9 in [DDKL20].

Theorem 4.3. Let K be a finite simplicial complex, A ⊆ Rd, and Φ: A →
R|K| a parametrized family of filtrations of K that is definable in an o-minimal
structure. Let E : R|K| → R be a definable real-valued function defined on the
space of persistence diagrams such that L = E ◦ Pers ◦ Φ is locally Lipschitz.
Then, under the above assumptions (1), (2), and (3), almost surely the limit
points of the sequence (xk)k obtained from the iterations of Equation (4.1) are
critical points of L and the sequence (L(xk))k converges.
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The above theorem provides explicit conditions ensuring the convergence of
stochastic gradient descent for functions of persistence. The main criterion to
be checked is the local Lipschitz condition for L. From Remark 4.2, it is enough
to check that Φ and E are Lipschitz. Regarding Φ, while it is obvious for Rips,
Čech, DTM, etc. filtrations on finite point clouds, it is not as naturally satisfied
by the alpha-complex filtration, where 3 points with diameter 1 can create an
edge and a triangle with an arbitrarily large filtration value. However, such
large filtration values only ever participate in persistence intervals of length 0
(points on the diagonal of the diagram): indeed, the alpha-complex filtration
and the Čech filtration have the same persistence diagram, if we ignore the
diagonal. Filtering out 0-length intervals from the alpha-complex thus gives a
locally Lipschitz function and can be seen as a technical detail of computing the
Čech filtration.

4.2 Examples of locally Lipschitz functions of persistence

Now, regarding the function E, many functions of persistence considered in
the literature are Lipschitz or locally Lipschitz, as illustrated by the following,
non-exhaustive, list of examples.

Example 4.4 (Total persistence). The total persistence function E is the sum
of the distances of each point of a persistence diagram with finite coordinates
to the diagonal: given a persistence diagram represented as a vector in R2p+q,
D = ((b1, d1), . . . , (bp, dp), e1, . . . , eq),

E(D) =

p∑
i=1

|di − bi|.

Thus, E is obviously semi-algebraic, and thus definable in any o-minimal struc-
ture. It is also Lipschitz.

Example 4.5 (Wasserstein and bottleneck distance). Given a persistence dia-
gram D0, the bottleneck distance between the regular part of a diagram D and
the regular part of D∗ (see Definition 2.2) is given by

E(D) = dB(Dreg, D
∗
reg) = min

matching m
max

(p,p∗)∈m
||p− p∗||∞,

where, denoting ∆ = {(x, x) : x ∈ R} the diagonal in R2, a matching m is a
subset of (Dreg∪∆)× (D∗reg∪∆) such that every point of Dreg \∆ and D∗reg \∆,
appears exactly once in m. One can easily check that the map E is semi-
algebraic, and thus definable in any o-minimal structure. It is also Lipschitz.
This property also extends to the case where the bottleneck distance is replaced
by the so-called Wasserstein distance Wp with p ∈ N [CSEHM10]. Optimiza-
tion of these functionals E and other functionals of bottleneck and Wasserstein
distances have been used, for example, in shape matching in [PSO18], see also
the example on 3D shape in Section 5.
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Example 4.6 (Persistence landscapes [Bub15]). To any given a point p =
(x, y) ∈ R2 with x = b+d

2 and y = d−b
2 , associate the function Λp : R → R

defined by

Λp(t) =


t− x+ y t ∈ [x− y, x]

x+ y − t t ∈ (x, x+ y]

0 otherwise

=


t− b t ∈ [b, b+d2 ]

d− t t ∈ ( b+d2 , d]

0 otherwise.

Given a persistence diagram D, the persistence landscape of D is a summary of
the arrangement of the graphs of the functions Λp, p ∈ D:

λD(k, t) = k -max
p∈dgm

Λp(t), t ∈ [0, T ], k ∈ Z+,

where k -max is the kth largest value in the set, or 0 when the set contains less
than k points. An interesting property of persistence landscapes is that the map
from the space of persistence diagrams endowed with the bottleneck distance to
the vector space of real-valued functions on Z+×R endowed with the sup norm
is 1-Lipschitz—see [Bub15] or [CFL+15, Lemma 1].

Given a positive integer k, a finite set {t1, . . . , tn} ⊂ R, and a finite simplicial
complex K, the map that associates the vector (λD(k, t1), . . . , λD(k, tn)) to
each persistence diagram D of a filtration of K is clearly semi-algebraic. As
a consequence, Theorem 4.3 applies to any locally Lipschitz definable function
E : Rn → R composed with the map D 7→ (λD(k, t1), . . . , λD(k, tn)). Functions
of landscapes have been used, for example, to design topological layers in neural
networks [KKZ+20].

Example 4.7 (Persistence surfaces [AEK+17]). Given a weight function w : R2 →
R+ and a real number σ > 0, the persistence surface associated to a persistence
diagram D is the function ρD : R2 → R defined by

ρD(q) =
∑
p∈D

w(p) exp

(
−‖q − p‖

2

2σ2

)
.

The definition of ρD only involves algebraic operations, the weight function w,
and exponential functions. Thus, it follows from [Wil96] that if w is a semi-
algebraic function, K is a finite simplicial complex, and {q1, . . . , qn} is a finite
set of points in R2, then the map that associates the vector (ρD(q1), . . . , ρD(qn))
to each persistence diagram D of a filtration of K is definable in some o-minimal
structure. In [AEK+17], the authors provide explicit conditions under which the
map from persistence diagrams to persistence surfaces is Lipschitz.

Persistence surfaces belong to the set of linear representations of persistence
diagrams [CD18], which includes many other ways to vectorize persistence dia-
grams. In [DL19], the authors give explicit conditions for such representations
to be locally Lipschitz.
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5 Implementation and numerical illustrations

We showed in Sections 3 and 4 that the usual stochastic gradient descent pro-
cedure of Equation (4.1) enjoys some convergence properties for persistence
diagrams and persistence-based functions. This means in particular that the
algorithms available in standard libraries such as TensorFlow, which implement
stochastic gradient descent among other optimization methods, can be lever-
aged and used as is for differentiating persistence diagrams, while still ensuring
convergence. The purpose of this section is to demonstrate that our code, based
on Gudhi and TensorFlow, can be readily used for several different persistence
optimization tasks that were presented in the literature. Our code is publicly
available online2, as well as some other code for generating the images presented
below. In the following, we describe a few optimization tasks that were studied
in Topological Data Analysis.

Point cloud optimization. A toy example in topological optimization is to
modify the positions of the points in a point cloud so that its homology is
maximized [GNDS20, GHO16]. In this paragraph, we present two numerical
experiments in this vein.

In our first experiment, we start with a point cloud X sampled uniformly
from the unit square S = [0, 1]2, and optimize the point coordinates, so that the
loss L(X) = P (X)+T (X) is minimized, where T (X) := −

∑
p∈D ‖p−π∆(p)‖2∞

is a topological penalty, D is the 1-dimensional persistence diagram associated
to the Vietoris-Rips filtration of X, and π∆ stands for the projection onto the
diagonal ∆, and where P (X) :=

∑
x∈X d(x, S) is a penalty term ensuring that

the point coordinates stay in the unit square. Using this loss ensures that holes
are created within the point cloud so that the cardinality of the persistence
diagram D is as large as possible, while constraining the points to stay in a
fixed region S of the Euclidean plane. Another effect of the penalty P (X) is
to flatten the boundary of the created holes along the boundary of S. See the
first row of Figure 5.1. It is important to note that without the penalty P (X),
convergence is very difficult to reach since inflating the point cloud with dilations
can make the topological penalty T (X) arbitrarily small.

In our second experiment, we start with a noisy sample X of the circle
with three outliers and use the loss L(X) = W2(D,D∗)2, where W2 stands
for the Wasserstein distance (see Example 4.5), D is the 0-dimensional persis-
tence diagram associated to the Vietoris-Rips filtration of X, and D∗ is the
0-dimensional persistence diagram associated to the Vietoris-Rips filtration of a
clean (i.e., with no noise nor outliers) sample of the circle. See the second row of
Figure 5.1. It is interesting to note that when one does not use extra penalties,
optimizing only topological penalties can lead to funny effects: as one can see
on the lower middle of Figure 5.1, the circle got disconnected, and one of the
outliers created a small path out of the circle during optimization.

2https://github.com/MathieuCarriere/difftda
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Figure 5.1: Upper row: Random point cloud initialization, before (left) and
after (middle) optimization, and corresponding loss function (right). Lower
row: Noisy circle initialization with outliers, before (left) and after (middle)
optimization, and corresponding loss function (right).

Image processing. Another task presented in [GNDS20] is related to image
processing. In this experiment, we optimize the 0-dimensional homology asso-
ciated to the pixel values of a digit binary image I with noise (see Figure 5.2,
upper left). Since noise can be detected as unwanted small connected com-
ponents, we use the loss L(I) = P (I) + T (I), where T (I) :=

∑p
i=1 |di − bi|

is the total persistence penalty, Dreg = {(b1, d1), . . . , (bp, dp)} is the finite 0-
dimensional persistence diagram of the cubical complex associated to I, and
P (I) :=

∑
p∈I min{|p|, |1− p|} is a penalty forcing the pixel values to be either

0 or 1. As can be seen from Figure 5.2, using the two penalties is essential: if
only P (I) is used, the noise is amplified (lower left), and if only T (I) is used,
the noise does not quite disappear, and paths are created between the noise and
the central digit to ensure the corresponding connected components are merged
right after they appear (lower middle). Note that this funny behavior which
appears when penalizing topology alone is similar to what was observed in ex-
periments where persistence was used to simplify functions [AGH+09]. Using
both penalties completely remove the noise (lower right) in two steps: firstly
topology is optimized, and then the paths created by optimizing T (I) are re-
moved by optimizing P (I). This two step process can also be observed on the
loss function (upper middle) and the sequence of optimized persistence diagrams
of the image (upper right).

3D shape processing. In [PSO18], persistence optimization is used for modi-
fying functions defined on 3D shapes. More specifically, given a 3D shape S, one
is interested in optimizing a function F : V (S)→ R, defined on the vertices V (S)
of S, so that the Wasserstein distance between the persistence diagram associ-
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Figure 5.2: Image before (upper left) and after (lower row) optimization for
various penalties. When both T (I) and P (I) are used, we also show the corre-
sponding loss function (upper middle) and the sequence of persistence diagrams
(upper right) with blue points being the initial persistence diagram, and red
ones being the fully optimized persistence diagram.

ated to F and D∗ is minimized, where D∗ is a target persistence diagram (which
either comes from another function G : S → R, or is defined by the user). In this
experiment, we minimize the loss L(F ) = T (F ), where T (F ) := W2(D,D∗)2,
that is, the Wasserstein distance between the 0-dimensional persistence dia-
gram D associated to the sublevel set of a function F—initialized with the
height function, see Figure 5.3 (upper left)—of a human 3D shape, and a tar-
get persistence diagram D∗ which only contains a single point with the same
coordinates as the point in the persistence diagram of the height function of
the shape S corresponding to the right leg. This makes the function values to
force the two points in D corresponding to the hands of S to go to the diagonal,
by creating paths between the hands and the hips (upper middle). It is worth
noting that these path creations come from the fact that we only used a topo-
logical penalty in the loss: in [PSO18], the authors ensure smoothness of the
resulting function by forcing it to be a linear combination of a first few eigen-
functions of the Laplace-Beltrami operator on the 3D shape. We also display
the sequence of optimized persistence diagrams in Figure 5.3 (lower row), from
which it can be observed that the optimization is piecewise-linear, which reflects
the fact that the persistence map has an associated semi-algebraic partition, as
per Proposition 3.2.

Linear regression. Our last experiment comes from [GNDS20], in which the
authors use persistence optimization in a linear regression setting. Given some
dataset X ∈ Rn×p and ground-truth associated values Y ∈ Rn computed as
Y = X ·β∗+ ε, where β∗ ∈ Rp is the vector of ground-truth coefficients and ε is

15



Figure 5.3: 3D shape before (upper left) and after (upper right) optimization,
and corresponding loss function (lower left). Note how paths of low function
values were created between the hips and the hands. We also show the sequence
of persistence diagrams (lower middle and right) with blue points being the
initial persistence diagram, and red ones being the fully optimized persistence
diagram. Note how optimization trajectories look piecewise-linear.

some high-dimensional Gaussian noise, one can leverage some prior knowledge
on the shape of β to penalize the coefficients with bad topology. In particular,
when using β∗ with three peaks, as in Figure 5.4 (left), we use the loss L(β) =
P (β) +TV (β) +T (β), where T (β) :=

∑p
i=1 |di− bi|, D̃ = {(b1, d1), . . . , (bp, dp)}

is the 0-dimensional persistence diagram of the sublevel sets of β, minus the
three most prominent points, TV (β) =

∑
i |βi+1−βi| is the usual total variation

penalty (which can also be interpreted as a topological penalty as it corresponds
to the total persistence of the so-called extended persistence [CSEH09] of the
signal), and P (β) :=

∑
i |xi · β − yi|2 is the usual mean-square error (MSE).

We optimized β with the MSE alone, then MSE plus total variation, then MSE
plus total variation plus topological penalty, and we generated new MSE values
from new randomly generated test data, see Figure 5.4 (right). It is interesting
to note that using all penalties lead to the best result: using MSE alone leads
to overfitting, and adding total variation smooths the coefficients a lot since
β is initialized with random values. Using all penalties ends up being a right
combination of minimizing the error, smoothing the signal, and getting to the
right shape of β.

16



Figure 5.4: Regression coefficients after optimization for various penalties (left),
and corresponding loss function when all penalties are used (middle). General-
ization performance is increased by using all penalties, since the MSE on various
randomly generated test sets is largely decreased (right).

6 Conclusion

In this article, we demonstrated that all previous works for optimizing topol-
ogy in the literature could be incorporated into our theoretical framework. In
particular, we obtained convergence results for very general classes of functions
with topological flavor computed with persistence theory, and provided corre-
sponding code that one can use to reproduce previously introduced topological
optimization tasks. For future work, we are planning to further investigate
tasks related to classifier regularization in ML [CNBW19], and to improve on
computation time using, e.g., vineyards [CSEM06].
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Inakoshi, Raphaël Tinarrage, and Yuhei Umeda. DTM-based Fil-
trations. In Topological Data Analysis, pages 33–66. Springer,
2020.

[AEK+17] Henry Adams, Tegan Emerson, Michael Kirby, Rachel Neville,
Chris Peterson, Patrick Shipman, Sofya Chepushtanova, Eric
Hanson, Francis Motta, and Lori Ziegelmeier. Persistence im-
ages: A stable vector representation of persistent homology. The
Journal of Machine Learning Research, 18(1):218–252, 2017.

[AGH+09] Dominique Attali, Marc Glisse, Samuel Hornus, Francis Lazarus,
and Dmitriy Morozov. Persistence-sensitive simplification of func-
tions on surfaces in linear time. TOPOINVIS, 9:23–24, 2009.

[BCY18] Jean-Daniel Boissonnat, Frédéric Chazal, and Mariette Yvinec.
Geometric and topological inference, volume 57. Cambridge Uni-
versity Press, 2018.
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