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ABSTRACT
In situ analysis and visualization have mainly been applied to the
output of a single large-scale simulation. However, topics involving
the execution of multiple simulations in supercomputers have only
received minimal attention so far. Some important examples are
uncertainty quantification, data assimilation, and complex opti-
mization. In this position article, beyond highlighting the strengths
and limitations of the tools that we have developed over the past
few years, we share lessons learned from using them on large-scale
platforms and from interacting with end users. We then discuss
the forthcoming challenges, which future in situ analysis and vi-
sualization frameworks will face when dealing with the exascale
execution of multiple simulations.
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1 INTRODUCTION
The focus of in situ analysis has largely been exploratory analysis
of the output of a single large-scale simulation [9]. This is clearly
observed when looking at the applications of the most popular
in situ visualization libraries, Catalyst [4] and Libsim [20]. The
technical literature typically presents the case where a single large
simulation struggles with the I/O bottleneck. Leveraging in situ
approaches, like Catalyst or Libsim, enables to alleviate this I/O
problem by processing and reducing data close to their production
source, before being written to disk, so as to reduce the need for
storage.

In section 2 we summarize important developments that have
been performed by the in situ community. However, it is clear
that, in all the years of evolution of in situ technologies, an un-
derlying assumption exists: a single large-scale simulation is run,
this generates several problems, either technical or methodological,
and the community tackles these problems. This position paper
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analyzes the challenges and opportunities for extending in situ
processing beyond a single large-scale simulation, considering use
cases where the analysis needs to combine data from multiple sim-
ulation runs (also commonly called ensemble run). Such use-cases
are becoming more commonwith the need to sample the simulation
behavior within some parameter ranges for extracting knowledge
using statistical or machine learning based methods, combined with
the availability of large supercomputers capable today of running
thousands of large simulation instances. Each simulation being
potentially large, the amount of data generated by multiple runs
is huge, leading to a pressing need for frugal I/O solutions like in
situ processing. In this paper, we analyze the challenges and oppor-
tunities that multi-simulation analytics represents for the in situ
community. This category of applications calls for the development
of novel in situ solutions.

In the following: Section 2 presents related work; Section 3 in-
troduces several important examples where multi-run simulations
are of fundamental importance; Section 4 describes lessons learned
from the development of the open-source software Melissa (Mod-
ular External Library for In Situ Statistical Analysis)[42], which
already deals with multi-run simulations in the context of large
scale uncertainty quantification; Section 5 discusses the challenges
associated to the in-situ treatment of multi-run simulations; A short
conclusion and a bibliography section end up the chapter.

2 RELATEDWORK
Before dedicated visualization libraries existed, in situ visualization
was possible but very cumbersome, examples are the visualization of
large-scale combustion simulations in 2010 [43] or the visualization
of a trillion particle simulation in 2012 [10]. This is the reason
why finding standardized solutions for the struggling case of large
simulations have historically been driving the in situ community.

Catalyst [4] and Libsim [20] are examples of these standardized
solutions. These libraries are compiled and linked to the solver and
thus access the same computer resources and memory addresses
than the simulations (see for instance [36] or [11] for examples
concerning computational fluid dynamics). They indeed alleviate
the I/O bottleneck but this tightly-coupled paradigm also presents
some disadvantages, for instance an error in the visualisation library
could propagate and block the solver. Thus the in situ community
developed the so-called loosely-coupled paradigm, also commonly
called in transit processing, which can be defined (from [19]) as
when the simulation transfers data over the network to a separate
set of processing or visualization nodes. Reference [29] gives some
examples of in transit visualizations. Again, in transit techniques
were studied for the single large simulation case.

Another aspect of in situ visualization that has received attention
is the visualization pipeline, usually defined in a python script, that
needs to be defined prior to the simulation run. This introduces
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rigidity in the methodology, in the sense that the visualization oper-
ations must be a priori defined, preventing the post-hoc exploratory
analysis of the simulations results. Several strategies have been pro-
posed to alleviate this problem. One possible solution is the use of
steering for interacting with scientific simulations while they are
executing [18]. This solution introduces flexibility because the visu-
alization operations can be changed while the simulation is being
performed. This approach is implemented in Catalyst and Libsim.
Another popular solution is Cinema [2], where in situ visualization
tools create an “image database” as a way to save a highly com-
pressed sample of the simulation results. Then, a post-hoc viewer
allows the user to browse and interact with the collection of pre-
computed images, possibly changing some rendering parameters.

In the recent past years, in situ visualization became more and
more mature. Then authors started to be interested in how to use
the in situ paradigm to perform not only visualization but other
kind of analysis on the simulation outputs. This requires the devel-
opment of shared data models that can be used for both simulation
and visualization/analysis alike [9]. Efforts to standardize the data
models have been performed, important examples are Alpine [22],
ADIOS [25], and SENSEI [5]. This naturally leads to the interac-
tion of in situ techniques with computation workflows. Decaf [15],
Damaris [13], FlowVR [16] or DataSpace [12] are examples of frame-
works designed to support flexible workflows that can combine
data processing and visualization, being in situ, in transit or a mix
of both.

But so far the in situ community has clearly focused on process-
ing on-line the data produced by a single simulation run. A few
papers have stressed uses-cases requiring efficient, I/O savy, multi
simulations data analysis that we discuss with a general perspective
in the following section.

3 MULTI SIMULATION DATA PROCESSING
USE CASES

We identify three main categories of applications relying on multi-
ple simulation runs, namely uncertainty quantification, data assim-
ilation and complex optimization. The two first ones are identified
as important techniques by Jim Gray in The Fourth Paradigm of
Scientific Discovery [17]. Complex optimization can take different
forms that we also discuss.

3.1 Uncertainty Quantification
Uncertainty quantification (UQ) is the science of quantitative char-
acterization and reduction of uncertainties. In the context of in situ
techniques, we refer to computational uncertainties of numerical
simulations. Several ways of defining and classifying uncertainties
exist, a quite general one being the difference between epistemic
and aleatoric uncertainty. A more practical classification refers to
the element where the uncertainty is considered. For instance a
mathematical model can be considered uncertain, or the input pa-
rameters of a solver of differential equations can be considered
uncertain. This uncertainty is what is commonly found when deal-
ing with numerical simulations.

The ability to fully quantify uncertainty in high performance
computational simulations provides new capabilities for verification

and validation of simulation codes [17]. Moreover, reducing uncer-
tainty is needed for regulatory processes or for allowing simulation
based decision making.

Why UQ needs the execution of multiple simulations? The UQ
methodology [41] involves preparing a design of experiments,
which explains how to sample the variables of interest of the sim-
ulation to extract the most information with the lowest computa-
tional costs. The variables of interest are usually values of initial
or boundary conditions, or parameters of the solver. Next, multi-
ple simulations are run, each instance with a different variable set
drawn as defined by the design of experiments. Simulation outputs
are combined through statistical estimators to support the under-
standing of how the outputs are influenced by the variability of
sampled variables. Let consider the use-case presented in [21] to
understand the challenge it represents from an I/O perspective. For
a study with 9 varying paramaters they ran 60 000 simulations on
the Trinity supercomputer, accounting for 34 million core hours
and producing 5 Petabytes of intermediate files.

3.2 Data Assimilation
Data Assimilation (DA) can be viewed as a method for combining
observations with a model state with the objective of improving the
latter [3]. DA is about integrating observations, typically acquired
by on-the-field sensors, with the simulation codes. The general
approach consists in periodically correcting the progress of the
simulation by minimizing the global error obtained from the combi-
nation of the observation and simulation errors. Data assimilation is
particularly used in domains like weather forecast and climate sim-
ulation where numerical models are highly sensible to parameter
values.

Why DA needs the execution of multiple simulations? Two main
approaches are used for DA, variational and statistical. Statistical
DA relies on multiple concurrent simulations to compute an esti-
mate of the numerical model error. Several methods exist depending
on the context for combining the simulation and observation data
and derive steering decisions on the simulations. At the moment,
the most popular statistical method is the Ensemble Kalman Filter
(EnKF).

3.3 Complex Optimization
Complex optimization problems require large computational re-
sources and often the use of multiple simulations. We cite three
examples:

• Shape Optimization consists in finding an optimal shape,
i.e. the shape that minimizes a certain cost functional un-
der some given constraints. In many cases, the functional
being solved depends on the solution of a partial differential
equation defined on the variable domain.
Why shape optimization needs the execution of multiple simu-
lations? The domain of possible solutions can be explored
by repeating simulations, each one considering a different
candidate shape that is tested under the given constraints.
This kind of problem is often not only complex but very
time consuming. An example could be finding the shape of
a boat under specific conditions of sea currents and weather
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conditions. Computational Fluid Dynamics (CFD) simula-
tions could be repeated to find the optimal shape of the boat,
for instance for a minimal use of fuel or for a maximal boat
stability.

• Reinforcement Learning (RL) consists in learning how to
choose a sequence of actions in a given environment (based
on a simulation code) to maximize a cumulative reward crite-
ria. A typical example is to self-learn to play chess. Learning
takes place through an iterative process, where the learning
algorithm intends to progressively build a wining strategy
by submitting actions to an environment and correcting its
strategy according to the environment feedback.
Why reinforcement learning needs the execution of multiple
simulations? To speed-up the learning process multiple envi-
ronments are running in parallel, enabling to explore faster
different scenarios. Themost visible success of RL is probably
AlphaGo Zero that outperformed the best human go-players.
The learning process required to run 4.9 million go games
during 70 hours using 64 GPU workers and 19 CPU parame-
ter servers. Today, in most cases the environment requires
limited compute resources satisfied by a single node and/or
one GPU. But RL is also emerging as an optimization tech-
nique for scientific applications, such as in [44]. We can
expect that training with advanced parallel simulations will
thus require supercomputers.

• Hyper-parameter Tuning for machine learning. A hyper-
parameter is a parameter whose value is used to control
a learning process. Tuning hyper-parameters consists in
choosing a set of optimal hyper-parameters for a learning
algorithm. Automatic approaches for hyper-parameter tun-
ing are today a major research challenge, for instance, for
deep learning.
Why hyper-parameter tuning needs the execution of multi-
ple simulations? Learning a model over a dataset with fixed
hyper-parameters is a computational process that can be
performed in a supercomputer. Finding the best set of hyper-
parameters consists in repeating multiple times the learning
process and compare its final quality via a established crite-
ria.

4 LESSONS LEARNED
Over the last 5 years, we have developed the Melissa framework
for enabling large scale sensitivity analysis from multiple simula-
tion runs1. Please refer to [42] for a description of its architecture.
Combining in transit methods and iterative statistics enabled to
develop an elastic and file-avoiding approach. We share here the
lessons learned through the development and use of Melissa.

4.1 Probes and Subsampling
An ensemble (the results from multiple simulation runs) is multi-
variate, its members (the result from one run) multidimensional
(both in space and time) and multivalued (several quantities such
as temperature, pressure, or velocity are considered). In our inter-
action with users, we observed that the usual way to deal with
ensembles is to limit their size to reduce I/O pressure and facilitate
1https://melissa-sa.github.io/

the post hoc data analysis. Two main techniques are used for this
purpose:

• Subsample the simulation outputs. In general the numerical
simulation is performed at full resolution but the outputs
are subsampled in the temporal/spatial domain.

• Using probes. The analysis is limited to several spatial lo-
cations or probes. This leads to smaller and more tractable
ensembles of functional outputs, typically an ensemble of
curves (see [38] for an example of this strategy).

Tightly-coupled in situ solutions are not directly applicable in
this context because the data from different simulations need to
be combined to compute statistics. On the other side, in transit
solutions, where the intermediate data produced by members are
not saved to disk but rather sent to dedicated staging nodes in
charge of computing these statistics, would enable to bypass the file
system and thus compute results at significantly higher resolution.
However, the memory capabilities of these in transit nodes are
several order of magnitude smaller than the file system. Specific
strategies need to be developed to be able to gather and process
the results from members, while staying within the node memory
capabilities.

4.2 Iterative Statistics Unlock In Transit
Analysis

Computing statistics from 𝑁 samples classically requires 𝑂 (𝑁 )
memory space to store these samples. But if the statistics can be
computed in one-pass (also called iterative, on-line or even parallel),
i.e. if the current value can be updated as soon as a new sample is
available, the memory requirement goes down to 𝑂 (1) space. With
this approach, not only simulation results do not need to be saved,
but they can be consumed in any order, loosening synchroniza-
tion constraints on the simulation executions. This is the key that
enables an in transit approach.

4.3 Design of Experiments and Elasticity
The design of experiments defines how to sample the parameters
of a UQ study. It can go from classical monte carlo sampling to
more advanced approaches. The motivation is to try to keep a good
coverage of the parameter space while reducing the sample size,
i.e. the number of runs. The selected approach can influence the
elasticity, or in other words the capability for asynchronism. Monte
carlo sampling is extremely flexible as drawing a new set of param-
eters is independent from previous samples. The order of member
execution is not constrained. The number of members can be ad-
justed online, according to convergence criteria for instance. Faulty
parameter sets can be replaced with new ones (see subsection 4.4).
In case of a run failure linked to a given parameter choice, the
fault tolerance protocol can replace the faulty run with a new one,
drawing a new set of parameters.

Other designs of experiments can require to increase the granu-
larity of jobs. For instance, Melissa computes Sobol’s indices using
the pick-freeze method, requiring to execute simulations by groups
of P+2 members (P being the number of varying parameters)[42].

https://melissa-sa.github.io/
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4.4 Fault Tolerance and Statistical Sampling
Melissa asynchronous client/server architecture and the iterative
statistics computation enable to support a simple yet robust fault
tolerance mechanism [42]. The protocol fully leverages the fact
that data processing relies on iterative statistics, which enables to
process data produced by members in any order. Thus, a failing
simulation can be restarted independently from the others. Ad-
ditionally, faults mainly come from numerical errors related to a
specific set of input parameters. Restarting the same simulation
usually leads to the same error. However, it is often statistically
valid (in accordance with the design of experiments) to replace the
failing simulation by another one running with a new generated
parameter set.

5 CHALLENGES
In this section, we identify four different challenges to be addresses
to enable high performance multi-simulations data processing:
parallelism, iterative mathematics, software infrastructure, visu-
alisation and monitoring. These encompass and extend the chal-
lenges usually identified for single simulation in situ data process-
ing [14, 34].

5.1 Parallelism
Based on our experience, an important question concerning par-
allelism appears straightforward: is it possible to keep the level of
massive parallelism achieved by Melissa in other cases such us Data
Assimilation or Complex Optimization? For this to be performed,
some specific aspects should be studied:

• Elasticity. Can the proposed solutions enable the dynamic
adaptation of compute resource usage according to availabil-
ity? Data Assimilation needs synchronization points each
time observation data are available for assimilation. Complex
optimization needs feedback on how the objective function
is being reduced. Thus, these two cases present a lower level
of massive parallelism and elasticity than UQ. An important
challenge would consist in finding methods that will utilize
the highest level of concurrent execution respecting the con-
straints that impose synchronizations between simulations.

• Fault Tolerance. Can a failed simulation be substituted by a
different one in the design of experiences without modifying
the result? This is possible for UQ studies. However, is that
also valid, for instance, for optimization problems? It should
be possible for a category of optimization algorithms using
statistical sampling but other methods may not be compati-
ble with such assumptions. Studying how optimization and
DA algorithms allow for fault tolerance is an open question
worth to be studied.

5.2 Iterative Mathematics
The combination of iterative mathematics and in situ techniques is a
game changer because it allows the on-line data aggregation of high-
resolution ensemble runs [42]. Indeed, as soon as each available
simulation provides its results, the current value of the desired
statistic can be iteratively updated. This in transit processing mode
enables to fully avoid storage of intermediate data on disks.

However, this approach implies that the problem to solve can
be expressed in iterative terms, which is not necessarily easy or
even doable. For instance, Melissa currently implements the on-line
computation of quantiles [37]. The iterative computation of quan-
tiles presents mathematical challenges and it is currently an active
research subject. This illustrates that collaboration with mathemati-
cians is often needed to unlock this kind of problems.

Finding iterative optimization or DA algorithms that could be
efficient in an in situ context is a challenge worth to be studied.
Questions such as "What mathematical guarantees can we put on
the resulting analyses?" or "What are the convergence and precision
of the results?" should be answered if we want users to be confident
in the use of in situ techniques in this context.

5.3 Software Infrastructure
A question of practical importance arises for the treatment of multi-
run simulations: should we develop specific platforms for these
new problems or can we re-use/extend existing tools?

We first cite some open questions formulated in [9] concerning
future platforms in this context:

• How can we develop workflows and abstractions that allow
users to handle multiple simultaneous goals? This covers the
aspects of both the technical integration of multiple simulta-
neous workflows as well as the user interface implications
regarding the control of such a complex system.

• How can we support ensembles scaling to a billion members
and beyond and enable an analysis of the resulting high-
dimensional data space?

• How can we develop robust multi-scale and multi-physics
models that are suitable for reliable, reproducible science?
Among other aspects, this requires effective data integration
techniques, which may or may not be transferred from ex-
isting approaches designed for classical post hoc workflows.

Frameworks are available for the different use-cases identified.
Dakota [1], UQLab [27] and OpenTurn[8] for UQ, EnTK [7] and
PDAF [31] for DA, RLlib [23] for Reinforcement Learning, Scikit-
learn [33] or Tune [24]for Hyperparameter search. Some, like RL-
lib, Tune, Sciki-learn and EnTK rely on a emerging generation of
Python based distributed task based programming frameworks,
like Dask [39], Ray [30], Parsl [6] or Radical-Pilot [28], to provide
some level of flexible parallelization. But often scalability is limited,
coupling with large-scale parallel simulations is not supported or
data exchange is file based.

5.4 Visualisation
Uncertainty visualization has been long advocated as one of the
top challenges in visualization [32]. Another challenge of the visu-
alization community has been how to deal with the multivariate
nature of the ensembles [26]. This leaded to the construction of
tools for the post hoc visualization of ensembles (see for instance
[40] or [35]). With the emergence of multi simulation studies (UQ,
DA and complex optimization) at exascale, visualization techniques
for ensembles will certainly need to be revisited and extended.

Furthermore, visualization may also be important in answering
the following question: how can we monitor that these massive
multiple simulations runs are being correctly executed? When, for
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instance, executing 10,000 simulations, using log files or debugging
in order to understand its execution becomes impossible. The mon-
itoring of these complex exascale processes becomes a challenge
for itself.

6 CONCLUSIONS
In the past years, we have developed the open-source software
Melissa targeting in transit analysis for UQ studies. Melissa pro-
poses a new approach to compute statistics at large scale by avoid-
ing to store the intermediate results produced by multiple simula-
tion runs.

We have identified other use cases relying on multiple simula-
tion runs, Data Assimilation (DA) and Complex Optimization (CO),
showing that data analysis for multiple simulations has a growing
importance. Based on the Melissa experience, we have analyzed and
extracted lesson from the treatment of UQ studies. Thus, we have
identified similarities and challenges specific to other scenarios.
Taking an in situ perspective on problems such as DA or CO could
certainly bring innovative solutions.
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