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A B S T R A C T

We present a novel topology-driven method for enhancing the navigation behavior of
agents in virtual environments and crowds. In agent-based crowd simulations, each
agent combines multiple navigation algorithms for path planning, collision avoidance,
and more. This may lead to undesired motion whenever the algorithms disagree on how
an agent should pass an obstacle or another agent.

In this paper, we argue that all navigation algorithms yield a strategy: a set of de-
cisions to pass obstacles and agents along the left or right. We show how to extract
such a strategy from a (global) path and from a (local) velocity. Next, we propose a
general way for an agent to resolve conflicts between the strategies of its algorithms.
For example, an agent may re-plan its global path when collision avoidance suggests a
detour. As such, we bridge conceptual gaps between algorithms, and we synchronize
their results in a fundamentally new way. Experiments with an example implementa-
tion show that our strategy concept can improve the behavior of agents while preserving
real-time performance. It can be applied to many agent-based simulations, regardless of
their specific navigation algorithms. The concept is also suitable for explicitly sending
agents in particular directions, e.g. to simulate signage.

c© 2020. This manuscript version is made available under the CC-BY-
NC-ND 4.0 license: http://creativecommons.org/licenses/by-nc-nd/4.0/.
DOI: https://doi.org/10.1016/j.cag.2020.04.003.

1. Introduction

Simulating the motion of human crowds is a research topic
with many real-world and entertainment applications [1, 2].
Many crowd-simulation techniques are agent-based: they
model each member of the crowd as an intelligent agent with
its own properties and goals. Within this paradigm, it is com-
mon to split an agent’s navigation task into global path planning
(finding an overall route to the goal) and local behavior (follow-
ing this route while avoiding short-term collisions) [3]. Several
mid-term planning algorithms can be added as well [4, 5, 6]. As
such, agents combine navigation algorithms for different pur-
poses, each solving their own ‘level’ of the navigation problem.

∗Corresponding author.
e-mail: wouter.van-toll@inria.fr (Wouter van Toll)

This multi-level navigation approach often works well, but it
can have problems in scenarios with many agents or obstacles.
The algorithms of different levels may give conflicting com-
mands, for example when an agent’s global path runs through a
passage that turns out to be blocked by other agents (as in Fig-
ure 1(b)). The agent is then likely to get stuck, unless the global
and local algorithms actively collaborate to resolve the issue.

Although solutions (e.g. planning a detour or waiting) may
seem obvious to the human eye, it is difficult to detect automat-
ically when navigation algorithms are in conflict. We argue that
this is partly due to a design choice in local algorithms: in each
simulation frame, their outcome is simply a velocity that opti-
mizes local criteria, and not an explicit decision to pass agents
or obstacles on a certain side.
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Fig. 1. We define a navigation strategy as a set of decisions to pass obstacles and agents via the left (red) or right (blue). Left image: A global path yields
a long-term strategy for obstacles. Middle image: A local velocity yields a short-term strategy for nearby agents and obstacles. For the obstacle marked
with ‘!’, the global and local strategies are in conflict. Right image: Our method detects such conflicts and allows the agent to plan a new global path that
complies with its local strategy.

1.1. Goals and contributions

We present a novel topology-inspired approach to improve
agent navigation in crowds. We propose the concept of a navi-
gation strategy: a set of decisions to move around certain obsta-
cles or agents via the left or right. Such a strategy can be com-
puted for various navigation results, such as a global path and
a local velocity. With this unified representation, we can sys-
tematically detect and resolve conflicts between the algorithms
used by an agent. This can yield more responsive agents and
more efficient crowd motion. Figure 1 shows an example: we
can let an agent plan a (global) detour when (local) collision
avoidance suggests this. This kind of synchronization between
algorithms was previously not possible because paths and ve-
locities did not have a common meaning.

Planning a new global path (i.e. re-planning) is a relatively
costly operation that one would prefer to avoid unless it is nec-
essary. A conflict between strategies is an intuitive trigger for
re-planning. By detecting these conflicts, we contribute to an
efficient simulation where agents re-plan at the right time.

Our main contributions are the following:

• We formulate an agent’s navigation behavior as a topolog-
ical strategy amidst obstacles and agents (Section 3.2).

• We show how to obtain such a strategy from a global path
(Section 4.1) and from a local velocity (Section 4.2).

• We present a simulation framework in which path plan-
ning, path following, and collision avoidance collaborate
to resolve conflicts between their strategies (Section 5).

• We generalize this concept to an abstract way for agents to
resolve conflicts between the strategies of arbitrary navi-
gation algorithms (Section 6).

• Via experiments using an example implementation (Sec-
tion 7), we show that this conflict resolution can improve
the crowd’s behavior in several scenarios, without sacrific-
ing real-time performance.

• We also show (in Section 7.4) that our concepts can be
used to easily guide agents in specific directions, e.g. to
simulate the effect of signage in buildings.

We emphasize that we do not propose a new algorithm for
mid-term planning or collision avoidance. Instead, we offer a
fundamentally new way to harmonize existing agent-navigation
algorithms, by assigning a uniform meaning to the choices
made at each level. This concept can be applied to many differ-
ent navigation algorithms and simulation frameworks.

1.2. Extension of previous work

This paper is an extension of a conference publication [7] in
which we used the strategy concept to resolve conflicts between
path following and collision avoidance. In this extended work,
Section 6 generalizes this idea to conflict resolution between
arbitrary navigation algorithms in a more abstract framework.
To demonstrate this, we add an optional mid-term planning al-
gorithm to our implementation (see Appendix A), and we give
agents the option to resolve conflicts at this level as well. In
Section 7, we add this variant of the simulation to our experi-
ments. We also show more scenarios, and we provide a more
thorough analysis of the system’s parameters and performance.

2. Related work

In an agent-based crowd simulation, each member of the
crowd plans a path to its own goal. While traversing their
paths, agents use local algorithms to adjust their motion when
needed. This multi-level approach is the current state of the
art; many such systems have been developed in recent years
[8, 3, 9, 10, 11].

2.1. Global and local navigation

Global navigation concerns the computation of an overall
path through a 2D or 3D environment with static obstacles. To
facilitate this, a navigation mesh subdivides the environment
into regions [12]. Many types of navigation meshes exist that
can be computed automatically [13, 14, 15]. Given a navigation
mesh, agents plan a path on the dual graph of the mesh regions,
using graph search algorithms such as A* [16]. This results in
a sequence of regions for the agent to move through. Within
this sequence, agents can compute a specific geometric curve to
follow. We will use the term (global) path for this curve.
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Local navigation concerns the agent’s motion during the sim-
ulation loop. In each frame of the loop, agents first choose a
point on their global path to move to. This path following in-
duces a preferred velocity vpref per agent [17, 18]. Then, agents
apply collision avoidance to find a velocity vnew that is (ideally)
close to vpref while avoiding nearby obstacles and agents. Col-
lision avoidance is a popular research topic, and increasingly
intelligent solutions have been proposed [19, 20, 21, 22]. Lo-
cal navigation can also entail other tasks, such as letting agents
move together in small groups [23, 24].

The term ‘crowd simulation’ is sometimes used for collision
avoidance alone. However, path following and global planning
are equally important, especially in environments with many
obstacles. Small obstacles could be handled purely locally, but
this only works up to a certain point that is hard to define.
Therefore, we propose a solution where local and global plan-
ning (and potentially other algorithms) can coordinate.

2.2. Extensions and alternatives
In some scenarios (e.g. in the case of high-density crowds),

a ‘regular’ combination of global and local navigation may not
be able to bring each agent to its goal. To improve the behav-
ior in such cases, there have been several attempts to add new
‘levels’ of navigation in-between. We will refer to this idea col-
lectively as mid-term navigation because it conceptually lies be-
tween path planning and collision avoidance. One category of
mid-term algorithms adapts the agent’s preferred velocity based
on local information, such as the crowd density [5] or crowd
flow [6]. Another category refines the agent’s path to include
short-term interactions with other agents [4].

The work by Kapadia et al. [11] also defines several levels of
navigation (down to the level of skeletal animation), and it uses
the results of higher levels to narrow down the search at lower
levels. This is essentially a more detailed version of the navi-
gation hierarchy outlined earlier. Our work focuses specifically
on handling conflicts between levels.

The behavior of agents can also be improved by adding local
information to global planning, such as information about the
crowd density [25, 26, 27]. This makes an existing navigation
algorithm more intelligent instead of adding a new algorithm.

In general, while additional (or more informed) algorithms
can yield improved behavior, the navigation algorithms are still
isolated processes that can produce conflicting strategies. This
paper focuses on resolving this issue.

Another option is to remove the global-local distinction al-
together by adding the agents as ‘obstacles’ to the navigation
graph [28, 29]. This is ideal for dense and (nearly) stationary
crowds, where an agent should actively look for gaps between
other agents. For other use cases, a combination of global and
local planning generally works better. The ‘agents as obstacles’
concept could still be integrated into a traditional framework,
as a mid-term algorithm that plans manoeuvres around agents.

Alternatively to agent-based methods, flow-based simula-
tions model the crowd as a whole that moves along a flow field
[30, 31]. These methods do not suffer from conflicts as much,
but they cannot efficiently model crowds in which all agents
have individual properties and goals. In this paper, we there-
fore focus on agent-based simulations.

2.3. Topology-driven navigation
All agent navigation methods, at every level of detail, have

one common trait: they compute how an agent should move
around objects (which can be agents or obstacles). In this paper,
we propose the concept of a navigation strategy to formalize
exactly this. It allows us to compare the navigation plans of
different levels and to resolve conflicts between them.

Our idea of enriching navigation with topology is not new.
Robotics researchers have added topological constraints to
global [32] and local planning [33], and they have formulated
multi-robot coordination in terms of topological decisions [34].
Our work uses similar ideas, but focuses on the synchronization
between levels of planning, and on the integration into real-time
crowd simulations.

3. Definitions

As in most crowd-simulation research, we approximate
agents by disks. Let AG = {A j}

m−1
j=0 be the set of m agents be-

ing simulated. All agents A j are moving towards their own goal
positions g j, using any combination of navigation algorithms.

We will gradually introduce new symbols throughout this pa-
per. For convenience, a summary of the most important notation
is given in Table 4.

3.1. Environment and navigation mesh
We assume that the simulation takes place in a two-

dimensional environment E with polygonal obstacles and a
polygonal outer boundary, for which we will use the term ‘ob-
stacle’ as well. Let OBS = {Oi}

n−1
i=0 be the set of n obstacles in E,

and let N be the total number of vertices for all obstacles. We
assume that each obstacle Oi is a simple polygon, that the inner
obstacles do not overlap, and that the outer boundary contains
all inner obstacles. (If necessary, such an obstacle representa-
tion can be obtained from a navigation mesh.)

To represent the environment for navigation purposes, we re-
quire a navigation mesh M that subdivides the obstacle-free
space of E into non-overlapping polygonal regions REG =

{Ri}
r−1
i=0 . For any region Ri, all vertices should be on the bound-

ary of an obstacle. Consequently, each boundary segment of Ri

either lies on an obstacle boundary or is shared with another re-
gion R j. We will use the term passage for a boundary segment
shared by two regions. Each passage is a line segment that starts
and ends at an obstacle. Figure 2 shows two possible navigation
meshes for an example environment. Many types of navigation
meshes exist, including ones where the combined complexity
of all regions is O(N).

3.2. Decisions and strategies
We now formalize the concept of a navigation strategy: a

set of decisions to pass obstacles and agents on a certain side.
Later, we will use this definition to assign a common topologi-
cal meaning to the results of global and local planning.

During the simulation, any agent A j that has not yet reached
its goal should navigate around obstacles and other agents, to
which we will collectively refer as objects. A j can decide to
pass any object either via the left or via the right. Formally, let
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Fig. 2. An environment with two possible navigation meshes. Passages are
shown in green. Left: triangulation. Right: local minima of the medial
axis, used in this paper.

D(A j, B) ∈ {L, R, X} be a decision of A j with respect to an object
B:

• D(A j, B) = L if A j intends to pass B via the left (thus keep-
ing B on their right-hand side);

• D(A j, B) = R if A j intends to pass B via the right (thus
keeping B on their left-hand side);

• D(A j, B) = X if A j has not (yet) made a decision for B.

In the figures of this paper, we will use the color red to denote
the decision L, blue to denote the decision R, and gray to denote
X. Note that we can define decisions for both static and dynamic
objects. This difference does not matter conceptually, but it may
inpact how a decision is computed, as we will show in Section 4.

Next, a navigation strategy S (·) for A j is a set of decisions
D(·) with respect to all objects:

S (·)(A j) = {D(·)(A j, B)}B ∈ OBS ∪AG−{A j}

where (·) is an arbitrary subscript to denote the correspondence
between S and D. Throughout this paper, we will use different
subscripts depending on the context, and we will omit the sub-
script when it is not relevant. Also, we will typically omit the
argument A j because A j is always the agent in question.

In terms of coloring, a strategy is an assignment of the col-
ors red and blue to the objects between which the agent wants
to pass, while leaving any irrelevant (or undecided) objects in
gray. Decisions of X do not have to be stored explicitly in a
strategy; for any object that is not mentioned, we will implicitly
assume a decision of X.

Figure 3 shows an example of a strategy. Here, note that the
decision regarding a neighboring agent Ak also depends on the
velocity of Ak. For instance, the agent A4 is blue because it will
have moved to the left before A0 passes it. We will explain this
further in Section 4.2.

In a typical crowd simulation, each agent A j tries to follow a
global path. This path has a corresponding global strategy S G

that usually only concerns static obstacles. Thus, it does not
yet describe how to avoid agents, i.e. DG(A j, Ak) = X for all
other agents Ak. Over time, local navigation algorithms should
determine how to move around agents. This results in one or
more local strategies (one for each algorithm) that change over
time. These local strategies also impose their own decisions for
nearby obstacles, and these decisions may be in conflict with
the global strategy S G.

A0

O0

O1
O2

O3

A1

A2

A3 A4 A5

A6

Fig. 3. A navigation strategy. The agent A0 will move to its goal (green) by
passing obstacles and other agents via the right (outlined in blue) or via the
left (outlined in red). Undecided or irrelevant objects are outlined in gray.

3.3. Comparing strategies

To solve navigation problems, it is useful to define con-
sistency between strategies. First, we say that two decisions
D1(A j, B) and D2(A j, B) for a given object B are inconsistent if
one decision is L and the other is R. Otherwise (i.e. if they are
equal or if either decision is X), the decisions are consistent. We
will use =c to denote consistency and ,c for inconsistency.

Now, let S 1 and S 2 be two full strategies. For any object B
where D1(A j, B) ,c D2(A j, B), we say that S 1 and S 2 have a
conflict. The strategies are consistent if and only if they have
no conflicts, i.e. S 1 =c S 2 iff D1(A j, B) =c D2(A j, B) for all B.
Otherwise, the strategies are inconsistent (S 1 ,c S 2).

The problem from Figure 1 occurs when the strategies of
collision avoidance and path following have an obstacle-related
conflict. Section 5 focuses on resolving conflicts of this type.

3.4. Summary

To summarize, given an agent A j:
• D(·)(A j, B) ∈ {L, R, X} is a navigation decision for A j with

respect to an object B (an obstacle or an agent).

• S (·)(A j) is a navigation strategy for A j, which is a set of
decisions D(·) with respect to all objects.

• Two strategies S 1 and S 2 are inconsistent (S 1 ,c S 2) iff
they have a conflict, meaning that there is an obstacle B for
which D1(A j, B) = L and D2(A j, B) = R (or vice versa).

• In a crowd simulation, each navigation algorithm of A j

yields its own strategy. The purpose of this paper is to
detect and resolve conflicts between these strategies.

4. Obtaining navigation strategies

This section explains how to obtain navigation strategies
from a path and from a velocity. Section 5 will integrate this
into a simulation framework that handles conflicts between an
agent’s navigation algorithms.
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4.1. Converting a path to a strategy
A global planning algorithm computes a path from a start

position s to a goal position g. This path is a curve π : [0, 1] →
R2 through the environment, where π(0) = s and π(1) = g.
The curve does not intersect any obstacles in OBS, but it may
intersect the agents in AG because agents are (usually) not yet
considered in this phase.

We now describe how to obtain a navigation strategy S from
a path π. In other words, we show how π leads to a red/blue
coloring of obstacles. Figure 4 shows an example of a path and
its strategy. Note that the path keeps blue obstacles to its left
and red obstacles to its right, while some obstacles remain gray.

4.1.1. Overview
To convert π to a strategy S , the first step is to find the se-

quence of passages that π traverses in the navigation meshM.
In this paper, we assume thatM was already used to compute
π in the first place. The sequence of passages for π can then
easily be constructed during the path-planning algorithm itself.
(If π is an arbitrary curve that was not computed usingM, one
could compute the passages that π intersects, and remove any
duplicate entries caused by backtracking or loops in the path.)

LetP = {pi}
k−1
i=0 be the sequence of k passages that π traverses.

The example path in Figure 4 visits nine passages. Recall that
each passage pi is a line segment with an obstacle at its left
and right endpoint; let us denote these obstacles by Oi,l and Oi,r

respectively. By traversing pi, the agent will pass Oi,l via the
right (blue) and Oi,r via the left (red). To compute all relevant
navigation decisions D, we check the traversed passages one by
one, and we perform the following steps for each pi:

1. Try to set D(A j,Oi,l) to R; that is, try to give Oi,l the color
blue. (We will explain below what ‘trying to set’ means.)

2. Try to set D(A j,Oi,r) to L; that is, try to make Oi,r red.
3. If pi is not the last passage of P, let Ri be the region to

which pi leads. In the clockwise ordering of passages
bounding Ri, visit all passages between pi and pi+1. The
light-blue passage in Figure 4 is an example of this case.
For each such passage p′, get its left obstacle O′l and try to
set D(A j,O′l) to R.

4. Symmetrically, visit all passages in the counter-clockwise
ordering between pi and pi+1. Examples are the pink pas-
sages in Figure 4. For each such passage p′, get its right
obstacle O′r and try to set D(A j,O′r) to L.

This results in a strategy S , implicitly augmented with
D(A j, B) = X for any undecided object B. If the boundaries of
regions can be traversed via pointers (next/prev/twin), we can
compute S in O(N′) time, where N′ is the total complexity of
the regions that π visits.

4.1.2. Handling ambiguities
We use the term ‘try to set’ instead of ‘set’ because an obsta-

cle O might occur as both a left and right obstacle at different
points along the path. The outer boundary of Figure 4 is an
example of this. In such cases, we want to set D(A j,O) to X,
as we cannot use either L or R along the whole path. So, in the
discussion above, ‘try to set D(A j,O) to R’ is defined as follows:

p0

p1

p2

p3

p4

p5

p6
p7

p8O0,l

O1,r

O1,l

O2,l

O8,l

...

O8,r

O2,r

O0,r

O3,r

O7,r

...

Fig. 4. A global path (the dashed curve) and its navigation strategy, ob-
tained from the relevant passages (in green) and their neighboring passages
(in light blue and pink).

• If D(A j,O) has not yet been set before, set it to R.

• If D(A j,O) was already set to L, set it to X.

• If D(A j,O) was already set to R or X, then it stays that way.

The definition for the decision L is symmetric.

4.2. Converting a velocity to a strategy

In each simulation frame, every agent A j performs local al-
gorithms for e.g. path following and collision avoidance. Each
algorithm computes a velocity that is used in a certain way. To
detect conflicts between algorithms, we need to convert their
velocities to strategies.

We now explain how to obtain a navigation strategy S for
an arbitrary velocity v. That is, we show how to compute a
red/blue coloring of nearby objects assuming that agent A j uses
the velocity v for a certain amount of time. We focus on non-
zero velocities. If ||v|| = 0, the agent A j does not really ‘navi-
gate’, and we can (implicitly) use D(A j, B) = X for all B.

In the following discussion, ab denotes the line segment be-
tween two points a and b, and ∠(u, v) denotes the angle (in
radians) between two vectors u and v. Let p be the current po-
sition of agent A j, and let τ be the time window, a parameter
that we will set in Section 5. In τ seconds, the velocity v will
send A j to position p′ = p + v · τ.

4.2.1. Neighboring objects
The short-term use of a velocity only affects objects that are

nearby. Similarly to collision-avoidance algorithms, we con-
sider nearby agents and nearby obstacle segments. Thus, we
treat the boundary segments of obstacles as separate entities.
Appendix A specifies how we find these neighboring objects
in our implementation. For each neighboring object, we deter-
mine a navigation decision. The final strategy S consists of all
these decisions, (again) implicitly augmented with X for unhan-
dled objects.
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4.2.2. Decision for a neighboring agent
Figure 5(a) shows how the segment pp′ divides the vicinity

of A j into four areas: back (aB), front (aF), left (aL), and right
(aR). For a neighboring agent Ak with position pk and velocity
vk, let p′k = pk + vk · τ be the predicted position of Ak after τ
seconds. We define the decision D(A j, Ak) as follows:

• If pk lies in aB, then Ak starts behind A j, so A j does not
actively pass it (anymore). Thus, D(A j, Ak) = X.

• If p′k lies in aF , then Ak ends up in front of A j, so A j does
not pass it (yet). Thus, D(A j, Ak) = X.

• Otherwise, if pp′ and pkp′k intersect at some point x, let
t be the time after which A j will reach x. The decision
depends on the position of Ak at that time, i.e. on p′′k =

pk + vk · t:

– If p′′k lies exactly on pp′, then D(A j, Ak) = X.

– If p′′k lies in aL, then D(A j, Ak) = R.

– If p′′k lies in aR, then D(A j, Ak) = L.

• Otherwise, pkp′k lies fully or partly in either aL or aR.

– If pkp′k overlaps with aL, then D(A j, Ak) = R.

– If pkp′k overlaps with aR, then D(A j, Ak) = L.

Our definition ignores whether A j and Ak are on collision
course. Even if v would lead to a collision, it is useful to know
which navigation decision A j is most likely to have in mind.

4.2.3. Decision for a neighboring obstacle segment
For obstacle segments, different segments of the same obsta-

cle O may give conflicting decisions. When this happens, we
would like to set D(A j,O) to X, as we cannot decide uniformly
for the entire obstacle. Therefore, just like in Section 4.1, we
treat each obstacle segment either by ignoring it or by trying to
set the decision for the corresponding object O, where ‘trying
to set’ is defined as before.

For a segment ab belonging to an obstacle O, assume
(w.l.o.g.) that a and b appear on O’s boundary in counterclock-
wise order. ab divides the space into four areas, as shown in
Figure 5(b): back (oB), left (oL), middle (oM), and right (oR).
We treat ab as follows:

• If p lies in oB, ignore this segment: it is currently not visi-
ble to the agent A j.

• If pp′ stays entirely inside oL or oR, ignore this segment:
A j does not make an active decision yet.

• If pp′ and ab intersect, A j will collide with ab. The deci-
sion depends on the angle θ = ∠(v,b − a):

– If θ < π/2, try to set D(A j,O) to R.

– If θ > π/2, try to set D(A j,O) to L.

– If θ = π/2, ignore this segment.

p v p′

aB

aF

aL

aR

(a) Agent-Agent

O
a b

oL oR

oB

oM

(b) Agent-Obstacle

Fig. 5. A velocity v and its navigation strategy, with respect to (a) other
agents, and (b) an obstacle segment.

• Otherwise, if pp′ moves into oB, let x be the first point
where this happens.

– If x is closer to a than to b, try to set D(A j,O) to L.

– Otherwise, try to set D(A j,O) to R.

• Otherwise, A j moves along the segment without fully pass-
ing it. The decision then depends on θ as described earlier.

5. A basic strategy-driven simulation framework

This section shows how to incorporate the strategy concept
into a crowd simulation. For ease of comprehension, we start
with the basic simulation framework from our previous publi-
cation [7], and we will generalize the idea in Section 6.

The implementation that we use for our experiments is simi-
lar to the framework described here, except that it includes one
additional navigation algorithm. For simplicity, we will ignore
this extra algorithm in this section.

5.1. Navigation algorithms

In this first version of the framework, each agent A j has three
navigation tasks:

• Path planning (performed once): Compute a global path π
to the agent’s goal position g j.

• Path following (performed in each frame): First compute a
reference point pref that denotes the agent’s progress along
π. Then compute an attraction point patt on π, and a pre-
ferred velocity vpref that sends A j to patt at its preferred
speed spref.

• Collision avoidance (performed in each frame): Compute
a velocity vnew close to vpref that avoids nearby collisions.

This framework is not restricted to specific algorithms per task.
Our implementation uses the data structures and algorithms
listed in Appendix A.

It is common to let an agent re-plan its path whenever the
path-following algorithm cannot compute an attraction point
patt, i.e. when it no longer knows how to follow the current path
[18]. We will do this in our implementation as well.
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5.2. Strategic level
In the standard framework with three tasks, agents always ac-

cept the choices made by each algorithm. We propose to add a
fourth task –the strategic level– in which the agent analyzes the
strategies of each task and responds to conflicts. For now, we
focus on obstacle-related conflicts between path following and
collision avoidance. In Section 6, we will present a generalized
framework that supports other types of conflicts.

The strategic level first converts the agent’s preferred velocity
vpref to a strategy S F , and the collision-avoidance velocity vnew
to a strategy S C , using the method from Section 4.2. We con-
sider only obstacles for S F (because agents are not yet relevant
at the path-following level), and we consider both obstacles and
agents for S C . For the time window of these conversions, let
τatt be ||patt−p||

spref
, i.e. the time required to reach the attraction point

at the preferred speed. Let TTC(v′′) be the time to the first col-
lision with obstacles when using a given velocity v′′. We use a
time window τ = min(τatt,TTC(vpref)).

Next, we check if S C ,c S F . When this happens, collision
avoidance and path following disagree on how to pass one or
more obstacles. If the agent uses vnew for τ seconds, it will move
around these obstacles differently than prescribed by vpref. We
compute two ways to resolve the conflict: an alternative path
π′ that satisfies S C (instead of S F), and an alternative velocity
v′new that satisfies S F (instead of S C). Section 5.3 will describe
how to compute π′ and v′new.

When π′ and v′new have been computed, the agent can choose
one of the two, or it can decide to ignore the conflict and use
the velocity vnew that it already had in mind. There are many
ways to let an agent choose between these options. We suggest
a simple model with two parameters: a maximum detour factor
W and a Boolean flag Strict. The agent decides as follows:

1. Use π′ if it exists and if it is ≤ W times longer than the re-
mainder of π. We define this remainder as the line segment
from p to patt, plus the subpath of π from patt to the goal.

2. Otherwise, if Strict = True, use v′new.
3. Otherwise, use vnew (and thus ignore the conflict).

As mentioned in Section 1, global (re-)planning is a relatively
costly operation. By planning an alternative path π′ only in
case of a conflict, we avoid re-planning when it is likely that
the current path can still be followed. Still, it can be useful
to limit the frequency at which the agent re-plans. This will
reduce computation times even further, and it will prevent the
agent from becoming too indecisive. Therefore, we introduce
the re-planning time TR: an agent only looks for an alternative
path π′ when its last path update was at least TR seconds ago.
In any frame where this is not the case, we consider π′ to be
non-existent.

5.3. Computing an alternative path and velocity
The strategic level computes v′new by performing collision

avoidance constrained by S F , and π′ by performing path plan-
ning constrained by S C . We now explain generally how to com-
pute a path or a velocity under the topological constraints of an-
other strategy. Let the constraint strategy S T be a strategy that
contains all constraints of our interest.

To plan a global path whose strategy S G′ is consistent with
S T , we plan a path on the navigation meshM in the usual way,
but with the additional rule that we cannot traverse any pas-
sages that would lead to a conflict between S G′ and S T . For
any passage pi that we encounter during the search, traversing
pi would imply DG′ (A j,Oi,l) = R and DG′ (A j,Oi,r) = L. Thus, if
DT (A j,Oi,l) = L or DT (A j,Oi,r) = R, we do not search further in
this direction, as traversing pi would imply S G′ ,c S T . (Techni-
cally, DG′ (A j,Oi,l) could be cancelled out to X elsewhere on the
path, but in this case, we assume that it is undesirable to pass an
obstacle on the wrong side at least once.)

In our previous publication [7], we added more constraints to
global re-planning to prevent the agent from backtracking. This
turned out to be unnecessary for all our scenarios, so we will
now omit it from our discussion.

To perform collision avoidance such that the resulting strat-
egy S C′ is consistent with S T , we should disallow the selection
of any velocity that would lead to conflicts. If the collision-
avoidance algorithm uses sampling (i.e. choosing the best ve-
locity out of several candidates), then S T is easy to incorpo-
rate. For each candidate velocity v′′, we compute the navigation
strategy S C′′ and we discard v′′ if S C′′ ,c S T . We expect that
a similar adaptation can be made for other collision-avoidance
algorithms, such as those based on velocity obstacles [20].

6. Generalization of the framework

We now generalize Section 5 to an abstract framework in
which agents use an arbitrary number of navigation algorithms.

6.1. Hierarchy of algorithms

Generally, an agent in a crowd simulation has a sequence of
l navigation algorithms {Li}

l−1
0 at its disposal. These algorithms

are ordered hierarchically: each Li operates at its own ‘level of
detail’. Algorithms with a higher index are typically performed
more frequently than those with a lower index. As an exam-
ple, our full implementation (described in Appendix A) uses
path planning for L0, path following for L1, a velocity-adjusting
mid-term algorithm for L2, and collision avoidance for L3. Path
planning is performed once; the other algorithms are performed
in each frame of the simulation loop. If a manoeuvre-based
mid-term planning algorithm were to be added to this frame-
work, it would lie between path planning and path following,
and it would be performed about once per second [4].

For convenience, we will refer to the output of an algorithm
Li as a plan Pi. A plan can (for example) be a path, a velocity,
or a sequence of manoeuvres around agents. In our implemen-
tation, P0 is a path π, P1 is a preferred velocity vpref, P2 is an
adjusted preferred velocity vadj, and P3 is a new velocity vnew
that the agent ends up using.

6.2. Generalized strategic level

The strategic level from Section 5.2 can now be generalized
as follows. Instead of having a single strategic level, agents may
check for conflicts at every level of detail. Each time an agent
has executed an algorithm Li to compute a plan Pi, it performs
the following steps:
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1. Convert the newly computed plan Pi to a strategy S i.
2. If desired (and if i > 0), check for conflicts with the ‘par-

ent’ strategy S i−1 imposed by algorithm Li−1. (The de-
signer of the simulation should decide at which levels this
conflict detection is desired. We will discuss several op-
tions in Section 6.2.2.) If there are no conflicts, continue
the simulation as usual. Otherwise, do the following:
2a. Let k(i) ∈ {0 . . . i − 1} be a pre-defined higher level

in the hierarchy. If Pk(i) is allowed to change at the
current moment in time, try to compute an alternative
plan P′k(i) constrained by S i. (This is a generalization
of the alternative path π′ from Section 5.2.)

2b. Compute an alternative plan P′i constrained by S i−1.
(This is a generalization of the alternative velocity
v′new from Section 5.2.)

2c. According to certain selection criteria, choose be-
tween using P′k(i), using P′i , or ignoring the conflict.

6.2.1. Requirements
For step 1, it is important that any plan Pi can be converted to

a strategy S i. Section 4 already explained the conversion pro-
cess for paths and velocities. The only type of output that we
have not yet considered is a sequence of manoeuvres computed
by a mid-term algorithm [4, 29]. However, in these cases, the
translation to a strategy is trivial: after all, these algorithms ex-
plicitly compute how to move around obstacles and agents.

For step 2, one must also define how to compute a plan Pi

constrained by an arbitrary strategy. Section 5.3 explained the
details for path planning and collision avoidance. For path
following, we can disallow attraction points that would yield
a conflict with the constraint strategy. For manoeuvre-based
mid-term navigation, it is easy to disallow specific manoeuvres
around obstacles or agents.

6.2.2. Suggestions for details
In step 2, one must define for each level i > 0 if conflict

detection is desired. Our implementation allows conflict detec-
tion at the velocity-adjustment and collision-avoidance levels.
To encode this, we use two Boolean flags CheckA and CheckC .

In step 2a, one must define k(i) for each i > 0. That is, for
each navigation algorithm, one must define at which ‘higher’
navigation algorithm the agent should try to find an alternative
plan. In our implementation, we use k(1) = k(2) = k(3) = 0, so
the agent always considers re-planning its global path.

Also in step 2a, one can limit the frequency at which a plan
is allowed to change. One option is to introduce parameters TR,i

that denote the minimum required time between two changes
in Pi. This is a generalization of TR from Section 5.2. In our
implementation, we only need a single parameter TR for global
planning, because step 2a always considers the global path.

For step 2c, many choice models are possible again. In line
with Section 5.2, one option is to accept P′k(i) based on a mea-
sure of attractiveness, and to (otherwise) accept P′i based on
a Boolean flag. In our implementation, we accept π′ based
on a maximum detour length W. We use two Boolean flags
StrictA and StrictC to set the agent’s strictness at the velocity-
adjustment and collision-avoidance levels.

The conversion of a velocity to a strategy requires a time
window parameter. In our implementation, we always use the
time window suggested by path following, as explained in Sec-
tion 5.2. However, if manoeuvre-based mid-term planning is
included, the time window for collision avoidance should most
likely be reduced.

Whenever an agent switches to an alternative plan, this may
cause new conflicts with other algorithms in the hierarchy. In
preliminary experiments, we have tried to resolve these new
conflicts recursively. We have observed that this can cause sig-
nificant computational overhead without noticeably improving
the agent’s behavior. Instead, it is easier to wait until the next
simulation frame to see if the conflicts remain.

7. Experiments and results

We have implemented our strategy-driven simulation frame-
work in C++. All relevant settings and implementation details
can be found in Appendix A. We perform all experiments on
a Windows 10 device with an Intel Core i7-7920HQ CPU. In
our experiments, we will consider the following variants of the
simulation framework:

• CA-Only: agents perform no path planning or path follow-
ing, and their vpref always points straight to the goal.

• Standard: agents perform all navigation levels except ve-
locity adjustment. They compute strategies, but they never
detect or resolve conflicts: CheckA = CheckC = False.

• Standard+2.0, Standard+0.5: variants of Standard with
CheckC = True, so agents respond to strategic conflicts
between vnew and vadj. Other settings are W = ∞, StrictC =

False, and either TR = 2.0 or TR = 0.5s.

• Standard+0.1+Strict: a variant of the above with TR =

0.1s and StrictC = True. That is, an agent may re-plan its
global path in each frame, and it follows its path strictly.

• Streams: agents perform all navigation levels including ve-
locity adjustment. They compute strategies, but they never
detect or resolve conflicts: CheckA = CheckC = False.

• Streams+2.0, Streams+0.5: variants of Streams with
CheckA = True, so agents respond to strategic conflicts
between vadj and vpref. Other settings are W = ∞, StrictA =

False, and either TR = 2.0s or TR = 0.5s.

• Streams+0.1+Strict: a variant of the above with TR = 0.1s
and StrictA = True.

• Complete+Strict: a variant of Streams+0.1+Strict that also
has CheckC = True and StrictC = True. That is, agents
respond to conflicts at two levels.

In total, we test 10 simulation variants, as opposed to 4 vari-
ants in our original publication [7]. We will refer to the strategy-
enhanced simulations collectively as Standard+ and Streams+.

The main purpose of our experiments is to show how strate-
gies and conflict resolution can improve the behavior of agents
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compared to a traditional simulation. We will show this via sev-
eral scenarios, and we will discuss the results per scenario. Sec-
tion 8 will discuss the advantages and limitations of our method
in general. To see all scenarios in motion, we encourage the
reader to watch this paper’s supplementary video.

7.1. Single-agent demonstration
To demonstrate the advantages of conflict resolution, we first

show an agent navigating through an environment with obsta-
cles and other agents. Figure 6(a) shows our example scenario.
The red agent needs to move from the top left to the top right,
and its initial path (computed by global path planning) runs
through several problematic areas. Some passages are blocked
by stationary agents (in purple and green), and the lower part
contains agents flowing to the left (in blue) and to the right (in
orange). These ‘other’ agents use the CA-Only simulation vari-
ant.

Figure 6(b) shows the trajectories for the red agent when
using different simulation variants. When the agent uses CA-
Only (shown in pink), it gets trapped behind the first wall on
the straight line to the goal. When it uses Standard (shown in
brown), it gets stuck at the opening blocked by purple agents.

The red trajectory is the result for Standard+2.0. With these
settings, the global plan changes at most every two seconds,
the agent accepts detours of any length, and it is not forced
to follow its path locally. This configuration allows the agent
to reach its goal. Figure 6(c) shows where the agent changes
its global plan. In cases 1 and 4, the agent chooses a detour
because collision avoidance recognizes that an area is blocked.
In cases 2 and 3, the agent switches between different openings
and eventually chooses the lowest one, to join the orange agents
who are moving in the same direction.

Note that this is merely meant as a demonstration of how the
strategy-based simulation could be used. Many variations are
possible. For example, if we used a small value of W, the agent
would consider the last detour to be too large, and it would (de-
liberately) keep trying to use the passage with the green agents.
This may be the desired behavior in certain scenarios.

7.2. Crowd flows with small obstacles
To show what happens when many agents use a certain sim-

ulation variant, we simulate unidirectional and bidirectional
crowd flows in a U-turn corridor that contains several small ob-
stacles (UTurn, 40×24 m). We compute start and goal positions
via uniform random sampling at the corridor’s far ends. We in-
sert 3 agents per second, and we remove an agent when it lies
within 0.5m of its goal. To make the crowd more diverse, we
give each agent a (uniformly sampled) random preferred speed
spref between 1.2 and 1.4m/s.

In every simulation variant, we measure the total number of
agents (NrAgents) that are added after t = 50s and that reach
their goal before t = 300s. For each such agent, we measure
the distance travelled, the total travel time, the average speed,
and the time spent walking more slowly than 0.5m/s. Of these
metrics, we report the average and standard deviation over all
agents (Dist, Time, AvgSpeed, SlowTime). These are indicators
of how efficiently the crowd moves. We exclude the first 50s to
prevent distorting the results with a quiet ‘warm-up’ period.

7.2.1. Results for unidirectional flows
We first discuss the results for the unidirectional scenario.

Figure 7 shows screenshots for a number of simulation variants;
Table 1 provides quantitative results.

The CA-Only simulation variant (Figure 7(a)) clearly fails in
this corridor because global planning is required. In the Stan-
dard variant (Figure 7(b)), all agents follow roughly the same
path, which causes some of them to slow down around the first
obstacle. This is reflected by high averages and standard de-
viations for Time and SlowTime. Also, parts of the corridor
are under-utilized because they are not chosen by global plan-
ning. Agents only switch to an alternative path when their path-
following algorithm fails. This usually occurs quite late, and it
is a result of ‘luck’ rather than a deliberate change of strategy.

By contrast, in the Standard+ variants (such as in Fig-
ure 7(c)), agents can decide to move around obstacles differ-
ently when their collision-avoidance algorithm suggests this.
This causes the agents to make better use of alternative paths
and spread out over the corridor. Consequently, the agents walk
faster on average, and they spend less time walking slowly.
In all versions of Standard+, the Time, AvgSpeed, and Slow-
Time metrics are significantly different from those of Standard
(p < 0.001 using a two-tailed Student’s t-test).

This experiment shows that it can be useful to let agents take
global detours based on their local velocities. Furthermore, we
observe only minor differences among the Standard+ variants,
both quantitative and visually. This suggests that frequent re-
planning is not strictly necessary, which is good news for the
simulation’s computation time.

The addition of a velocity-adjustment algorithm (in Streams
and Streams+) decreases the quality of the simulation. This al-
gorithm averages out velocities of nearby agents that are mov-
ing in the same direction. In our case, this also happens around
small obstacles, which makes agents less decisive about how
to pass these obstacles. This explains why the results for the
Streams simulation variant are worse than those for Standard.

However, the Streams+ variants improve upon Streams sig-
nificantly again. In these simulations, agents recognize when
velocity adjustment tries to re-route them around an obstacle,
and they translate this to a new global path. This shows that our
strategy concept also works on the velocity-adjustment level,
even though the velocity-adjustment algorithm itself is not ideal
for this scenario. (Among all simulations with velocity adjust-
ment, the Complete+Strict variant is the only one that performs
significantly better than Standard.)

7.2.2. Results for bidirectional flows
For the bidirectional version of this experiment, screenshots

and metrics can be found in Figure 8 and Table 2, respectively.
In the Standard simulation variant (Figure 8(a)), a congestion

occurs in the middle of the corridor where all agents attempt to
use the same area. As shown in Table 2, only a few agents reach
the goal, and even those move rather slowly. In the Standard+
variants (such as in Figure 8(a)), this deadlock is avoided be-
cause agents automatically take alternative paths. Again, we do
not observe large differences among the Standard+ simulations.
Table 2 reports the best values for the Standard+0.1+Strict vari-
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(a) Overview (b) Trajectories (c) Re-planning actions for Standard+2.0
Fig. 6. Single-agent demonstration. (a) An agent is instructed to move from the top left to the top right. The curve is its initial global path. (b) The agent’s
trajectory using CA-Only (pink), Standard (brown), and Standard+2.0 (red). (c) The Standard+2.0 agent changes its global path on several occasions,
indicated by the black circles.

(a) CA-Only (b) Standard (c) Standard+2.0
Fig. 7. Screenshots of 1-directional crowd flows in the UTurn environment, with different simulation variants. Agents are instructed to move from the
top-left to the bottom-left. The screenshots were taken after 120 simulated seconds.

(a) Standard (b) Standard+2.0 (c) Standard with environmental guidance
Fig. 8. Screenshots of 2-directional crowd flows in the UTurn environment, with different simulation variants. The orange agents move from the top-left to
the bottom-left; the purple agents move in the opposite direction. The screenshots were taken after 120 simulated seconds.

(a) CA-Only (b) Standard (c) Standard+0.5 (d) Standard with env. guidance

Fig. 9. Screenshots of the Circle scenario with different simulation variants. Trajectories are shown in different colors per agent, and the screenshots were
taken when the last non-blocked agent reached its goal.
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ant, but the standard deviations among agents are generally
high. (Significance tests between Standard+ and Standard are
not very meaningful in this case, due to the congestion in the
Standard variant.)

Just like in the unidirectional case, the results for Streams and
Streams+ are not as good. These simulation variants all cause
deadlocks at a certain moment. However, in every version of
Streams+, these deadlock occurs substantially later than in the
regular Streams variant. This is reflected by higher values for
the NrAgents metric in Table 2. Thus, the use of strategies does
improve the simulation again. On the other hand, it does not
fully compensate for the poor performance of velocity adjust-
ment in this environment.

7.2.3. A note on density-based planning
Density-based global path planning [26] is another way to

distribute agents over different global paths. Such a method
uses density information to change the attractiveness of areas in
the navigation mesh. However, this typically does not recognize
small congestions in large areas, and it does not consider the di-
rections in which agents move. By contrast, our method uses
the result of collision avoidance to trigger re-planning. This is
purely based on the agent’s local observations. We expect that
our method could be combined with density-based path plan-
ning to further improve the crowd’s behavior.

7.3. Circle scenario with obstacles

As another example, we consider the scenario in Figure 9
in which 80 agents need to move to the opposite end of a cir-
cle with an inner diameter of 15m, while avoiding four 2 × 2m
obstacles in the middle. A circle scenario without obstacles is
commonly used for showcasing a collision-avoidance method.
The addition of obstacles makes the scenario more complicated,
and it enables the use of global planning and strategies.

When using the CA-Only simulation variant (Figure 9(a)), all
agents greedily move towards their goal without explicitly nav-
igating around the obstacles. As a result, some of the agents get
stuck in the middle. In the Standard simulation (Figure 9(b)),
the problem is worse: more agents now explicitly choose to go
through the narrow passage, as this corresponds to the shortest
path in the underlying navigation graph. The Streams simula-
tion yields similar results.

In all simulations enhanced with conflict resolution (i.e. Stan-
dard+, Streams+, and Complete+Strict), every agent reaches
its goal. An example is shown in Figure 9(c). The first agents
to arrive at the obstacles will try to pass through the middle.
This causes a congestion, but a smaller one than before. The
later agents realize on time that collision avoidance attempts to
send them around the obstacles. This information is translated
to a global detour. Furthermore, the agents in the middle can
now explicitly decide to go back as soon as collision avoidance
suggests this. Eventually, this allows the congestion to get re-
solved. (Just as in the UTurn scenarios, we observed no mean-
ingful differences among the Standard+ or Streams+ variants.)

Note that even with our enhancements, agents do not antic-
ipate the congestion before it can occur, and there is no active
collaboration among agents. This is a logical outcome because

our implemented simulation framework simply does not con-
tain algorithms for such purposes. However, this paper shows
that the use of strategies can already make agents more respon-
sive and improve the crowd’s behavior in complicated situa-
tions. We expect that additional navigation algorithms for spe-
cific purposes can improve the results even further.

7.4. Environmental guidance

A useful ‘bonus’ application of topological strategies is that
we can now guide agents around obstacles in specific ways. As
a simple example, we can give obstacles an optional label in-
dicating a specific navigation decision for agents. Whenever
an agent (re-)plans its global path, we include these decisions
in the constraint strategy. The real-world analogy of this is to
place directional signs all around particular objects or walls.

This environmental guidance can be used to regulate the
crowd flow in challenging scenarios. Figures 8(c) and 9(d)
show two examples: respectively, the bidirectional UTurn sce-
nario and the Circle scenario. Here, we instruct agents to pass
the blue-colored obstacles on the right during global path plan-
ning. The result is a well-organized crowd flow in which the
agents avoid difficult situations.

For completeness, Table 3 provides quantitative results for
the bidirectional UTurn simulations with guidance. In this case,
the Standard simulation performed best (although the differ-
ences with Standard+ were small). This suggests that when the
environment already tries to guide agents, extra features such
as conflict resolution and velocity adjustment might be redun-
dant. Finding the right balance between high-level guidance
and agent autonomy is challenging and application-specific.

Navigation strategies provide an intuitive way to enforce de-
cisions in the crowd. As said, this type of environmental guid-
ance is comparable to placing signage in a real-world environ-
ment to improve pedestrian flows. This analogy with signage
can be taken further. We will mention several options in Sec-
tion 9 as suggestions for future work.

7.5. Performance analysis

Finally, we discuss the computation times of our system in
the UTurn simulations. Our discussion will focus on the uni-
directional scenario; we have observed similar results for the
bidirectional simulations (both with and without guidance).

As described in Appendix A.1, each simulation frame is sub-
divided into 12 substeps that correspond to a particular task. In
our previous publication, we reported the average running time
(over all frames) of each substep. However, these results are
highly influenced by the number of agents in the environment.
In this extended paper, we would like to obtain more insight
in the computational cost per agent. We therefore do the fol-
lowing: for each frame of 0.1s between t = 50s and t = 300s,
we measure the running time of each substep and divide it by
the number of agents in the environment during that frame. Per
frame, this gives us 12 values indicating the average time spent
per substep per agent. Finally, we compute the averages of
these values over all frames. Figure 10 plots our results.
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Table 1. Quantitative results of the 1-directional UTurn simulations from Section 7.2.1. Standard deviations are shown in square brackets. A gray name
indicates that a deadlock occurred in the simulation. An asterisk indicates that a metric of a strategy-driven simulation is significantly different (p < 0.001,
two-tailed Student’s t-test) from its non-strategic counterpart. (For Complete+Strict, we compare to the Standard simulation.)

Simulation variant NrAgents Dist Time AvgSpeed SlowTime
CA-Only 0 - - - -
Standard 516 72.29 [3.43] 73.19 [7.98] 1.00 [0.11] 3.73 [5.44]
Standard+2.0 568 72.64 [4.92] * 60.02 [3.54] * 1.21 [0.06] * 0.10 [0.26]
Standard+0.5 570 72.82 [5.13] * 60.20 [3.49] * 1.21 [0.07] * 0.11 [0.30]
Standard+0.1+Strict 568 72.84 [5.06] * 60.06 [3.61] * 1.21 [0.06] * 0.14 [0.36]
Streams 463 73.59 [4.74] 89.82 [15.35] 0.84 [0.14] 17.52 [15.58]
Streams+2.0 514 72.82 [4.89] * 78.68 [7.18] * 0.94 [0.12] * 4.85 [5.20]
Streams+0.5 505 72.81 [4.90] * 78.32 [6.70] * 0.94 [0.12] * 4.23 [4.68]
Streams+0.1+Strict 510 72.76 [4.88] * 78.63 [7.06] * 0.94 [0.12] * 4.37 [4.97]
Complete+Strict 556 73.28 [4.86] * 65.33 [2.65] * 1.12 [0.08] * 0.28 [0.63]

Table 2. Quantitative results of the 2-directional UTurn simulations from Section 7.2.2. Standard deviations are shown in square brackets. A gray name
indicates that a deadlock occurred in the corresponding simulation.

Simulation variant NrAgents Dist Time AvgSpeed SlowTime
CA-Only 0 - - - -
Standard 37 85.13 [5.02] 81.81 [22.48] 1.09 [0.18] 13.30 [20.35]
Standard+2.0 532 82.84 [8.76] 72.22 [9.00] 1.15 [0.06] 1.00 [1.16]
Standard+0.5 535 81.62 [8.71] 70.81 [8.57] 1.16 [0.06] 0.83 [1.29]
Standard+0.1+Strict 542 80.79 [8.16] 69.78 [7.54] 1.16 [0.06] 0.89 [1.74]
Streams 26 83.89 [6.87] 107.18 [20.99] 0.80 [0.10] 19.67 [20.29]
Streams+2.0 165 84.02 [3.38] 98.81 [15.72] 0.86 [0.10] 16.12 [14.52]
Streams+0.5 175 82.98 [4.03] 98.03 [9.82] 0.85 [0.07] 12.56 [9.07]
Streams+0.1+Strict 119 83.30 [3.76] 95.94 [12.52] 0.88 [0.08] 12.07 [11.00]
Complete+Strict 415 82.03 [7.83] 100.52 [13.24] 0.82 [0.08] 12.98 [8.28]

Table 3. Quantitative results of the 2-directional UTurn simulations with guidance, as described in Section 7.4. Standard deviations are shown in square
brackets. A gray name indicates that a deadlock occurred in the corresponding simulation.

Simulation variant NrAgents Dist Time AvgSpeed SlowTime
CA-Only 0 - - - -
Standard 569 73.58 [6.74] 59.69 [5.80] 1.23 [0.04] 0.23 [0.49]
Standard+2.0 563 76.03 [7.33] 62.03 [6.57] 1.23 [0.05] 0.18 [0.34]
Standard+0.5 568 75.82 [7.28] 61.71 [6.45] 1.23 [0.05] 0.20 [0.88]
Standard+0.1+Strict 561 75.89 [8.83] 61.88 [7.76] 1.23 [0.05] 0.17 [0.47]
Streams 520 74.45 [6.40] 74.24 [4.62] 1.00 [0.08] 2.88 [3.25]
Streams+2.0 523 74.38 [6.11] 74.39 [4.12] 1.00 [0.08] 2.77 [3.42]
Streams+0.5 525 74.35 [6.24] 73.60 [4.10] 1.01 [0.08] 2.70 [3.20]
Streams+0.1+Strict 529 74.03 [6.06] 72.83 [3.84] 1.02 [0.08] 2.51 [3.19]
Complete+Strict 508 75.53 [7.40] 76.68 [6.46] 0.99 [0.06] 2.86 [3.04]
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Fig. 10. Stack plot of the average performance of all simulation substeps, per agent per frame, in the 1-directional UTurn simulations. The substeps are
stacked from bottom to top. The numbered labels correspond to the substep numbers described in Appendix A.1.
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7.5.1. Performance of substeps
In all simulations, computing visibility polygons (substep 3)

is the most computationally expensive substep, followed by col-
lision avoidance (substep 9) and computing neighboring objects
(substep 4). These three substeps make up 70% of the over-
all computation time in the Complete+Strict simulation, and an
even larger percentage in the other variants.

All strategy-related tasks are performed in substeps 6, 8, and
10. Substep 10 includes computing a strategy S C from the
agent’s new velocity vnew. It is the fourth most expensive sub-
step in all simulation variants, even in Standard and Streams
where the result S C is not used. As can be seen in Figure 10,
the cost of this substep increases only slightly in the variants
that do use the strategy S C . This means that conflict detection
and global re-planning have only a very small impact on the
overall running time. By letting agents re-plan only in case of a
conflict, we can keep the simulation computationally efficient.
Smaller values of the re-planning time TR imply more potential
re-planning, but the influence of this parameter on the overall
performance is minimal.

7.5.2. Analysis of real-time performance
Overall, our simulations roughly take 3.0 to 4.5 milliseconds

per frame, and they contain between 150 and 200 agents at the
same time. Thus, the simulations easily run in real-time.

For a more detailed analysis, we consider the average total
computation time per agent per frame. This is the sum of all
substep times discussed earlier, and it corresponds to the to-
tal height of a stack in Figure 10. Among the simulation vari-
ants, this value varies between 16.85µs (for Standard+2.0) and
18.15µs (for Complete+Strict). It is logical that these simula-
tion variants are the two extremes: Complete+Strict performs
the most tasks per agent, and Standard+2.0 is the simplest sim-
ulation variant that yields a smooth crowd flow without over-
crowded areas.

Given that each frame simulates 0.1 seconds (i.e. 100,000µs),
extrapolation suggests that our program can simulate between
5, 500 and 6, 000 agents in real-time on the machine we have
used. Note that most substeps can trivially be parallelized over
agents; for our experiments, we have used 4 parallel threads.

Naturally, this extrapolation is optimistic. For example, the
kd-tree construction time does not scale linearly with the num-
ber of agents. Also, many substeps depend on the number
of objects around each agent, which in turn depends on the
crowd density and on the environment’s geometry. In partic-
ular, visibility queries (substep 3) will take more time in en-
vironments with many detailed obstacles, and nearest-neighbor
queries (substep 4) will be more costly in case of bottlenecks
and congestions.

In short, the exact performance will be different in each sce-
nario, and it is difficult to make general claims about perfor-
mance based on our current experiments. For this paper, the
key observation is that the strategy-related substeps (6, 8, and
10) do not have a large impact on the overall running times. In
other words, the concepts presented in this paper can be added
to an existing simulation without harming its real-time perfor-
mance.

8. Discussion

Our method offers a way to coordinate between the differ-
ent levels of agent navigation. Still, the overall ‘intelligence’
of agents depends largely on the quality of the navigation al-
gorithms themselves. There are several types of algorithms
that we have not yet considered in our experiments, such as
manoeuvre-based mid-term planning [4], detailed navigation in
high-density crowds [29], and density-based adaptation of the
preferred velocity [5]. We could also consider adding algo-
rithms for coordination among agents [34, 35], either as a re-
placement for global planning or as an additional level of nav-
igation. We expect that all these algorithms will benefit from
conflict detection, but future work will have to demonstrate this.

The crowd’s behavior also depends on the parameter settings
within each algorithm. It can even be desirable to vary the set-
tings per agent for the sake of variety. Crowd simulations are
highly complex systems where small changes can have large
and unpredictable consequences. Thus, it is difficult to draw
general conclusions from any experiment. Our results at least
indicate that topological strategies can improve a simulation
without having to change any other simulation settings. How-
ever, as is usual in this research area, each scenario may require
careful visual inspection and parameter tuning.

On a related note, we can now detect strategic conflicts and
find possible solutions, but choosing the right solution at the
right time is difficult and highly scenario-dependent. Our sug-
gested choice model is only one of many possibilities. Even
within this model, each situation may impose its own optimal
parameter settings.

Also, it remains the case that each navigation algorithm uses
different information to determine its plan. As a result, agents
could end up switching back and forth between strategies, if
one algorithm keeps ‘forgetting’ the information that was used
by another algorithm. Preventing such problems requires more
advanced rules and memory models for the individual agents.

We have not yet considered scenarios where agents can
choose between multiple goals, such as an evacuation with mul-
tiple ways to leave a building. This can cause situations where
an agent may not only update its path, but also change its goal.
This is easily compatible with our method if we extend global
path planning to use multiple possible goals. An agent will then
automatically choose another goal when nearby obstacle con-
straints make it more attractive.

Finally, a largely open research question is how to measure
the realism of a crowd simulation. Our method can solve navi-
gation problems that are easy to see in a top-down view, and it
results in trajectories that are objectively more efficient. How-
ever, in complex scenarios with obstacles, it is unclear how real
humans behave, how to translate this to simulation settings, and
how to properly compare a simulation to reality. Overall, the
research area is not yet ready to make any general claims about
how ‘human-like’ a simulation is.

9. Conclusions and future work

We have presented a method for improving the navigation be-
havior of autonomous agents in virtual environments. We have
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defined a navigation strategy as a set of decisions to pass obsta-
cles and agents on certain sides. Such a strategy can be obtained
from the result of global navigation (path planning) and of local
navigation (path following and collision avoidance). With this
uniform definition, we can detect and resolve conflicts between
the strategies produced by different navigation algorithms. For
example, when path following and collision avoidance disagree
on how to pass an obstacle, an agent can attempt to re-plan its
global path, using its local strategy as guidance.

This concept can easily be integrated into an existing crowd-
simulation framework, by letting agents repeatedly compare the
strategies produced by their algorithms. We have presented an
abstract scheme for this, which can be applied to many algo-
rithms and frameworks. Our experiments with an example im-
plementation show that strategies and conflict resolution can
improve the behavior of agents in real time. The strategy con-
cept is also suitable for explicitly sending agents in certain di-
rections, e.g. to simulate the effect of directional signs.

As mentioned earlier, our simulation framework can be en-
hanced with many more navigation algorithms. Eventually, we
envision a simulation in which agents can use different naviga-
tion algorithms for different occasions. The generic concept of
a strategy makes it easier to detect when two algorithms behave
inconsistently, or when certain algorithms are not sufficient for
solving a problem. This may lead to a system that can automat-
ically choose the best algorithms for a given situation.

To plan an alternative path, we currently run the A* search
from scratch. We can improve efficiency by re-using parts of
the old path, or perhaps by using a hierarchical approach in
which the agent starts with a coarse path and refines it during
the simulation. The agent will then (automatically) also refine
its strategy over time.

Our experiment with environmental guidance (Section 7.4)
suggests another promising area for future work: simulating
how people respond to signage in their environment. For in-
stance, we could replace the ‘obstacle labels’ of Section 7.4 by
‘sign’ objects at specific positions, and then update an agent’s
constraint strategy only when it sees the corresponding sign.
This could then be used to study the effectiveness of having
signs at particular positions. Of course, there has been ample
previous work on crowd simulation with signage, e.g. [36, 37].
Our method could help make such simulations more efficient
and less dependent on specific navigation algorithms.

Finally, we consider this work to be a first step towards look-
ing at agent-based crowd simulation in a fundamentally differ-
ent way. By modelling agent navigation in terms of topological
decisions, we can bridge conceptual gaps between algorithms.
On the long term, we hope that this insight will lead to a fully
hybrid simulation technique, in which all aspects of agent nav-
igation are merged into one process.
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Appendix A. Implementation details

In our implementation of the crowd-simulation framework,
we model agents as disks with a radius of 0.25m, a mass of
80kg, and a preferred speed spref of 1.2m/s, except in the UTurn
experiments where we deliberately vary spref among agents.

Appendix A.1. Simulation loop

Our simulation loop uses fixed timesteps (frames) of ∆t =

0.1s. Per frame, the program performs the following substeps:

1. Build a kd-tree of the agents’ positions.
2. For each agent, do a point-location query in the navigation

mesh (described in Appendix A.2).
3. For each agent A j, compute a visibility polygon V j by

traversing the navigation mesh.
4. For each agent A j, compute neighboring objects. The

neighboring agents are those that currently collide with A j,
plus the 10 nearest agents that are inside V j and in a 180◦

cone centered at A j’s viewing direction d. The neighbor-
ing obstacles are all (partial) obstacle segments within 5m
of A j that bound the visibility polygon.

5. For each agent, perform path following (Appendix A.3)
to compute a preferred velocity vpref.

6. For each agent, convert vpref to a strategy S F . (We do not
check for conflicts with the global strategy S G, as our path-
following algorithm never takes detours around obstacles.)

7. For each agent, perform velocity adjustment (Appendix
A.4) to compute an adjusted preferred velocity vadj.

8. For each agent, convert vadj to a strategy S A. If CheckA =

True, check for conflicts with S F . If S A ,c S F :

• If the global path π was last changed ≥ TR seconds
ago, compute a path π′ constrained by S A. If π′ is
below a maximum detour length W, use it.

• Otherwise, if StrictA = True, take an alternative
v′adj = vpref, i.e. ignore velocity adjustment.

9. For each agent, perform collision avoidance (Appendix
A.5) to compute a new velocity vnew.

10. For each agent, convert vnew to a strategy S C . If CheckC =

True, check for conflicts with S A. If S C ,c S A:

• If the global path π was last changed ≥ TR seconds
ago, compute a path π′ constrained by S C . If π′ is
below a maximum detour length W, use it.

• Otherwise, if StrictC = True, use an alternative ve-
locity v′new constrained by S A.

11. For each agent, compute a contact force vector F for any
collisions that are currently happening [19].

12. For each agent, update the velocity and position as follows:

a := F/m + (vnew − v)/tr, v := v + a · ∆t, p := p + v · ∆t

where tr = 0.25s is a relaxation time. The viewing direc-
tion d is updated similarly to v, but without the factor F/m,
so that agents do not rotate when they are pushed aside.

Note that the strategic level is represented by substeps 6, 8,
and 10. Without these substeps, we would obtain a regular
crowd-simulation framework with four navigation algorithms.

The 12 substeps were chosen in this particular way to max-
imize the simulation’s efficiency. All substeps except the first
contain an independent process per agent, and their work can
be distributed over parallel threads. We use 4 threads for our
performance experiments in Section 7.5.

Appendix A.2. Path planning

As our navigation mesh, we use the Explicit Corridor Map
(ECM) [14]: the medial axis (MA) of the environment anno-
tated with nearest-obstacle information. We construct it using
the Voronoi library of Boost [38]. To obtain a set of passages
from the ECM, we compute its local minima: the points on the
MA where the distance to obstacles is locally smallest. For each
local minimum p, we define a passage as the line segment be-
tween the two nearest obstacle points of p. There is at most
one local minimum per MA edge, so there are O(N) passages
in total, and they subdivide the environment into O(N) regions.

To plan a path using the ECM, we first use A* search [16]
to find a shortest path on the medial axis. We then apply the
funnel algorithm [39] to compute a shortest path (that keeps a
distance of 0.5m to obstacles) in the same homotopy class. The
sequence of passages traversed by this path (and thus the global
strategy S G) can be obtained trivially during the A* search.

Appendix A.3. Path following

In the CA-Only simulation variant, we compute a preferred
velocity vpref that sends the agent in a straight line to its goal g j

at its preferred speed spref. In all other simulation variants, we
use the following path-following algorithm:

http://www.boost.org/
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Table 4. Overview of the most important notation used in this paper.

Category Symbol Meaning
Agent properties A j Agent with index j in the simulation

p j, p Position of A j in the environment
v j, v Current velocity of A j (in m/s)

Strategies D(.)(A j, B) Navigation decision of A j with respect to an object B. Its value is L, R, or X.
S (.)(A j), S (.) Navigation strategy of A j, containing decisions with respect to all objects

S 1 =c S 2 Statement that two strategies S 1 and S 2 are consistent (i.e. they have no conflicts)
S 1 ,c S 2 Statement that two strategies S 1 and S 2 are inconsistent (i.e. they have at least one conflict)

τ Time window (in seconds) used for converting a velocity to a strategy
Implementation: π Path of A j, computed by a path-planning algorithm
General vpref Preferred velocity of A j, computed by a path-following algorithm

vadj Adjusted preferred velocity of A j, computed by a velocity-adjustment algorithm
vnew New velocity of A j, computed by a collision-avoidance algorithm

Implementation: S G Global navigation strategy, computed from the path π
Strategies S F Navigation strategy for path following, computed from vpref

S A Navigation strategy for velocity adjustment, computed from vadj

S C Navigation strategy for collision avoidance, computed from vnew

π′ Alternative path computed in case of a conflict
v′adj, v′new Alternative velocities computed in case of a conflict

Implementation: TR Re-planning time: the minimum time (in seconds) between two updates of π
Parameters CheckA, CheckC Whether to check for conflicts at the level of S A and S C , respectively

StrictA, StrictC Whether to always reject the alternative velocity v′adj and v′new, respectively
Abstract framework L0, . . . Ll−1 Sequence of navigation algorithms used by A j

Pi Plan (e.g. a path or a velocity) computed by algorithm Li

S i Navigation strategy computed from plan Pi

P′k(i) Alternative higher-level plan (k(i) < i), computed when S i ,c S i−1

P′i Alternative current-level plan, computed when S i ,c S i−1

Let p−ref and p−att be an agent’s last used reference point and
attraction point on its path π. First, we compute the new ref-
erence point pref as the point on π between p−ref and p−att that is
closest to the agent [18]. Then, we compute the new attraction
point patt as the first point on π from the following options:

• the last point of π (i.e. the agent’s goal g j);

• the point that lies 5m ahead of pref along π;

• the first point on π that the agent cannot see, starting at
pref.

If patt = pref, the agent does not know how to follow its path.
It then immediately re-plans its global path and computes patt
again. Finally, the preferred velocity vpref is computed as the
vector patt − p scaled to magnitude spref.

Appendix A.4. Velocity adjustment
In the CA-Only, Standard, and Standard+ simulation vari-

ants, we do not adjust the preferred velocity; that is, we use
vadj = vpref. In the other simulation variants, we use the Streams
algorithm [6]. This algorithm computes vadj by interpolating
between vpref and a ‘perceived stream velocity’ vstr, which is
a weighted average of the velocities of neighboring agents.
Agents moving in the opposite direction are ignored in this cal-
culation. The interpolation between vpref and vstr is based on an
incentive between 0 and 1, which depends on the local crowd
density and on ∠(vpref, vstr). Compared to the original Streams
publication [6], we ignore the ‘time spent’ factor that increases

an agent’s incentive over time, and we set the agent’s ‘internal
motivation’ to zero.

Appendix A.5. Collision avoidance

We use a custom collision-avoidance routine that yielded bet-
ter behavior than existing methods. To compute a new velocity
vnew for an agent A j, we sample 15 candidate angles in a 180◦

range around vadj, and 2 candidate speeds (spref and 0.5 · spref).
Each combination leads to a candidate velocity.

Let v be the agent’s last used velocity. For a candidate veloc-
ity v′′, let δ(v′′) be the distance to the first collision with nearby
objects if A j would use v′′, clamped to a maximum distance
dmax = 5m. We choose the optimal velocity vnew as:

argmin
v′′

(
dmax − δ(v′′) + ∠(v′′, vadj) + ∠(v′′, v) +

||v′′|| − spref

spref

)
.
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