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Abstract
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Master of Natural Language Processing

LatticeNN
Deep Learning and Formal Concept Analysis

by Esteban MARQUER

In recent years there has been an increasing interest in approaches to combine
formal knowledge and artificial neural networks (NNs), called neuro-symbolic ap-
proaches.Formal concept analysis (FCA) is a powerful formal tool for understanding
complex data called formal context (FC). FCA can be used to generate a structured
view of the data, typically a hierarchy of formal concepts called concept lattice or an
ontology. It can also discover implications between some aspects of the data and
generate explainable formal rules grounded on the data, which can in turn be used
to construct decision systems from the data.

In this thesis, we explore ways to solve the scalability problem inherent to FCA
with the hope of revealing implicit information not expressed by FCA, by using
deep learning to reproduce the processes of FCA. Recently, neural generative models
for graphs have achieved great performance on the generation of specific kinds of
graphs. Therefore, we explore an approach to reproduce the formal lattice graph
of FCA using generative neural models for graphs, and in particular GraphRNN.
Additionally, we develop a data agnostic embedding model for formal concepts, Bag
of Attributes (BoA). Relying on the performance of BoA, we develop an approach to
generate the intents, a description of the formal concepts. We report experimental
results on generated and real-word data to support our conclusions.
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Chapter 1

Project Frame

1.1 Introduction

In recent years there has been an increasing interest in approaches to combine formal
knowledge and artificial neural networks (NNs), called neuro-symbolic approaches [3,
14]. Formal concept analysis (FCA) is a powerful formal tool for understanding com-
plex data called formal context (FC) (see Subsection 1.3.1). FCA can be used to gen-
erate a structured view of the data, typically a hierarchy of formal concepts called
concept lattice (see Subsection 1.3.2) or an ontology. It can also discover implications
between some aspects of the data and generate explainable formal rules grounded
on the data. This can be used to construct decision systems from the data.

Replicating FCA’s mechanisms using NNs could help processing complex and
large datasets [9, 34] by tackling FCA’s scalability issues [33]. It could also help
integrate FCA into connectionist pipelines and allow us to discover new aspects
that the standard FCA process doesn’t explore. Following this idea, we want to
reproduce the general discovery process of FCA with NN architectures. This asks
for a general framework capable of generating concept lattices using exclusively the
FC.

To our knowledge, there are only a few neuro-symbolic approaches involving
FCA. Rudolph et al. [41] show how to encode closure operators with simple feed-
forward NNs. Gaume et al. [16] make the parallel between FCA and bipartite graph
analysis, by considering the FC as a bipartite graph. In [34], Kuznetsov et al. present
an approach to construct NNs from the results of FCA. More recently, Dürrschnabel
et al. [9] present FCA2VEC, a framework to represent FCs by encoding FCA’s clo-
sure operators, using the results of [41]. However, those approaches do not offer a
complete neural framework to approximate FCA.

To overcome these limitations, we explore two complementary approaches to the
generation of concept lattices using NNs, respectively the generation of lattices as la-
beled graphs and the generation of concept intents. Our work provides a framework
for the task of reproducing FCA using NNs, supported by experimental results that
serve as a baseline. We also provide a representation framework for FCs called Bag
of Attributes (BoA) that we detail in [37].

This report is organized as follows. Chapter 1 introduces the subject and the
background of the project. In Section 1.2 we present the Inria Project Lab HyAIAI
and the LORIA laboratory, as well as our main development tools. In Section 1.3
and Section 1.4 we introduce basic notions respectively of FCA and deep learning.
Finally, we explain the goals of the project in Section 1.5. We describe the two ap-
proaches we explored respectively in Chapter 2 and Chapter 4, by presenting a de-
tailed overview of the literature, a description of the NN architectures we tested and
the experiments we ran. Chapter 2 contains an overview of the state-of-the-art of
graph generation, a description of our data representation and generation process,
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and the details of the architecture we developed in our initial approach based on
graphs. The challenges encountered when designing this architecture led us to cre-
ate BoA, an embedding framework to represent FCs. BoA is detailed in Chapter 3
together with FCA2VEC [9]. Chapter 4 is the description of the second approach
we explored, a very modular approach to the problem of lattice generation focused
on intents. Finally, we discuss the results of the project and explain some plans to
further expand our approach in Chapter 5.

1.2 Work Environment

The internship project is a collaboration of the Orpailleur and Multispeech research
teams from LORIA, within the frame of the Inria Project Lab HyAIAI. The intern-
ship took place within the LORIA research lab, under the supervision of Miguel
Couceiro and Ajinkya Kulkarni. In this section, we briefly describe the LORIA lab
(Subsection 1.2.1) as well as the Inria Project Lab HyAIAI (Subsection 1.2.2). We also
present the tools we used in our experiments (Subsection 1.2.3).

1.2.1 LORIA, Orpailleur and Multispeech

LORIA1 is a French mixed research unit (Unité Mixte de Recherche, UMR 7503). In
other words, it is a research lab shared by three institutions: the French national
center for scientific research (Centre National de la Recherche Scientifique, CNRS)2, the
Université de Lorraine (UL)3 and the Inria4, the national institute for research in digital
science and technology. The LORIA was created in 1997 and focuses on both funda-
mental and applied research in computer sciences. The lab is directed by Jean Yves
Marion together with the direction team. They are helped by a scientific council, a
lab council, and an assembly of the researcher responsible for each team.

The research in the lab is organized in 30 research teams, each focusing on spe-
cific thematic or goals. The teams are grouped in 5 research department depending
on the main direction of the team’s research:

• the “Algorithms, Computation, Image and Geometry” department focuses on
geometry and symbolic computation and its algorithmic problems;

• the “Formal Methods” department focuses on “analyzing, verifying and de-
veloping safe and secure software-based systems”1 using formal methods;

• the “Networks, Systems and Services” department focuses on large networks
as well as parallel and distributed systems;

• the “Natural Language Processing and Knowledge Discovery” department fo-
cuses on processing and modeling language and knowledge;

• finally, research in the “Complex Systems, Artificial Intelligence and Robotics”
department focuses on artificial intelligence and robotics.

1https://www.loria.fr/en
2www.cnrs.fr/en
3http://welcome.univ-lorraine.fr/en
4https://www.inria.fr/en

https://www.loria.fr/en
www.cnrs.fr/en
http://welcome.univ-lorraine.fr/en
https://www.inria.fr/en


1.3. Basic Background in Formal Concept Analysis 3

Orpailleur and Multispeech are two teams of the “Natural Language Processing
and Knowledge Discovery” department. Orpailleur5 groups researchers are inter-
ested in knowledge discovery and engineering while Multispeech6 focuses on pro-
cessing speech. Miguel Couceiro is the head of Orpailleur and Ajinkya Kulkarni is a
Ph.D. student in Multispeech.

1.2.2 Inria Project Lab HyAIAI

Current and efficient machine learning approaches rely on complex numerical mod-
els, and the decisions which are proposed may be accurate but cannot be easily ex-
plained to the layman. That is a problem especially in some cases where complex
and human-oriented decisions should be made, e.g., to get a loan or not, to obtain a
chosen enrollment at university.

HyAIAI7 (“Hybrid Approaches for Interpretable Artificial Intelligence”) is an In-
ria Project Lab (IPL) about the design of novel, interpretable approaches for artificial
intelligence. The objectives of the IPL HyAIAI are to study the problem of making
machine learning methods interpretable, by designing hybrid ML approaches that
combine state-of-the-art, numerical models (e.g. neural networks) with explainable
symbolic models (e.g. pattern mining). Our goal of creating a neuro-symbolic frame-
work for FCA is the first step towards integrating FCA into NNs.

The IPL HyAIAI project involves seven Inria Teams, namely Lacodam in Rennes
(project leader), Magnet and SequeL in Lille, Multispeech and Orpailleur in Nancy,
and TAU in Saclay.

1.2.3 Tools, Repository and Testbed

Our project required several processing scripts and the implementation and training
of the proposed NNs architectures. We stored our code on Gitlab. We used an Ana-
conda8 environment with Python 3.8, the deep learning library PyTorch9, as well as
major data science libraries (e.g., Pandas, Seaborn, ScikitLearn). The extensive list of
packages used is available on our Gitlab repository10.

Our experiments were run on Grid500011, a platform for experimentation sup-
ported by a scientific interest group hosted by Inria and including CNRS, RENATER
and several Universities as well as other organizations. Grid5000 provides compu-
tational clusters equipped with powerful graphic processing units (GPUs) which are
necessary to train NNs in reasonable time. In particular, we used the grue, graffiti
and grele clusters, whose description is available on Grid5000’s website12.

1.3 Basic Background in Formal Concept Analysis

In this section, we briefly recall some basic background in FCA. We focus on the
finite case of FCA (with a finite set of objects and attributes) because we want to
apply FCA to analyze finite data. For further details see, e.g., [13, 22].

5https://orpailleur.loria.fr/
6https://team.inria.fr/multispeech/
7https://project.inria.fr/hyaiai/
8https://www.anaconda.com/
9https://pytorch.org/

10https://gitlab.inria.fr/emarquer/fcat
11https://www.grid5000.fr
12https://www.grid5000.fr/w/Nancy:Hardware

https://orpailleur.loria.fr/
https://team.inria.fr/multispeech/
https://project.inria.fr/hyaiai/
https://www.anaconda.com/
https://pytorch.org/
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FIGURE 1.1: Example of a formal context of geometrical shapes.

1.3.1 Formal Contexts and Formal Concepts

A formal context (FC) is a triple 〈A, O, I〉, where A is a finite set of attributes, O is a
finite set of objects, and I ⊆ A ×O is an incidence relation between A and O. A
formal context can be represented by binary table C with objects as rows Co and
attributes as columns Ca, for o ∈ O and a ∈ A. The entry of C corresponding to o
and a is defined by Co,a = 1 if (o, a) ∈ I, and 0 otherwise. In FCA, entries equal to
1 are also called crosses. Figure 1.1 is an example of a formal context of shapes and
their geometrical properties.

It is well known [13] that every formal context 〈A, O, I〉 induces a Galois connec-
tion between objects and attributes, called closure operator: for X ⊆ O and Y ⊆ A,
defined by: X′ = {y ∈ A | (x, y) ∈ I for all x ∈ X} and Y′ = {x ∈ O | (x, y) ∈
I for all y ∈ Y}. A formal concept is then a pair (X, Y) such that X′ = Y and Y′ = X,
called respectively the intent and the extent. It should be noticed that both X and Y
are closed sets, i.e., X = X′′ and Y = Y′′. We denote by I ⊆ 2A the set of intents,
E ⊆ 2O the set of extents and C ⊆ I× E the set of concepts. In simple terms, a formal
concept is a “rectangle” of crosses in a formal context, relating the attributes shared
by a set of objects and the objects containing the set of attributes.

1.3.2 Formal Concept Lattices

The set of all formal concepts can be ordered by inclusion of the extents or, dually,
by the reversed inclusion of the intents. The order relation ≤ on concepts is defined
as 〈i1, e1〉 ≤ 〈i2, e2〉 ⇐⇒ e1 ⊆ e2. As ≤ is a partial order relation, the set of formal
concepts together ≤ form a partially ordered set. More specifically, they form a lattice
L called a formal concept lattice.

In lattices, every pair of elements (formal concepts in our case) have a unique
supremum (or join), which is the lowest element which is greater than or equal to the
elements in the pair. As such, it is also called least upper bound. Similarly, every pair
of elements has a unique infimum (or meet or greatest lower bound). Additionally, in
the finite case that interests us, there exist two special elements in every lattice: top
(written >) and bottom (⊥). > is the global maximum and ⊥ the global minimum of the
lattice. As such, for every concept c ∈ C in the lattice, we have⊥ ≤ c ≤ >. Typically,
the intent of > is empty and its extent is O, while the extent of ⊥ is empty and its
intent is A.

The strict order relation < of the order relation ≤ is defined by x < y if x ≤ y
and x 6= y. The cover relation ≺ is defined by x ≺ y if x < y and there is no z
such that x < z < y. The Hasse diagram, the graph of this ≺ relation, is a standard
representation for formal concept lattices. It is an acyclic directed graph. Figure 1.2 is
the Hasse diagram of the example lattice from Figure 1.1.
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FIGURE 1.2: Lattice of the example context from Figure 1.1.

1.3.3 Formal Concept Lattices Generation Algorithms

A naive way to generate concept lattices is to follow the definition of formal con-
cepts. The first step is to compute either the intents or the extents, and use it to build
the set of formal concepts. To achieve this, we can construct the set of extents as E =
{Y′′ for all Y ∈ 2O} and the set of concepts {〈e′, e〉 for all e ∈ E}. The set of intents
would be I = {X′′ for all X ∈ 2A} and the set of concepts {〈i, i′〉 for all i ∈ I}. The
number of possible extents and intents are respectively |2O| = 2|O| and |2A| = 2|A|.
The size of the set of concepts is thus, in the worst case, 2min(|O|,|A|). Therefore, as-
suming the time complexity of ·′ and ·′′ is in O(1), computing E first is in O(2|O|)
and computing I first is in O(2|A|). In either case, there can not be a polynomial
algorithm to build the set of concepts, because the size of the output (the set of for-
mal concepts) is exponential to the size of the input (the FC). The second step of our
naive algorithm is to compute the order by comparing each pair of extents with ⊆.

There exist a wide variety of algorithms to generate concept lattices or at least
the set of concepts. For an overview of those algorithms see, e.g., [33].

1.4 Basic Background in Deep Learning

In this section, we recall some basic background in deep learning. For further detail
on NN architectures see, e.g., [42].

1.4.1 Neural Networks

Neural networks (NNs) are a class of statistical connectionist models trained using the
backpropagation algorithm. The training is done by processing inputs with the model
and evaluating the quality of the output using a loss function. By minimizing this
loss with an optimization algorithm, the model learns to approximate the expected
output. In this subsection, we detail several kinds of model designs (or architectures)
frequently used in deep learning.
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FIGURE 1.3: Multi-layer perceptron architecture. From https://www.
researchgate.net/profile/Ayhan_Erdem2/publication/319309006.

A multi-layer perceptron (MLP) is the simplest architecture of NN. It is com-
posed of multiple layers, called feed-forward layers. Each output of a feed-forward
layer is a linear composition of all the layer’s inputs. Between layers, the values are
transformed by an activation function to increase the expressive capacity of the model.
The rectified linear unit (ReLU) and sigmoid are among the most common activation
functions. Figure 1.3 contains a simple diagram of the MLP.

1.4.2 Deep Learning Algorithms

To train NNs we use specific algorithms called optimizers to update the parameters
of the NN model based on the value of a loss function. The parameters are the
numerical values involved in the NN computations.

Training is performed by iteratively updating the parameters of the NN, by pre-
senting it with batches (groups) of input samples and applying the optimizer based
on the loss. An epoch is when all the data available is processed once. The process is
usually repeated for multiple epochs until the model converges, in other words, until
the performance of the model stops improving.

There exist a variety of optimizers, but the most recommended one [40] currently
is Adam [27]. For an overview of existing optimizers see, e.g., [40]. In our experi-
ments, we use Adam. This particular algorithm has low computational and mem-
ory usage compared to other algorithms and is well suited for complex optimization
problems.

1.4.3 Usual Loss Functions

The loss function to use depends on the kind of problems handled. When predicting
specific values within a set of known values, it is standard to make the NN output
probabilities of being in each of the possible values. Typical examples are classifi-
cation problems and language modeling, where the model has to predict the most
likely character or word among known ones. For those problems, we usually use the
cross-entropy loss to make the predicted probabilities closer to the actual ones. In the
binary case (only 2 possible values), we use the binary cross-entropy (BCE) which only
requires the probabilities of one of the two classes. Equation (1.1) is the equation of
the cross-entropy with X the set of all possible values, p the target distribution, q the
predicted distribution, and p(x) (or q(x)) the probability to have the value x accord-
ing to p (respectively q). Equation (1.2) is the equation of the BCE with two values

https://www.researchgate.net/profile/Ayhan_Erdem2/publication/319309006
https://www.researchgate.net/profile/Ayhan_Erdem2/publication/319309006
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0 and 1, but computed only using 1. Another common kind of problem is predict-
ing real-valued data or integers, e.g., image generation. In those cases, we typically
use mean squared error (MSE) to reduce the squared distance between the predicted
value and the expected one. Equation (1.3) is the equation of the MSE with p and q
the target and the prediction. Other loss functions are widespread, e.g., the cosine
similarity, but we mainly use cross-entropy, BCE, MSE, and loss functions derived
from those three.

H(p, q) =− ∑
x∈X

p(x)log(q(x)) (1.1)

BCE(p, q) =− p(1)× log(q(1))− (1− p(1))× log(1− q(1)) (1.2)

MSE(p, q) =
|p|

∑
i=1

(pi − qi)
2 (1.3)

1.4.4 Binary Encoding and Softmax

In classification problems the possible values are usually indexed, and a specific
label is represented by a binary vector. We speak of the binary encoding of a set of
values and one-hot encoding of a value. Those encodings are computed with regards
to the indexed set of all possible values. In our setup, the binary encoding of a set
of attributes X ⊆ A is the vector of size |A|, such that the position k of the vector
contains 1 if ak ∈ X and 0 otherwise. The one-hot encoding of an attribute ak is
the binary encoding of {ak}, in other words the vector of size |O| full of 0 except at
position k which is 1.

When performing a single-label classification, we usually generates the proba-
blility for each value to be the correct one. To obtain this set of probabilities we
usually use the softmax function, which transforms any finite set of numbers into a
probability distribution. In other words, it transforms the values into probabilities
(between 0 and 1) in such a way that the sum of all values is equal to 1 and that the
proportions between the values are preserved.

1.4.5 Major Neural Networks Architectures

A convolutional neural network (CNN) is a NN that apply convolutions on an input.
For an overview of CNN see, e.g., [47]. Following the principle of convolutions, for
a given input element, a CNN produces an output based on a learned kernel and
the neighborhood of the input. It is possible to compute the size of the output and
the size of the neighborhood taken into account by the CNN. A CNN can handle
inputs of varying sizes, and the output size is proportional to the ones of the input.
Additionally, CNNs maintain the relations between neighboring elements and is
invariant to translation. In other words, a CNN will produce the same output for
a given neighborhood at different locations in the input. They are widely used in
image processing due to this property allowing it to learn filters to detect features
independently of the position in the input. A basic CNN is shown in Figure 1.4.

The famous long short-term memory recurrent NN (LSTM) [17] and gated recurrent
unit NN (GRU) [7] are architectures of a family called recurrent NNs (RNNs). This
family of models handles sequences of inputs of variable length, and are designed
to learn dependencies within the input sequence. By transmitting and updating a
vector called hidden state from one step of the sequence to the following one, each
output depends on the current input as well as the previous ones. A variant of
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FIGURE 1.4: Example of CNN architecture. From Wikipedia.

(A) RNN

(B) GRU cell (C) LSTM cell

FIGURE 1.5: Structure of the major RNN architectures, the input at
step t is xt, the hidden state ht, and the output ot. From Wikipedia.

the LSTM, called bi-directional LSTM (BLSTM) [17], uses a second LSTM to process
the input sequence in the reverse direction. It can thus handle both forward and
backward dependencies in the sequence. A major flaw of all RNNs is their inability
to model long-range dependencies, with various variants like LSTM and GRU trying
to solve this memory issue to some extent. A block diagram representing how RNN
handle sequences is shown in Figure 1.5a, and the inner workings of a a GRU and
an LSTM are shown respectively in Figure 1.5b, and Figure 1.5c.

Attention mechanisms [1], which have been developed to handle this issue, con-
sider a full sequence and attribute attention weights to each element. The attention
weights are usually computed with a dot product between a query and the elements
in the sequence, though there are numerous variants of attention. The attention
weights are usually used to weight the sequence directly or to compute a weighted
average of the sequence. The summaries produced by the attention mechanisms are
called context. Attention is cheap to compute (usually), and the analysis of the atten-
tion weights allows to determine the implication of each element in the final result.
Due to this property, attention can be used to make an RNN’s result interpretable.
Attention is powerful enough to be used alone, like the transformer network [44] and
more recently the reformer network [30]. An example of attention for neural machine
translation is shown in Figure 1.6.
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FIGURE 1.6: Example of attention mechanism for transla-
tion from English to French. From https://blog.floydhub.com/

attention-mechanism/

FIGURE 1.7: Example of DAN, Figure 1 from [23].

We call unordered composition functions operations that do not take into account
the order of the input elements and can accommodate any number of input elements.
Typical examples for vectors are the element-wise min, max, and average (also re-
spectively called min-, max-, and average-pooling). Unordered composition-based
models combining an unordered composition of the inputs with an MLP are called
deep averaging networks (DANs). They have proven their effectiveness in a variety of
tasks, for instance, sentence embedding [23], sentiment classification [6], and feature
classification [15]. On the one hand, this family of architectures allows for varying
sizes of input to be processed at a relatively low computational cost, by opposition
to recurrent models like LSTM. On the other hand, the information related to the
order of the input elements is lost. The DAN for sentence embedding from [23] is
shown in Figure 1.7.

To summarize, CNNs, RNNs, attention mechanisms, and DANs are various ar-
chitectures able to handle inputs of varying sizes, each with their advantages and
drawbacks.

1.4.6 Auto-Encoders and Embeddings

Auto-encoders are a class of deep learning models composed of: (i) an encoder, taking
some x as an input and producing a latent representation z; (ii) a decoder, taking z
as an input and reconstructing x̂ a prediction of x. By training the model to match x
and x̂, the model learns to compress x into z. We call the training objective matching
x and x̂ the reconstruction loss. Auto-encoders are one of the methods to generate

https://blog.floydhub.com/attention-mechanism/
https://blog.floydhub.com/attention-mechanism/
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representations of data as vectors. In that case, z is called the embedding of x, and the
real-valued space in which z is defined is called the embedding space.

Unlike traditional auto-encoders, variational auto-encoders (VAEs) [26] encode a
distribution for each value of z instead of the value itself. In practice, for each el-
ement of z, the encoder produces two values: a mean µ and standard deviation σ.
When training the model, z is sampled from the normal distribution defined by µ
and σ. Finally, the distribution defined by µ and σ is normalized by using an ad-
ditional loss term called Kullback–Leibler divergence (KL divergence). To make this
process differentiable and be able to train the model, a method called reparametriza-
tion [26] is used.

VAEs are known to provide better generalization capabilities and are easier to
use to decode arbitrary embeddings, compared to classic auto-encoders. This prop-
erty is useful for generation, as we can train a model generating embeddings then
decode them with a pre-trained VAE. A typical example of VAE, is one trained on
basic geometric shapes (circles, triangles, rectangles, etc.), allows us to decode arbi-
trary embeddings: the average of the embedding of a triangle and a rectangle would
give us a trapezoid (a coherent mix of a triangle and a rectangle) even if none were
seen during training. Thus, VAEs have been used in a wide variety of applications
to improve the quality of embedding spaces: image [26], speech [31], and graph
generation [29] for example.

A constrained VAE is a kind of VAE that feeds a constraint vector (or condition)
to the decoder in addition to the embedding. Because the condition already con-
tains part of the information, the model will learn to encode the rest in the embed-
ding. This architecture allows to voluntarily exclude part of the information form the
embedding or to constrain the decoding process. An example of constrained VAE
is [31], which uses the condition to specify the speaker in emotional speech. The
embedding contains “anonymized” speech information, and it becomes possible to
transfer emotional speech from one speaker to another by changing the condition.

1.4.7 Metric Learning

Metric learning [35] is a process used to train embedding models, by making their
embedding space have properties of a metric. To achieve this, a loss is used to reduce
the distance between the embeddings of equal elements and increase the distance
between embeddings of different elements. Multiple losses can achieve this, such as
pairwise loss and triplet loss. Those losses consider the embeddings of three elements:
an input x, some x′ judged equal to x, and some y different from x. They are used to
minimize the distance between equal elements and maximize the distance between
different elements. In some approaches [31], a predictor (typically an MLP) is used to
predict a distance between the embeddings, instead of applying a standard distance
directly on the embeddings.

It is possible to learn metrics on different aspects of the elements, by splitting the
embedding into different segments and learn a different metric on each segment [31].

Metric learning is usually used to approximate actual metrics. However, its pro-
cess can be applied to learn other kinds of measures not fitting the definition of a
metric. The current paper falls in this case.
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1.5 Problem Statement

Our main objective for this project is to provide a grounded proof of concept, demon-
strating the feasibility of concept lattice generation using NNs. We focus on pro-
viding a fully working and general framework, able to handle unseen FCs with no
technical constraint on the size. The generation performance and the explainability
are also taken into account, but they are secondary. Indeed, extensive training of the
model can easily boost the performance once the framework is designed. Addition-
ally, we orient our design choices to facilitate the integration of explainable methods
in future work. Finally, we do not consider the computational optimization of the
methods as a major concern.

In the previous section, we saw that a formal concept lattice is defined by a set
of concepts and a partial order relation between the concepts. Given the relations
between the order relation ≤, <, and ≺, a single one of them is enough to describe
the partial order between the concepts. Also, the set of concepts can be completely
described using either the set of intents or the set of extents. From those two aspects,
we can apply the principle of “divide and conquer” to split the difficult task of lat-
tice generation into simpler tasks: on the one hand, generating the order between the
concepts, and on the other hand, defining the concepts themselves. Additionally, the
order relation can be described by graphs (e.g., the graphs of < and≺), with the con-
cepts being the nodes of the graph, so state-of-the-art, methods in graph generation
can be used.

Two approaches can be devised to solve the tasks of generating the concepts
and the order between them: (i) generating the order between the concepts first
and then defining the concepts, and (ii) generating the concepts, then computing
the order relation between them. Each of these approaches focuses on a different
aspect of the formal concept lattice. We explore the first approach in Chapter 2 by
adapting state-of-the-art methods to generate the graphs of lattices. In Chapter 4,
we focus on generating the intents using the information from the FC, thank to the
BoA embedding model for FCs described in Chapter 3.

Our choice of working with the intents to define the concepts comes from the
assumption that |A| ≤ |O| in most datasets, so focusing on intents should be less
costly than with the extents as fewer elements are involved. In cases where this as-
sumption is not verified (|A| > |O|), we can exchange the objects and the attributes.
Indeed, if we exchange them the resulting lattice is the same, except ≤ and ≺ which
respectively become ≥ and �, and the intents and extents which are swapped with
one another. In practice, this exchange of A and O corresponds to using the trans-
posed C instead of C itself. It is easy to swap back the intents and extents in the
output and to reverse the order and cover relations to get the expected lattice. In
simple words, whether we design our method by focusing on intents or extents, we
can adapt it to the other case with simple transformations.
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Chapter 2

Initial Approach: Graph
Generation

In this chapter we explore the reconstruction of the lattice as a relation between for-
mal concepts. As a relation corresponds to a graph, we can use the state-of-the-art
graph-generation methods described in Section 2.1 to generate the lattice.

Our goal which is to learning a single model to generate all the lattices leads us
to focus on models able to generate families of graphs. In particular, we selected
GraphRNN [51], for the reasons explained in Subsection 2.1.3, and adapted it into
a constrained VAE presented in Section 2.3. We also adapted their graph encoding
method to represent lattices as we describe in Section 2.2.

We performed preliminary experiments with this method as described in Sec-
tion 2.4. However, the challenge of how to use the FC as a condition for the VAE,
together with the relatively poor generation performance, led us to put aside the
graph generation approach and focus on generating the concepts first, as described
in Chapter 4. The BoA embedding framework, described in Chapter 3, is the result
of our tentative to make the FC usable as a condition for the VAE. As we did not fi-
nalize the approach, the corresponding code is not present in our GitLab repository.

2.1 State of the Art of Graph Modeling

In recent years, there has been an explosion of approaches to model graphs with
NNs. Typical applications are knowledge graph processing and community graph
detection. There exist a variety of approaches to graph modeling in the literature.
In this section, we describe the main approaches of graph representation and gen-
eration, and their principal characteristics. For further details see, e.g., [46] or the
repository https://github.com/dsgiitr/graph_nets.

The various approaches for graph modeling using NNs vary along 2 major as-
pects: the data representation method and the kind of objects that the framework is
capable of modeling, e.g., individual nodes or whole graphs. Firstly, the representa-
tion and processing of the graph differ in how the two major aspects of the graph are
represented. On the one hand, the structure of the graph is the adjacency between
the nodes. It can be represented as an adjacency list, an adjacency matrix, a graph
spectrum (see Subsection 2.1.2), or implicitly by considering the neighborhood of a
node. On the other hand, nodes can be represented either implicitly by only consid-
ering the structure of the graph, by an arbitrary identifier like a random value, or
by a set of features or labels. As a reminder, features of nodes in a graph are a set
of properties contained in nodes, e.g., the name, age, and email address in a social
network. Labels are textual or numerical denominations of the nodes and edges, and
can be seen as a specific kind of features. Secondly, graph NN can represent either

https://github.com/dsgiitr/graph_nets
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nodes or whole graphs. We detail those two kinds of graph NNs respectively in
Subsection 2.1.1 and Subsection 2.1.2, along with major graph NNs approaches. We
explain why we chose to focus on GraphRNN in Subsection 2.1.3.

2.1.1 Node-Centered Approaches

The first group of graph NNs focuses on representing nodes.This kind of NN can
be trained on a specific graph to provide representations for this graph’s nodes [38,
39]. It is used to generate local representations in particular for large and complex
graphs, e.g., generating entity embeddings for knowledge graphs or node embed-
dings for community graphs. Graphs NNs representing nodes can also be used to
represent whole graphs, by combining the representation of the nodes. However,
it is also possible to learn a more general model to represent nodes by training on
multiple graphs [28].

A first method, proposed in DeepWalk [39], is to mimic natural language pro-
cessing (NLP) methods for learning sentences. The neighborhood of a node is lin-
earized, by taking a sequence of nodes obtained by randomly walking through the
graph. The sequences of nodes are then processed as if they were sentences, with
SkipGram [38] in the case of DeepWalk.

A second approach is message passing, in which a node representation is built
iteratively. The nodes’ initial representation can be the features of the nodes (rep-
resented as vectors), or randomly generated values if there are no given features
for the nodes. GraphSAGE [20] and Graphite [19] are examples of message passing
neural algorithms, with [19] including a variational version of the Graphite.

A third framework is graph convolution, an adaptation of CNNs from grid-like
structures like images to the more irregular structure of graphs. In practice, the ker-
nel is applied to the neighborhood of a node as defined in graphs, instead of the spa-
tial neighborhood of a cell in a matrix. Graph Convolutional Network (GCN) [28] is
the basic architecture implementing this approach, and Hypergraph Neural Net-
work [11] is an adaptation of GCNs to hypergraphs. Graph Attention Network
(GAT) [45], Masked GCN [48], SPAGAN [49], Hierarchical GAN [25] are improve-
ments of GCNs with attention mechanisms and other similar techniques. Those
improvements allow the NN to select neighboring nodes based on the current node
and the content of the neighbors.

2.1.2 Whole Graph Approaches

Graph NNs representing whole graphs are used to represent graphs from a specific
family (or class) of graphs. In other words, they are trained to handle graphs sharing
some specific structural properties, e.g., community graphs. This kind of graph NNs
are used to perform tasks on a whole graph at once, e.g., classification of a graph and
generating graphs of a specific family.

A first method is spectral convolution, introduced in [5] and with a more recent im-
plementation called ChebNet [43]. Spectral convolution is based on spectral graph
theory, which represents a graph’s adjacency using a spectrum. The spectrum of a
graph provides a complete view of the graph’s adjacency. A detailed introduction to
spectral graph theory can be found, e.g., in [8]. Spectral convolution is an application
of CNNs on this spectrum of the graph.

A second framework is hierarchical graph pooling, presented in [50]. This method
is an iterative simplification of the graph by grouping strongly related nodes using
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clustering and pooling methods. Once a single group remains, the graph is fully
simplified.

A third approach is to use a VAE directly on the adjacency matrix of a graph,
as implemented in GraphVAE [29] and Constrained GraphVAE [36]. By flattening
the adjacency matrix to a vector, it becomes possible to apply a VAE directly on
the adjacency. This method performs well at generating graphs of specific families,
despite being less involved than the other methods presented in this section. Indeed,
it doesn’t rely on specific properties of graphs to establish its architecture.

A fourth method is to use recurrent models on a linearization of the graph, as
done in GraphRNN [51]. In this approach, the graph is first transformed into a se-
quence of nodes, and the nodes are then processed iteratively. GraphRNN processes
each node of the sequence by computing its edges with the previous nodes in the se-
quence. They rely on a breadth-first search to linearize the graph to make connected
nodes close in the sequence.

2.1.3 Advantages of GraphRNN for Lattice Generation

As a reminder, our goal is to learn a single neural model to generate lattices in gen-
eral. We want the model to produce a whole lattice for each FC presented. From
those constraints, we focus on graph NNs able to handle whole graphs at once.
The architecture should also be able to generate graphs, and only GraphVAE, Con-
strained GraphVAE, and GraphRNN fit our criterion.

A drawback of GraphVAE and Constrained GraphVAE is that they are limited
in the size of the graph they can handle. Indeed, VAE has a fixed-sized input and
output, so the two approaches are unable to handle graphs larger than the graphs
they are trained on. Conversely, the recurrent nature of GraphRNN makes it very
flexible with regard to the size of the generated graphs.

A final argument in favor of GraphRNN is that it is easily extendable with node
features. In our case, node features are the intent and extent of the concepts, and they
are very important for our goal because they define the concept. In practice, when
generating a new node, we would add a network to generate the intent or the extent
to the link generation network of GraphRNN, as we explain in Subsection 2.3.2.

GraphRNN shows state-of-the-art performance when generating graphs of vari-
ous families, and can handle any size of graphs. However, it is not designed to gen-
erate specific graphs on request, as we would like to do to generate lattices based
on the FCs. Conversely, constrained VAEs (such as Constrained GraphVAE [36])
are generative models that can be constrained. Using such a model would allow us
to generate lattices under the constraint of the FCs. To compensate for the limita-
tions of GraphRNN with regards to our goal, we decided to adapt GraphRNN into
such a constrained VAE. As described in Section 2.3, we first adapt GraphRNN into
an auto-encoder, which is later adapted into a VAE and then further modified as a
constrained VAE.

2.2 Transforming Lattices into Matrices

When training a NN on non purely numerical data, lattices in our case, it is necessary
to first represent the data in a numerical form. The choice of the data, as well as the
quality of the representation, noticeably affect the quality of the resulting model.
Typically, a bad representation makes learning hard if not impossible, while a well-
thought representation of the data is already half the job done. Also, the model will
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Density of the triangular adjacency
Size # Concept Graph of ≺ Graph of ≤

Mean ± std.

All 27.35± 24.76 0.12± 0.07 0.22± 0.09
5× 5 7.28± 1.88 0.18± 0.02 0.30± 0.03

10× 10 29.49± 6.30 0.07± 0.01 0.17± 0.02
10× 20 66.00± 11.55 0.038± 0.005 0.11± 0.01
20× 10 64.68± 13.05 0.039± 0.006 0.11± 0.01

Range

All 1 to 117 0 to 0.25 0 to 0.39
5× 5 1 to 15 0 to 0.25 0 to 0.39

10× 10 15 to 64 0.04 to 0.11 0.12 to 0.29
10× 20 38 to 114 0.025 to 0.054 0.08 to 0.15
20× 10 37 to 117 0.024 to 0.058 0.08 to 0.16

TABLE 2.1: Descriptive statistics on the dataset of randomly gener-
ated contexts.

perform better and be better at generalizing when trained on more and more varied
data.

We decide to learn on randomly generated FCs and the corresponding lattices.
The main reason is that gathering and preparing large amounts of usable real-world
FC is costly, while generating random data is cheap. We can afford to use randomly
generated FCs because we want to learn the general process of FCA, which should
behave the same no matter the source of the data.

In this section, we describe the lattice data we used for our experiments and
how we encode it as matrices. First, we explain our generation process in Subsec-
tion 2.2.1. We then explain how we adapted the breadth-first search ordering method
of GraphRNN in Subsection 2.2.2. We then discuss the encoding of the adjacency in
Subsection 2.2.3 and the intents and extents in Subsection 2.2.4.

2.2.1 Data Generation and Dataset

The dataset used for training the GraphRNN models is composed of 4000 randomly
generated FCs and the corresponding lattices computed using the Coron system1.
To generate a context of |O| objects and |A| attributes we sample |O| × |A| values
from a Poisson distribution and apply a threshold of 0.3. The values under this
threshold correspond to 1 in the context, which leads to a density (the portion of
entries equal to 1) around 0.3. Note that the random generation process may result
in empty rows and columns, which will be dropped by Coron if they are at the
extremities of the context. For this reason, the actual size of the generated context
may be smaller than the requested one. For the training phase, a development set
of 10% of the training set is randomly sampled from the training set. We generate
different sizes of contexts: 2000 of 5× 5, 1000 of 10× 10, 500 of 10× 20, and 500 of
20× 10 (|O| × |A|). The statistics of the generated dataset are reported in Table 2.1.
The dataset itself and the generation process are available in a GitLab repository2.

1http://coron.loria.fr/site/index.php
2https://gitlab.inria.fr/emarquer/random-lattice-dataset

http://coron.loria.fr/site/index.php
https://gitlab.inria.fr/emarquer/random-lattice-dataset
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FIGURE 2.1: Lattice from Figure 1.2 organized in levels and the corre-
sponding level-based and BFS-based orders.

2.2.2 From Breath-First Search to Level Ordering

In GraphRNN [51], a graph is represented by its adjacency. The graph is flattened
into a sequence with a breadth-first search (BFS), each element of the sequence de-
scribing a node by defining its adjacency with the previous nodes in the sequence.
In practice, we have a sequence Sπ = (Sπ

1 , . . . , Sπ
n ) for a graph of n nodes ordered by

π, with Sπ
i ∈ {0, 1}i−1 an adjacency vector for the node i with the nodes 1 to i− 1.

The breadth-first search order π ensures that the distance between the two adjacent
nodes in the sequence is small, as demonstrated in [51]. This method is designed for
undirected graphs but also works for directed graphs, under the condition of using
Sπ

i ∈ {−1, 0, 1}i−1 to represent both incoming and outgoing edges.
We adapt the methodology of [51] to lattices by defining an ordering of concepts

based on what we call levels. First, we define levels in Definition 1.

Definition 1 We iteratively define L, the indexed set of levels and a partition of C, such as
a concept c1 ∈ C belongs to the level li ∈ L if and only if the highest level of every other
concept c2 ∈ C, c2 ≺ c1 belongs to is i− 1.

For a given lattice, L can be demonstrated to be unique. Due to the way levels are
defined, two concepts within the same level are not comparable with the partial
order ≤. Additionally, if a concept c1 belongs to a lower level than a concept c2,
either c1 and c2 are not comparable or c2 ≤ c1. Finally, ⊥ is the only concept in
level 0 and > is the only concept in the highest level. We can now define the level-
based order OL = (c0, . . . , cn) an ordering of C based on L. This order is constructed
by concatenating the levels from l0 to l|L|. The order of the concepts within each
level does not matter and is thus arbitrarily chosen. The levels of the example from
Figure 1.2 and the corresponding level-based order are shown in Figure 2.1.

Using this new orderOL with the method of [51] maintains most of the properties
demonstrated in [51]. However, the distance between related nodes (concepts in
our case) is less constrained, as concepts of the last layers can be related by ≺ with
concepts of first layers. Conversely, using level-based ordering instead of BFS allows
the adjacency vectors to contain only outgoing edges and no incoming ones. Indeed,
for all c1, c2 ∈ C such that c1 ≺ c2, if c1 ∈ li then c2 ∈ lj with i < j. In other words, a
concept is only related to previous elements in the order.

In our example, BFS and level-based ordering produce different results. Indeed,
c6 appears before c5 with BFS, so we need to represent the relation of c6 and c5 with
an incoming edge from c6 in the adjacency list of c5. However, in the level-based
ordering c6 appears after c5 and there is no need for incoming edges.
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2.2.3 Encoding the Lattice Adjacency

The lattice adjacency can be encoded in multiple ways. A first method is to directly
consider the sequence of adjacency vectors of different sizes as in [51]. A second
method consists in concatenating the adjacency vectors, and a third method is to
use the adjacency matrix as described in the following paragraph. For practical pur-
poses, we tend to represent the data as vectors or matrices, so we focus on the last
two representations. The concatenation of the adjacency vectors is the most optimal
in terms of used space, while the adjacency matrix separates the adjacency of each
node across one of the dimensions. The adjacency matrix provides additional bene-
fits, like an easier visualization and simpler manipulation of the adjacency. However,
the adjacency matrix requires twice the space of the concatenated adjacency vectors,
as the upper triangular matrix is not used.

Basic Adjacency Matrix

We define a matrix L such that the entry at row i and column j, Li,j = SOL
i,j , with SOL

i,j

the element at position j in SOL
i . Where SOL

i,j is not defined (i ≤ j), Li,j = 0. In other
words, we fill a lower triangular matrix with the adjacency vectors. The resulting
lower triangular matrix is the adjacency matrix in the case of ≺ and <. For ≤, the
diagonal (i = j) of the matrix of < must be set to 1.

When using a model to predict this matrix, we are in a binary classification prob-
lem between two classes: NO EDGE (0) and EDGE (1). The model can thus be
trained using BCE.

Adjacency Matrix à la Sequence Modeling

GraphRNN is an architecture designed to process a sequence of nodes, each repre-
sented by a sequence of edges. Traditionally when using RNNs to process sequences
we use special values to mark boundaries in the sequence, e.g., the start and end
of the sequence. A special value is also dedicated to padding the sequence. This
padding value is used to make the sequence of a batch have the same size.

We also propose to make use of the empty space in the upper triangular matrix.
The transpose of the adjacency matrices of ≺, <, and ≤ are respectively the adja-
cency matrices of �, >, and ≥. For our triangular matrix containing only outgoing
edges from the nodes, the transposed matrix represents the incoming edges. This
transposed matrix is upper triangular, and we use it to fill the unused space of the
lower triangular matrix. Using this construction, we have redundancy between the
lower and upper triangular matrices. This redundancy can prove beneficial for our
task, as we can use the upper triangular matrix to check the results of the lower one.

For each node of the graph, we have a sequence of values as follows:

1. a start of sequence (SOS) value;

2. the sequence of outgoing edges, either 1 if there is an edge or 0 otherwise;

3. a middle of sequence (MOS) value;

4. the sequence of incoming edges, either 1 if there is an edge or 0 otherwise;

5. an end of sequence (EOS) value;

6. as many padding (PAD) values as necessary to reach the size of the largest ele-
ment in the batch.
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FIGURE 2.2: Diagram of a batch of 2 samples encoded using the 6
values NO EDGE (0) and EDGE (1) for the adjacency, SOS, MOS, EOS,

and PAD.

We also add sequences full of PAD in the sequence of nodes to reach the size of the
largest element in the batch. The resulting data takes the form of a matrix containing
one of 6 values in each entry: NO EDGE (0), EDGE (1), SOS, MOS, EOS, and PAD.
An example of a batch encoded using this process is shown in Figure 2.2.

When using a model to predict this matrix, we are in a multi-label classification
problem between 6 classes corresponding to the possible values. The model can thus
be trained using cross-entropy.

2.2.4 Encoding the Concepts

Concepts can be represented using either their intents, their extents, or both. In
FCA, there are two ways to encode the intents and the extents: the full encoding and
the narrow encoding. Using the full encoding, all the attributes (or objects) of the
intent (respectively extent) are used to represent a concept. The narrow encoding
however only use the attributes (or object) that “appear” in the concept, in other
words, the attributes (respectively objects) that are present in the concept’s intent
(respectively extent) but not in the ones lower (respectively higher) according to the
partial order ≤. To reconstruct the full intent (respectively extent) of a concept from
the narrow encoding, we take the set of all the attributes (respectively objects) in the
narrow encoding of the concept and the ones of concepts lower (respectively higher)
according to ≤. An interesting property of this narrow representation is that each
attribute (and object) appear only once in the lattice. Figure 2.3 shows the narrow
encoding of the example lattice from Figure 1.2.

We design two numerical representations for the concepts. The first one is a ma-
trix based on the full encoding. The entry at row i and column j is 1 if the attribute
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FIGURE 2.3: Narrow encoding of the example lattice of Figure 1.2.

aj (or object oj) is present in the intent (respectively extent) of the concept indexed i
inOL, and 0 otherwise. The second representation is based on the narrow encoding.
It takes the form of a vector, with each entry corresponding to an attribute (or ob-
ject). The value of an entry is the index in OL in which the corresponding attribute
(respectively object) “appears”.

2.3 Using GraphRNN for Lattices Modeling

The architecture we propose to model lattices as graphs is an implementation
of GraphRNN as a constrained VAE. We first detail the workings of the origi-
nal GraphRNN in Subsection 2.3.1 and then present our adapted architecture in
Subsection 2.3.2.

2.3.1 GraphRNN

This subsection is a quick overview of the inner workings of GraphRNN. For a de-
tailed explanation, see [51].

GraphRNN is a model for graph modeling composed of 2 components: a graph-
level GRU to generate nodes, and a node-level GRU to generate edges. For each step of
the graph-level model, the node-level model generates the edges with the previous
nodes in the sequence. In other words, the node-level model predicts the adjacency
vector Sπ

i described in Subsection 2.2.2. The adjacency vector predicted by the node-
level model is taken into account for the next step of the graph-level model. The
model can be considered in two phases: training and inference. They respectively
correspond to training the model and using the model to generate new graphs.

In practice, the graph-level model generates a representation of a node’s adja-
cency at each step, as a fixed-sized vector serving to initialize the node-level model.
This node representation is used as the first hidden state of the node-level RNN. At
each step, the node-level model predicts the probability of an edge existing between
the currently processed node and one of the previous nodes. During inference, this
probability is used to randomly sample the edge, which is then used as the input
of the next step of the node-level model. During training the true previously edge
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FIGURE 2.4: GraphRNN at inference time. Figure 1 from [51].

is used instead. Figure 2.4 is an example of how the model unfolds when during
inference.

The TensorFlow (an alternative to PyTorch) implementation of GraphRNN is
available in the Snap Stanford repository3.

2.3.2 GraphRNN Constrained VAE

To have a model able to generate lattices from FC based on the graph structure of
the lattice, we decide to split the problem. The first half of the problem is to learn a
way to accurately represent lattices in a way that can be used to decode them. For
that, we use an auto-encoder architecture to learn an embedding of lattices, and in
particular a VAE. Indeed, as mentioned in Subsection 1.4.6, VAEs are more suited to
generation problems like ours than traditional auto-encoders because of the prop-
erties of the embedding space. Once we have a representation of lattices, we can
tackle the second half of the problem: to use an FC together with the decoder half
of the VAE to generate the lattice corresponding to the FC. In practice, we have 2
main methods to achieve this. On the one hand, we can use an additional model to
generate an embedding of the FC in the same embedding space as the lattices. On
the other hand, we can use a constrained VAE with the FC as the condition. With
this second option, the condition can contain other information in addition to the
one from the FC, and the FC embedding is not necessarily in the lattices’ embedding
space, making it a more favorable option. However, the core of the problem stays
the same: we need an embedding of the FC. The whole pipeline is schematized in
Figure 2.5.

The development plan is in 3 steps: (i) building a VAE for lattices using the origi-
nal GraphRNN design, (ii) integrating the intent generation to the VAE, by extending
the original GraphRNN design and (iii) integrate the condition system. The first two
steps of the approach allow our model to first learn the representation of lattices in
an auto-supervised manner, thanks to the auto-encoding principle. At the issue of
those two steps, the model should have learned “what is a lattice”. The third step
is for developing the embedding of the FC. This development process allows us to
adapt the approach if one of the steps do not provide acceptable results. Indeed,
if the model does not manage to capture the basic structural properties of lattices
(without the intents), it is unlikely that it will be able to handle the full complexity of
the structure of lattices with the intents. Similarly, if the model has trouble handling
the full complexity of lattices, we won’t be able to use it to generate lattices from
FCs.

3https://github.com/snap-stanford/GraphRNN

https://github.com/snap-stanford/GraphRNN
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FIGURE 2.5: Adapted GraphRNN Constrained VAE.

(A) Encoder (B) Decoder

FIGURE 2.6: Details of the adapted GraphRNN, with edge and intent
generation.

Our auto-encoder is composed of two GraphRNNs, one for the encoder and the
other for the decoder. The encoder GraphRNN reads the graph, and the last hid-
den state of the graph-level RNN is used to build the embedding. The decoder
GraphRNN is initialized with the embedding as the first hidden state of the graph-
level RNN and generates. To handle the concept intents, an intent model is added
alongside the node-level model. Similarly to the node-level, this second model takes
the output of the graph-level model as its input. Block diagrams of the folded en-
coder and decoder are shown in Figure 2.6.

2.4 Preliminary Experiments and Change of Approach

To determine the feasibility of the proposed architecture, we first experimented with
the reconstruction performance of our VAE without node features, in other words
without intent.
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(B) Gold (expected output)

0 : NO EDGE
1 : EDGE
2 : SOS
3 : MOS
4 : EOS
5 : PAD

(C) Legend

FIGURE 2.7: Example of lattice reconstruction in the early stages.

Relation Accuracy Precision Recall F1

≺ 0.80 ± 0.05 0.50 ± 0.55 0.078 ± 0.089 0.13 ± 0.15
≤ 0.72 ± 0.03 0.50 ± 0.55 0.046 ± 0.055 0.084 ± 0.100

TABLE 2.2: Prediction performance of the GraphRNN auto-encoder,
for adjacency matrices of the graphs of ≺ and ≤. The prediction per-

formance for entries is reported (mean ± std.).

2.4.1 Reconstruction Performance Without Features

On a few samples of small size, the reconstruction performance of the VAE was
satisfying. Examples of reconstructions an early stage proof of concept model are
shown in Figure 2.7. This proof of concept model was trained on less than 20 samples
smaller than 5 objects and attributes. However, the prediction performance on our
larger dataset described in Subsection 2.2.1 is not as good. We experimented with
various variants of the model, but without major improvement in the performance.
Those changes include, but are not limitted to, predicting≤ or≺, completely sharing
the parameters of the decoder and the encoder, and pretraining. The performance
on the development set of our best model, detailed in Table 2.2, stays relatively low,
with an average F1 score of 0.13 at best when reconstructing the graph of ≺.

It is hard to compare those results with those presented in [51] as we do not use
the same evaluation tools. Indeed, GraphRNN is evaluated in [51] by comparing
structural statistics of predicted graphs with those of true graphs of the modeled
family. Conversely, because our goal is to correctly reconstruct a specific lattice and
not any lattice-like graph, we use measures of prediction performance, e.g., the F1
score. However, given the performance of GraphRNN demonstrated in [51], we
expected higher reconstruction performance, with an F1 score above 0.7 at least.

2.4.2 Formal Concept Representation and Change of Approach

To generate the lattice from the FC we decided to add a condition to our VAE. Ide-
ally, this condition should be the FC in some form. Because the usual constrained
VAE architecture requires fixed-sized condition vectors, the representation of the FC
has to be of fixed size for any FC. We could then generate the concept lattice using
exclusively the FC as the input, by using some default embedding instead of the
output of the encoder. This process can be seen as being able to generate any lattice,
and using the condition to specify which lattice we want: the one corresponding to
our FC. Another option would have been to generate lattice embedding from the FC,
in the embedding space defined by our GraphRNN VAE.
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Obtaining a detailed enough representation of the complexity of the FC is chal-
lenging, because the information defining the lattice is not directly accessible. Ad-
ditionally, we have constraints on the size of the representation due to our needs.
Focusing on this problem led us to design BoA presented in Chapter 3. The results
of the BoA model together with the poor performance of the basic auto-encoder led
us to modify our lattice approach. The new approach is detailed in Chapter 4.
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Chapter 3

Bag of Attributes: Embeddings for
Formal Contexts

It is essential to represent FCs, to reproduce FCA using neural networks. Ideally, we
want to have a general embedding framework for FCs capable of handling data of
arbitrary dimensions while encoding much of the contextual information.

FCA2VEC [9] is, to our knowledge, the only framework to generate embeddings
of objects and attributes from an FC. This approach, which we explain in Section 3.1,
has several limitations. Firstly, the embeddings for objects and attributes are not
defined in the same embedding space, which can be problematic when processing
objects and attributes together. Secondly, the embedding models need to be trained
separately on every processed FC, which is costly. Thirdly, there is no guaranty that
the resulting embeddings can be used to generalize across FCs, which is blocking for
our goal of developing a single model able to handle FCs.

To overcome these limitations, we propose an embedding framework for FCs. As
mentioned in Section 1.5, we focus on attributes and intents. To design this frame-
work, we asked ourselves what attributes are, and in particular, which aspects of
the attributes should interest us to reproduce FCA. We decided to focus on how
attributes interact with each other, and more precisely, which attributes appear to-
gether and how often. This answer is based on the following observation: attributes
that always appear together in the same dataset appear in the same intents, in the
same concepts. However, we are not interested in the order of the attributes, because
changing said order in an FC will not change the resulting lattice.

We detail the resulting architecture, Bag of Attributes (BoA), in Section 3.2, and
present experimental results in Section 3.4. BoA is the object of an article [37] pub-
lished in the 8th FCA4AI (“What can FCA do for Artificial Intelligence?”) work-
shop1. A significant portion of the content of this section is a reformulation of the
article [37].

3.1 State of the Art: FCA2VEC

Binary FCs are binary tables. There exist a wide variety of rank lowering methods to
represent such tables, like latent semantic analysis in NLP. The resulting representa-
tion is usually a pair of sets of vectors, one for the rows and one for the columns of
the table. However, such methods do not take into account the properties manipu-
lated by FCA, such as the closure operator or the formal concepts.

To our knowledge, the only embedding framework specialized for FCs and
based on FCA is FCA2VEC [9] by Dürrschnabel et al.. We explain the major as-
pects of their approach in this section. For further detail, see the original article.

1https://fca4ai.hse.ru/2020/

https://fca4ai.hse.ru/2020/
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FIGURE 3.1: Continuous Bag of Words (CBoW) and skip-gram archi-
tectures from word2vec. Figure 1 from [38].

In Subsection 3.1.1 and Subsection 3.1.2, we describe the embedding architectures
based on FCA’s closure operator proposed in [9], namely object2vec, attribute2vec,
and closure2vec. Finally, we describe in Subsection 3.1.3 the methods used in the
article to evaluate object2vec and attribute2vec. Note that all FCA2VEC models are
designed to build embeddings of small dimensions (2 or 3 elements only).

3.1.1 Object2vec and Attribute2vec

Object2vec and attribute2vec are proposed in FCA2VEC to provide embeddings of ob-
jects and attributes using respectively the extents and the intents. They are based on
the idea “to interpret two objects to be more close to each other if they are included
in more concept extents together.” [9]

Based on this principle, the authors adapt the word2vec [38] distributional word
embedding framework. Word2vec learns to associate a word with the words it ap-
pears with often, by learning to predict either the context of a word given the word
(skip-gram variant) or a word based on its context (CBoW variant). This principle
is schematized in Figure 3.1. By interpreting the objects as words and the extents
as sentences and applying word2vec, an object will be associated with objects often
appearing in the same extent. The resulting model is called object2vec. Similarly,
attribute2vec is obtained by using attributes as words and intents as sentences.

The samples used to train object2vec are generated by taking, for each extent e,
for each object o1 ∈ e, either:

• all the pairs 〈o1, o2〉 for all the other objects o2 in the extent (o2 ∈ e/o1
2), for the

skip-gram variant;

• the pair 〈e/o1, o1〉, for the CBoW variant.

In practice, o1 and o2 are represented by their respective one-hot encoding, and e/o1
is represented by the element-wise average vector of the one-hot encoding of its
elements.

It is interesting to note that for an extent of size |e| = 5, 5 samples are generated
for CBoW, while for skip-gram 5× 4 (2 among 5) samples are generated. For FCs
with large amounts of objects and concepts, the number of samples used to train the
skip-gram variant is explosively large using this method.

2As a reminder, e/o1 stands for the set e without the element o1.
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Dataset # Objects # Attributes Density # Concepts

ICFCA? 263 8442 0.005 680
Wiki44k 45021 101 0.04 21923

TABLE 3.1: Descriptive statistics on ICFCA? and wiki44k, the datasets
used to evaluate object2vec and attribute2vec. Table 1 from [9].

3.1.2 Closure2vec

Closure2vec is proposed in FCA2VEC based on the result of [41]. Rudolph demon-
strates that for any closure operator on two sets X and Y, there exists an MLP able
to perfectly encode said closure operator. The MLP of the closure operator from X
to X has an input size of |X|, a first layer with |Y| neurons and a second one with
|X| neurons. This general result is applicable to FCA’s closure operator, e.g., ·′′ on
the set of attributes can be encoded with a 2 layer MLP with an input size of |A|, a
first layer with |O| neurons and a second one with |A| neurons. Such a model, once
defined, can be learned using deep learning algorithms.

Closure2vec is designed to take two sets of attributes (for example, two objects)
and compute an embedding for each of them. It is then trained to match the closure
Hamming distance (see Definition 2) between the two sets of attributes to the distance
between the corresponding embeddings. The distance between the embeddings is
computed using either the Euclidian or the cosine distance. In practice, closure2vec
uses a 2 layer MLP as defined in [41], with an additional feed-forward layer that
computes a 2- or 3-dimensional embedding vector.

Definition 2 The closure Hamming distance (CHD) between two sets of attributes is
the Hamming distance between the binary representation of respective closures of the two
sets of attributes. In other words, it is the number of modifications necessary to go from one
closure to the other. Two attribute sets are called equivalent if they have the same closure,
so if their CHD is 0.

Closure2vec is trained on randomly sampled pairs of sets of attributes, with the
sets in a pair differing by exactly one attribute.

3.1.3 Evaluation

In this subsection, we describe the evaluation processes used to evaluate at-
tribute2vec and object2vec. For the evaluation, the authors use real-world datasets
and tasks using the embeddings.

Attribute Clustering for Attribute2vec

The performance of attribute2vec is evaluated through an attribute clustering task.
The wiki44k dataset3 is used for this experiment. Wiki44k is a knowledge graph
(KG) where entities (the nodes) are put in relation using statements (directed labeled
edges) labeled with properties (edge labels). The corresponding FC uses the entities as
objects and property names as attributes. An object oi and an attribute aj are related
by the incidence relation if entity oi appears in a statement labeled with property aj.
As the authors of [9] mention, wiki44k is sparse for an FC, with a density of 0.04.

3Available at http://people.mpi-inf.mpg.de/~gadelrab/RuLES/.

http://people.mpi-inf.mpg.de/~gadelrab/RuLES/
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Emb. size Model k = 2 k = 5 k = 10

Naive 0.0158± 0.0000 0.0055± 0.0042 0.0035± 0.0002

2
Random 0.0534± 0.0412 0.0084± 0.0088 0.0010± 0.0007
a2v-SG 0.1608± 0.0031 0.0703± 0.0122 0.0069± 0.0004

3
Random 0.0219± 0.0107 0.0036± 0.0027 0.0007± 0.0004
a2v-SG 0.3217± 0.0005 0.1038± 0.0218 0.0080± 0.0001

TABLE 3.2: Rate of intra-cluster implication with the attribute2vec
skip-gram variant (a2v-SG) and the naive and random baselines, for
embeddings of size 2 and 3, for k = 2, 5 and 10 clusters, for 20 repeti-

tions of the evaluation experiment (mean ± std.). Table 3 from [9].

The canonical base of wiki44k is used for the attribute clustering task of [9]. A
canonical base can be seen as a minimal set of implications (of the form X → Y,
with X, Y ∈ A) which is sufficient to describe all the valid implications of a lattice.
An implication X → Y is valid if Y appears every time X does, i.e., if we have X,
we always have Y. Hanika, one of the authors of [9], explains in [21] the interest of
studying the canonical base of the FC of wiki44k. For further detail on the canonical
base see, e.g., [2, 21].

The attribute clustering task consists in clustering attribute embeddings using a
simple clustering algorithm (k-means). The performance is measured by taking the
rate of intra-cluster implications, i.e., implications from the canonical base which are
“completely contained in one cluster” [9]. An implication X → Y is called intra-
cluster if there is a cluster K such that X ∪ Y ∈ K. Two baselines are used: (i) a
random clustering, obtained by generating random clusters with similar sizes as
ones obtained by attribute2vec, and (ii) a naive clustering, obtained by clustering a
naive representation of the attributes. For an attribute a, this naive representation is
the binary encoding of a′, the set of objects having the attribute a.

The performance reported in [9] is shown in Table 3.2. The performance of at-
tribute2vec’s CBow variant is lower than the random baseline, so the corresponding
results are not reported by [9]. Attribute2vec skip-gram outperforms the two base-
lines, which could be expected given the training objective of attribute2vec. Indeed,
attribute2vec is trained to bring together attributes often appearing in the same in-
tents, and implications describe sets of attributes appearing together in the dataset.

Link Prediction for Object2vec

A link prediction task is used to evaluate object2vec. The object2vec model is applied
on ICFCA?4, a dataset of co-authorship in the FCA community. Descriptive statistics
on the dataset are reported in Table 3.1. It is interesting to note that the dataset used
is very sparse for an FC, with a density of 0.005, almost 10 times lower than the
already sparse of wiki44k. In the co-authorship graph, two authors have an edge
between them if they are co-authors of an article. The FC of this dataset uses authors
as objects, papers as attributes, and the incidence relation is the authorship of a paper
by an author. The dataset is split in two: all the papers published strictly before 2016
are used to train the embedding model (training set), and all the papers from January
2016 to August 2019 are used to evaluate the performance of the model (evaluation

4ICFCA? is available at the conexp-clj repository: https://github.com/tomhanika/conexp-clj.

https://github.com/tomhanika/conexp-clj
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Emb. size Model Recall Precision F1

2
node2vec 0.56± 0.14 0.60± 0.07 0.57± 0.09
o2v-SG 0.66± 0.08 0.65± 0.03 0.65± 0.05
o2v-CBoW 0.68± 0.09 0.64± 0.04 0.66± 0.06

3
node2vec 0.60± 0.15 0.56± 0.08 0.58± 0.10
o2v-SG 0.70± 0.08 0.62± 0.04 0.66± 0.06
o2v-CBoW 0.73± 0.07 0.65± 0.06 0.69± 0.06

TABLE 3.3: Performance of the two object2vec variants and the
node2vec baseline, for embeddings of size 2 and 3, for 30 repetitions
of the evaluation experiment (mean ± std.). o2v-SG stands for the

skip-gram and o2v-CBoW for the CBoW variant. Table 2 from [9].

set). Only the articles written by authors appearing in the training set are kept for
the evaluation set.

To evaluate the performance, the author (or object) embeddings are generated
on the whole dataset. Co-authorship embeddings are then computed by taking the
element-wise product of two randomly sampled author embeddings. Half of the
generated embeddings correspond to actual co-authorship in the dataset and are
called positive samples. The other half is made of negative samples, in other words,
pairs of authors who are never co-authors in the dataset. A basic classifier (logis-
tic regression) is trained on the training set to predict if the co-authorship relation
described by the corresponding embedding is true or not. The performance of this
classifier is then evaluated on the test set. As a baseline, the authors of [9] use the
node embeddings computed on the co-authorship graph by node2vec [18], a graph
embedding method similar to DeepWalk (see Subsection 2.1.1).

The performance reported in [9] is shown in Table 3.3. For this task, object2vec
outperforms node2vec by at least 5% on each score, for both sizes of embedding.
The CBoW variant slightly outperforms the skip-gram one.

3.2 Bag of Attributes Model

In this section, we define the proposed FC embedding architecture and the objectives
used during training.

3.2.1 Architecture

Bag of Attributes (BoA) takes a formal context as input and produces embeddings
for its attributes. Then, object embeddings are computed using the embeddings
of the attributes and the formal context. BoA has four main components: a pre-
embedding generator, an attribute encoder called self-other encoder to compute the
attribute embedding, an object encoder, and a decoder. The order of the attributes
in the FC does not matter for FCA, because intents are unordered sets of attributes.
Therefore, in BoA, the order of the attributes is ignored by design. BoA considers
the attributes as an unordered set to produce the object and attribute embeddings.
The name is an homage to Bag of Words (BoW) [38], which consider sentences as
unordered bags of words.

To capture the absence of order between the attributes, they are processed in
a similar manner. Each attribute is compared to all the other attributes, for each
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(A) Self-other attribute encoder for an attribute. (B) BoA encoder architecture.

(C) BoA decoder architecture.

FIGURE 3.2: Schematic representation of the BoA architecture. Blue
blocks correspond to tensors, the orange to neural components and
green blocks to non-neural computations. Arrows joining blocks rep-

resent concatenation of tensors.
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object of the FC. In practice, the column of an attribute (self ) is compared to an un-
ordered composition (average-pooling) of all the other attributes (other). Self and
other are then concatenated and processed by a BLSTM, with the object dimension
as the sequence dimension. The last hidden state of the BLSTM is processed with a
feed-forward layer into an embedding that represents the attribute. The structure of
the attribute encoder is presented in Figure 3.2a. A µ and a σ vector are produced
for each attribute because BoA is trained as a VAE, and the actual embeddings are
samples from the normal distributions defined by µ and σ. Finally, the object embed-
dings are computed by applying max-pooling on the embeddings of the attributes
present in the object’s intent. The structure of the encoder is schematized in Fig-
ure 3.2b.

This encoder architecture successfully ignores the order of the attributes. How-
ever, we are not able to differentiate between the attributes anymore either, which is
a problem to model FCA. Indeed, we still need to differentiate the attributes to know
which ones belong in which intent, even if the order of the attribute does not matter.
Using unordered composition directly on the FC will prevent the model from differ-
entiating, e.g., when an attribute a1 is present and a2 is not from when a2 is present
and not a1: the average of the list (0, 1) is 0.5, the same as the average of the list (1, 0).
The same kind of problem arises with standard embedding methods using a learned
vector to represent each possible value. In our previous example, if we replace in C
every 1 with the same embedding emb1 and every 0 by emb0, the model is still unable
to determine which one between a1 and a2 is present. To avoid this issue, we apply
an LSTM on each row of C before the self-other encoder. This LSTM can produce dif-
ferent embeddings for each attribute despite the same input, so it allows the model
to identify the attributes when the unordered composition is applied. Indeed, RNNs
produce different outputs from the same input if their hidden state is different.

The decoder is an MLP predicting if an object has an attribute or not (1 or 0, re-
spectively). Its input is the concatenation of the object and the attribute embeddings.
A sigmoid function applied to the output ensures it is in [0, 1]. It is schematized in
Figure 3.2c.

3.2.2 Training Objective

We train BoA using KL divergence on the attribute embeddings exclusively because
the sampling happens before the computation of the object embeddings. We use the
BCE loss for reconstruction because the model predicts between two classes (1 and
0). To improve the quality of the embeddings, we use metric learning the co-intent
similarity (defined in the next paragraph) and the number of concepts [13], with mean
square error (MSE) as the loss function. We use MLPs to predict the co-intent similar-
ity and number of concepts. The training setup is schematized in Figure 3.3.

On the one hand, we need both “equal” and “different” attributes to use metric
learning losses on attribute embeddings. Nonetheless, even if we consider equiva-
lent attributes (i.e. with the same extent) as “equal”, they are usually rare within a
given context. We define co-intent similarity to compare attributes and avoid this
issue. Given two attributes a1 and a2 we define their pairwise co-intent similarity as:

co-intent(a1, a2) =


1 if |{i ∈ I|a1 ∈ i}|+ |{i ∈ I|a2 ∈ i}| = 0

2× |{i ∈ I|a1 ∈ i, a2 ∈ i}|
|{i ∈ I|a1 ∈ i}|+ |{i ∈ I|a2 ∈ i}| otherwise.

(3.1)
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FIGURE 3.3: Schematic representation of the BoA architecture train-
ing process.

In other words, it is the ratio of intents containing both attributes over the intents
containing a1 or a2

5. In cases where no intent contains the attributes (both attributes
are empty or padding columns), the similarity is set to 1. Co-intent similarity ranges
from 0, for attributes never appearing in the same intents, to 1, for attributes always
appearing together or for identical attributes. To predict the co-intent similarity be-
tween two attributes a1 and a2, the input of the MLP predictor is the concatenated
embeddings of a1 and a2, and a sigmoid output function is added to ensure the pre-
dicted similarity is in [0, 1].

On the other hand, predicting the number of concepts from the context without
actually computing the intents, helps when generating the set of concepts using neu-
ral models. Indeed, knowing how many elements to generate beforehand facilitates
the generation process. Note that counting the number of concepts of a context is
#P-complete (and so, is a “hard” task to achieve) [32]. We apply a max-pooling over
the attribute embeddings before predicting the number of concepts with the MLP
predictor, which corresponds to a deep averaging network (DAN) [23].

3.3 Training

In this section, we explain how we train BoA. We describe the training process in
Subsection 3.3.1 and the randomly generated dataset in Subsection 3.3.2. In Subsec-
tion 3.3.3, we define a data augmentation pipeline used to improve the generaliza-
tion capacity of BoA and compensate for some of the biases of the random gener-
ation. Finally, we explain in Subsection 3.3.4 a problem we encountered with the
variational aspect of BoA.

3.3.1 Training Process

We train BoA in two phases of 5000 epochs each. In the first phase, we apply the
reconstruction loss and the KL divergence only. Then, we gradually introduce the
prediction of the co-intent similarity and the number of concepts. When using met-
ric learning with multiple distances, a common approach is to split the embedding
space and to learn one distance per sub-part of the embedding space [31]. We apply

5Observe that this is essentially the Jaccard index on the set of intents.
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Dataset # Object # Attribute # Concept Density of C

Mean ± std.
Train 12.83± 6.11 12.98± 6.03 77.93± 78.39 0.329± 0.057

Test 12.83± 6.13 12.97± 6.04 78.12± 77.27 0.332± 0.057

Range
Train 1 to 20 2 to 20 1 to 401 0 to 0.56

Test 2 to 20 3 to 20 2 to 401 0 to 0.49

TABLE 3.4: Descriptive statistics on the dataset of randomly gener-
ated contexts.

the same principle and use 50% of the embedding space to predict the co-intent sim-
ilarity and 25% for the number of concepts. The exact embedding dimension of BoA
is 128, with a pre-embedding size of 64. The LSTM and the BLSTM have two layers
each. The decoder MLP has four layers, and the MLPs used for distance prediction
both have two layers. We use a ReLU activation function between all the layers of
the model.

3.3.2 Training Dataset

The dataset used for training BoA is composed of 6000 randomly generated formal
contexts and the corresponding lattices split into training and validation. We gener-
ate a training set of 5000 contexts and a test set of 1000 samples using the generation
principle described in Subsection 2.2.1. For the training phase, a development set
of 10% of the training set is randomly sampled from the training set. For each set,
we generate different sizes of contexts, 20% of each: 5× 5, 10× 10, 10× 20, 20× 10,
and 20 × 20 contexts (|O| × |A|). We report statistics of the generated datasets in
Table 3.4.

3.3.3 Data Augmentation

We rely on plain random generation for the formal contexts, and not on more in-
volved generation processes as discussed in [12, 10], so the random data is biased.
We introduce a simple way to compensate for some of those biases while improving
the generalization capability of the model using data augmentation. In deep learn-
ing and machine learning in general, data augmentation is the process of artificially
augmenting the amount of training data, typically by modifying existing training
samples. We implement the following data augmentation pipeline: (i) duplicating
of objects and attributes, (ii) inverting (dropping) the value of entries, and (iii) shuf-
fling objects and attributes. With this process, we simulate identical (duplication)
and nearly identical (duplication + drop) objects or attributes that appear in real-
world datasets.

Objects and attributes have a probability p of being duplicated. If duplicated,
they have the same probability p of being duplicated again. From this definition,
the number of copies of an object (or attribute) follows a geometric law with a prob-
ability of success p. Consequently, the exact number of objects and attributes seen
during training does not match the ones reported in Table 3.4. Nonetheless, the du-
plication follows a geometric law so we can estimate the number amount of objects
and attributes seen as number/(1− p). Inverting some randomly selected values in
the formal context is our adaptation of dropout, a common technique in deep learn-
ing. The shuffling after duplication avoids the model’s reliance on the order of the
objects and the attributes. We set the duplication probability to p = 0.1 and the drop
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probability to 0.01. In this setting, the estimated average object and attribute num-
bers are respectively 14.25 and 14.42, for both the training and development sets.

When co-intent similarity is used, duplication and shuffling are reproduced on
the intents. However, drops in a formal context alter the corresponding lattice, so
they are not applied when using the intents to compute co-intent similarity. This
precaution avoids making the model insensitive to small variations in the input.

3.3.4 Issues With KL Divergence

When adding the KL divergence to the prototype of BoA (initially a simple auto-
encoder) the performance of the model was greatly impaired. The analysis of the
predictions revealed the model was going for “low hanging fruits” and ignored the
embeddings themselves, as described in [4]. To solve this issue we apply anneal-
ing [4] and multiply the KL divergence by a lambda that we set to 10−3. This reduces
the impact of the KL divergence on the training and allows the model to learn some
features before the KL divergence comes into effect. However, it reduces the benefits
we get from using a VAE.

3.4 Experiments

In Subsection 3.4.1 and Subsection 3.4.2, we explore the limits of BoA w.r.t. input
data. In Subsection 3.4.3, we reproduce the experiments from [9] on real-world data.
All the experiments described in Subsection 3.4.1 and Subsection 3.4.2 are performed
on randomly generated data to control the of the evaluation process.

3.4.1 Reconstruction Performance

To assess the reconstruction performance of the BoA auto-encoder, we use the area
under the receiver operating characteristic curve (AUC ROC). It allows us to determine
whether the BoA has a good predictive capacity and, similarly to the F1 measure,
AUC ROC gives a general account of performance. To determine if the results are
significantly different, we use Student t-test on means. The results are presented in
Figure 3.4.

We first evaluate the impact of the density on the reconstruction by comparing
the performance on random contexts with densities from 0.1 to 0.9. We use 100
samples per density with a fixed size of 20 objects and attributes. Student’s t-test
shows significant differences between the performance with the various densities:
all the p-values are under 0.01 except between 0.4 and 0.8 (0.24), 0.5 and 0.6 (0.39),
and 0.7 and 0.8 (0.19). However, the model performance stays overall stable across
the densities, while slightly better with smaller densities. We suspect this tendency is
due to the composition process of the object embeddings: the higher the density, the
more attributes are present for an object, so more attribute embeddings are involved
in the composition of the object embeddings, making it more complex to decode.

We also examine the effect of the size on the AUC ROC. Square random contexts
(|O| = |A|) of sizes in {5, 10, 20, 50, 100, 200, 500} and a fixed density of 0.3 are used
for this experiment, with 20 samples per size. The model performs very well for seen
data sizes with a slight drop to 0.83 for 20 objects and attributes. As expected, the
performance drops when manipulating larger contexts. For 50 objects and attributes
(2.5 times the maximum seen size), the AUC ROC is above 0.63, but from 100 objects
and attributes onward, it drops under 0.6. Finally, with 500 objects and attributes (25
times the largest seen data size and 4 times the embedding size), the reconstruction
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(A) Impact of the density, from 0.1 to 0.9, 100
samples per density.

(B) Impact of the size, from 5 to 500
objects and attributes, 20 samples per

size.

(C) Impact of the concept number, for 200 sam-
ple with 20 objects and attributes. The blue line
is the general tendency when rounding the con-

cept number to 50.

FIGURE 3.4: Reconstruction performance on random contexts. The
error bars and the shaded area correspond to the standard deviation.
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(A) Concept number. (B) Co-intent similarity.

FIGURE 3.5: Predicted metrics against the actual values, for the 200
samples with 20 objects and attributes from the test set.

AUC ROC falls to 0.50 on average. This is the limit of reconstruction performance
with the current training process.

Finally, we examine the impact of the number of concepts on the performance of
the model. We use contexts of fixed size (20 objects and attributes) from the test set,
totaling 200 contexts. We consider the concept number as an indicator of the variety
of attributes and objects in the context. Indeed, if the concept number is high for a
given size of context, we can expect the context to be close to the clarified context
(context with no equivalent objects or attributes). This implies a lower amount of
duplicate objects and attributes. Besides, we can expect the model to have a harder
time encoding and decoding irregular contexts than repetitive ones. Consequently,
the drop of the AUC ROC for higher concept numbers is not surprising. However,
we also observe a lower performance around 150 concepts. This second decrease
requires further investigation.

3.4.2 Metric Learning Performance

We evaluate the performance of BoA for the co-intent similarity and number of con-
cepts’ prediction, by computing the attribute embeddings and applying the predic-
tors trained together with the BoA model. We use the 200 contexts of 20 objects and
attributes from the test set. The prediction results are reported in Figure 3.5.

The Pearson correlation coefficient is 0.9 between the actual concept number and
the prediction, indicating a strong correlation. We can notice in Figure 3.5a the ten-
dency of the model to under-evaluate the concept number. We mention in Subsec-
tion 1.3.3 a naive upper bound of the number of concept 2min(|O|,|A|). In [32, p. 2],
Kuznetsov mentions a more involved upper bound defined by Schütt:

3/2× 2
√
|I|+1 − 1

The density d of the FC is such that d = |I|
|O|×|A| , so we can write |I| = d× |O| × |A|.

The predictions performed by our model are much smaller than the theoretical up-
per bounds of the number of concepts. The prediction performance of the model is
very helpful for our final goal, the generation of concepts, as mentioned in Subsec-
tion 3.2.2.

When predicting the co-intent similarity, BoA manages to differentiate ai and aj
when ai = aj. However, the predictions in the other cases are not clear: for similari-
ties between 0 and 0.8, they seem randomly picked between 0 and 0.4. The analysis
of the training process reveals a small difference between the MSE of the first and
the last training epochs: from 0.17 to 0.05. Using MSE on values between 0 and 1
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Dataset # Objects # Attributes Density # Concepts

SPECT heart 68 23 0.23 911

TABLE 3.5: Descriptive statistics on SPECT heart.

seems to cause the problem: an MSE of 0.05 corresponds to an actual distance of
around 0.22, so 10% of the interval of definition of co-intent similarity. We envision
several solutions, like changing the loss to mean absolute error (MAE) or normalizing
the similarity.

3.4.3 Experiments on Real-World Datasets

To evaluate the performance of BoA on real-world datasets, we reproduce the link
prediction and attribute clustering of [9]. We use the same ICFCA dataset as [9]
for link prediction. However, for attribute clustering, we use SPECT heart6 as it is
smaller than wiki44k, with dimensions closer to the training data: 68 objects and 23
attributes. Additionally, SPECT heart is much denser than wiki44k with a density of
0.23. Descriptive statistics on SPECT heart are reported in Table 3.5.

We train the CBoW and SG variants of FCA2VEC models using the same set-
tings as in [9], with 20 random iterations of each model and an embedding size of 3.
To obtain comparable results, we reduce the embeddings produced by BoA to 3 di-
mensions by applying two standard dimensionality reduction techniques: principal
component analysis (PCA) and t-distributed stochastic neighbor embedding (TSNE). We
use Student’s t-test on means to determine if the results are significant.

We report the link prediction performance in Table 3.6. The three BoA variants
show a significantly different performance from o2v SG, with all the p-values lower
than 0.005. We found that the classifier based on BoA, the one with the best F1 score,
systematically answers positive. Additionally, we fail to reproduce the performance
of [9] (F1 score of 0.69 for o2v CBoW, 0.66 for o2v SG) Finally, the ICFCA context is
very sparse: it has a density of 0.003 on the train and 0.005 on the test set. Due to this,
the task may not be representative of the performance of the object embeddings on
most datasets. These results hint that the task needs to be adapted to get proper in-
sights into the object embedding performance. The attribute clustering performance
is reported in Table 3.7. In this experiment, we find that the CBoW variant performs
significantly better than the SG (all t-test p-values under 0.0005). This is the opposite
of the result found by [9] for attribute clustering. However, this result may be due
to using a different dataset. Interestingly, the BoA PCA variant performs equally to
the full BoA. The performance of BoA (and BoA PCA) is significantly better than
a2v CBoW for 2 and 5 clusters (p-values under 10−14). For 10 clusters however, a2v
CBoW performs significantly better (p-value under 0.001). The model improves the
performance of a2v CBoW by 4% for 2 clusters and 8% for 5 clusters.

6https://archive.ics.uci.edu/ml/datasets/SPECT+Heart

https://archive.ics.uci.edu/ml/datasets/SPECT+Heart
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TABLE 3.6: Performance on the link prediction task (mean ± std.).

Model Precision Recall F1

o2v-CBoW 0.63± 0.05 0.46± 0.05 0.53± 0.05
o2v-SG 0.70± 0.04 0.49± 0.03 0.57± 0.02

BoA PCA 3d 0.65 0.42 0.51
BoA TSNE 3d 0.58 0.67 0.62
BoA 0.50 1.00 0.67

TABLE 3.7: Performance on the attribute clustering task with 2, 5 and
10 clusters (mean ± std.).

Model k = 2 k = 5 k = 10

a2v-SG 0.35± 0.13 0.11± 0.03 0.042± 0.010
a2v-CBoW 0.66± 0.00 0.14± 0.02 0.063± 0.013

BoA TSNE 3d 0.30 0.29 0.044
BoA PCA 3d 0.70 0.22 0.051
BoA 0.70 0.22 0.051
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Chapter 4

Second Approach: Intents
Generation

BoA allows us to generate embeddings of attributes and objects, and to reconstruct
the FC from those embeddings. As we have a representation of objects, which can
be seen as sets of attributes, we can use this same representation for intents, which
are also sets of attributes. The reconstruction performance of BoA should allow us
to generate intent embeddings and to decode them.

Based on those results and the results of our preliminary experiments described
in Section 4.1, we designed a 4 phase approach to build an intent generation model:

1. train a BoA auto-encoder;

2. train a simple model to predict an upper bound of the number of concepts
from the attribute embeddings, based on the predictor learned with BoA;

3. design a model to predict the intents and the cover and order relations, using
LSTM and the attention mechanisms tested in the preliminary experiments;

4. as we expect the previous model to produce imperfect results given the per-
formance of the preliminary models, an additional can be designed to “refine”
the results.

Once the whole system is finished, a final fine-tuning of the whole system should be
performed. This approach allows us to split the task into simpler problems. Each
phase produces a layer of the final model, and allows to train and evaluate them
independently. Consequently, it is easier to determine the weak-points of the ar-
chitecture and improve the architecture accordingly. Additionally, the first phase is
already solved and the second one should be trivial. This second approach is closer
to the naive concept generation algorithm than the graph-based approach, because
we first generate the set of intents and then compute the order between them.

We successfully implemented this approach, with the BoA model, a DAN upper
bound predictor, and an attention-based LSTM lattice generator, respectively de-
scribed in Chapter 3, Section 4.2, and Section 4.3. However, due to time constraints,
we focused on improving the results of phase 3 instead of designing and training
the “refiner” of phase 4. Such modification of the approach do not prevent us form
providing results for the rest of the architecture, which is one of the advantages of
our modular approach. We describe our training process and the performance of
our current model in Section 4.4.
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4.1 Pilot Experiments

In this section, we explain our preliminary experiments which led to the design of
our intent generation model. The goal of the pilot experiments presented in this
section is to determine if a specific architecture could benefit our task, so we con-
sider simple variants of major architecture families which could fit our goal. Also,
the architectures are not trained to their maximum, and even if the results are not
conclusive, it does not mean that an architecture in itself has no potential. However
it hints a lower potential improvement of the performance for our task. We consider
3 families of architectures for the task, each requiring some preliminary assumption
on the size of the data:

• the VAE architecture requires to have a fixed input and output size, so all the
dimensions (|O|, |A|, and |I|) must be defined when creating a model; it is
presented in Subsection 4.1.1;

• the CNN architecture only requires to have a fixed |I|; it is presented in Sub-
section 4.1.2;

• the LSTM architectures only require to have a fixed |A|; it is presented in Sub-
section 4.1.3.

We explain those limitations in the following subsections. In each case, a model will
be able to handle smaller inputs and outputs, but nothing larger than the values
given creating the model.

4.1.1 Variational Auto-Encoder Architecture

The VAE architecture is structurally the simplest of all the tested architecture. It takes
as an input a flattened FC at once and the output is reshaped into an intent matrix.
The encoder and the decoder are two MLPs. A block diagram of the architecture is
shown in Figure 4.1a.

Using MLPs directly forces the input and output to always have the same size. In
this setup, we need to define |O|, |A|, and |I| when we create the model. Typically,
those should be the maximal values in dataset of |O|, |A|, and |I|. Using padding
will allow us to process samples with smaller dimensions, but the model will be
unable to process larger samples without loosing information.

This architecture is very simple and performs well, as shown in Figure 4.2a. In-
deed, the VAE seems to produce the expected shape and spread of the attributes
across the contexts: few attributes for the intents close to >, and more and more
attributes until we reach ⊥. However, the fixed input and output size is a major
drawback of this approach.

4.1.2 Convolutional Neural Network Architecture

The CNN architecture offers flexibility in the size of the input and output. How-
ever, the size of the output of a CNN is proportional to the size of its input (due
to the convolution principle). In our case, it would mean that the number of pre-
dicted concepts would be directly proportional to the number of objects, which
seems quite strange especially since that the theoretical upper bounds (see Subsec-
tion 3.2.2) make the number of concept an exponential of the size of the FC. With
a standard CNN, the relation between the number of input objects and the number
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(A) VAE

(B) CNN

FIGURE 4.1: Block diagrams of the VAE and CNN architectures.

(A) VAE (B) CNN

FIGURE 4.2: Examples of results of the VAE and CNN architectures.
In the images, a blue pixel corresponds to a 0 and a yellow one to
1. The first row correspond to the prediction by the model and the
second row is the actual intent matrix. Each column correspond to a

different sample in the same batch.

of output intents would have to be defined when designing the architecture, which
seems unreasonable due to the explosive nature of the number of potential concepts.

To avoid the issue described above, we use one output channels of the CNN for
each concept, leading to the architecture schematized in Figure 4.1b. Consequently,
we do not have a relation between the number of objects and the number of concepts
nor any constraint on the number of objects, even if we still require the maximum
|I|. Interestingly, there is a full “view” on the data dedicated to each concept because
each channel serves as a parallel and independent “view” on the FC. The tested CNN
requires a lot of parameters to compensate for removing the constraint on the object
number. This large amount of parameters and its internal structure gives it a greater
learning capability than the VAE.

As shown in Figure 4.2b, the shape of the output is close to the expected one and
the spread of the attributes matches the expected output, similarly to the results of
the VAE. The results of the CNN look a little more random than the ones of the VAE,
even if the “texture” (the sharpness of the result) of the predictions by the CNN is
closer tho the expected output than the one produced by the VAE. This approach
seem to perform comparably to VAE, but with only a constraint on |I|.
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FIGURE 4.3: Example of a sequence to sequence RNN, figure
from [24].

4.1.3 Recurrent Neural Network Architecture and Attention Mechanisms

We use LSTM as a sequence to sequence model (seq2seq), a common way to use the
RNN to produce an output which does not have the same size as the input, e.g.,
Figure 4.3. Indeed, in our case, the number of concepts is different from the number
of objects. We use the attribute dimension as the input and output size, and the
object and concept dimension as the sequence dimension. Due to this, the model
is constrained the maximum |A|. We experiments with a few variants of attention
mechanisms:

• soft-attention, which compute a summary of all the inputs with respect to the
current output, and use this summary to improve the current output;

• self-attention, which compute a summary of the previous outputs with respect
to the current output, and use this summary to improve the current output;

• a variant for our case of self-attention: link-attention, which compute the simi-
larity of the previous outputs with respect to the current output, and this simi-
larity (between 0 and 1) serves as a link prediction; more precisely, the similar-
ity between previous output i and current output j represent the probability to
have a link between concept i and concept j.

We use a simple version of attention, with · the dot product, q the query (the current
LSTM output in our case), s the sequence. We first compute the attention weight
for a value v ∈ s as wq,v = q · v, and apply a softmax on all the weights. Because
after the softmax the sum of the weights is 1, the attention context aq,s = ∑v∈s wq,v
also corresponds to the weighted average of the input sequence. The global struc-
ture of the recurrent architecture is presented in Figure 4.4, with the three attention
mechanisms in different colors. Because we want to check whether using a spe-
cific attention mechanism improves the output, we test 5 variants of the architecture
listed bellow, and compare the results along the arrows on Figure 4.5.

The basic model uses no attention, and takes the FC as a sequence of objects
in input, and produces a sequence of intents in output. Also, a second output is
produced: the stop vector. It serves to determine when to stop generating intents
during real-case usage. In this specific implementation, the stop vector contains 1
if the corresponding row is a context intent, 0 if it is just padding. The soft-attention
model extends the basic model with the soft-attention mechanism, which should
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FIGURE 4.4: Block diagram of the recurrent architectures.

FIGURE 4.5: Hierarchy of the tested recurrent architecture variants

improve the relevance of the output w.r.t. the input because the model has a better
access to the input information. The self-attention model extends the basic model
with self-attention, which should improve the internal coherence of the output, as
the model has a better access to the previously generated intents. We should obtain,
e.g., a gradient from the empty set to the full set of attributes and a better prediction
of the stop vector. The two attention mechanisms are used in the bi-attention model,
so we can expect this model to bring the improvements of the self- and soft- attention
together. Finally, the tri-attention model extends the bi-attention model with a link-
attention as predicted above. It generates an additional output: the links between
the concepts, in other words the adjacency between the concepts. In our case we
predict≤, as we expect it to be easier to learn then≺. Indeed, for≤, a generic subset
relation is enough, while for ≺ an additional step is required.

The basic model performs quite bad (see Figure 4.6a), which is to be expected
given the complexity of the data and the relative simplicity of the model. All the
produced intents look similar, and are most likely a sort of average of all the intents
in the training set, and the stop vector is not at all predicted. Not much impact of
the input can be seen, which is to be expected: it is too “far” from the output for a
simple LSTM to handle. The soft-attention improves the model in a noticeable, and
expected, manner: the output now has the same number of attributes as the input
(see Figure 4.6b). The self-attention also fulfills our expectations: the output has a
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nicer gradient (compared to the basic model) and the stop vector begins to be pre-
dicted correctly. An unexpected improvement is that the output now also has the
same number of attributes as the input. In Figure 4.6c display those improvement,
and one can also notice an interesting “bar” around the end of the prediction, which
seem to correspond to ⊥, hinting a large potential improvement of the stop predic-
tion in case of further training. The bi-attention produces the expected results too:
the output has the correct number of attributes, a the stop vector is closer to the ex-
pected one, and the length of the output matches quite well the expected one (as we
can see on Figure 4.6d, with sample 2 being predicted slightly longer than sample 3,
which matches the expected output).

However, the tri-attention produces both expected and unexpected effects. As
expected, the links in Figure 4.6e look close to the expected output which hints that
link attention is beneficial and can be used to predict the relations between con-
cepts. A first noteworthy point is that the performance of the model varies from
good (see Figure 4.6e) to bad, depending on the random initialization. We suppose
that training all 3 outputs (intents, stops and links) at the same time from scratch, is
too much for the model, and that training one aspect alone before introducing the
others could avoid this type of issue. The negative impact of those training issues
on the performance cannot be neglected. The second interesting point is that the
stops in Figure 4.6e are close to the expected output, and the intents and links are
clearly impacted by the stops. Finally, we don’t have too much of a degradation of
the performance from the bi-attention model despite the training difficulties, even if
the number of attributes is less well-predicted.

4.1.4 Conclusions on the Tested Architectures

In conclusion, the VAE has heavy constraints on the dimension of the data which
are not compatible with our goal, even if the architecture is simple, the training fast
and the results among the best of all the studied architectures. The CNN is not very
accurate. However, it manages to capture the shape of the expected data, and thus
could be used to reffine the more “blurry” output of the recurrent models.

The LSTM architectures are flexible enough for practical use, and the various
attention mechanisms improve the performance by a notable margin in addition
to providing with tools for the interpretability of the results of the model. Also,
the link attention process seem to have potential, but the way it interacts with the
rest of the output and the training process both have to be revised. Note that the
LSTM architectures are applied directly on the FC. Applying this approach on the
embeddings generated by BoA should allow us to improve the performance. More
importantly, by replacing the attribute dimension by the embedding dimension, the
resulting architecture can be applied in virtually any size of FC.

4.2 Concept Number Upper Bound Prediction

In sequence generation, there are two approaches on how to generate the correct
number of elements. The first option is to interrupt the generation based on a value
generated at each step by the model, e.g., a stop value equal to 1 when generating
the last element. The alternative is to determine the number of elements beforehand
and generate exactly this number of elements. To generate the correct number of
intents, we decided to use the second option, given the performance of the concept
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(A) Extract of a result with
the the recurrent model.

(B) Extract of a result with the
soft-attention model.

(C) Extract of a result
with the self-attention

model.

(D) Extract of a result with
the bi-attention model.

(E) Extract of a result with the 2nd iteration of the tri-
attention model.

FIGURE 4.6: Extract of results on the test set with the various variants
of the LSTM model. In the images, a blue pixel corresponds to a 0 and
a yellow one to 1. The first row correspond to the prediction by the
model and the second row is the actual intent matrix. Each column

correspond to a different sample in the same batch.
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FIGURE 4.7: Upper bounds predicted by the model on all the samples
of the evaluation set.

number predictor learned with BoA. Indeed, the number of intents is equal to the
number of concepts in the lattice.

In our case, we have a margin of error in the predicted number of concepts ˆ|I|.
Indeed, the generative model (phase 3 of the approach) will be able to compensate
by filling the excess space with empty intents if ˆ|I| is higher than the actual number
of concepts. However, if ˆ|I| is too low, the generative model will not have enough
space to generate the intents. In short, we need an upper bound of the number of
concept rather than the number of concept itself. The additional freedom makes it
easier to design a model fitting our needs.

We could use a theoretical upper bound, but those are rather large and increase
exponentially with the size of the data (see Subsection 3.4.2). Instead, we train a MLP
to predict an upper bound of the concept number, from the prediction of the model
learned with BoA and an average-pooling of the attribute embeddings. We train this
model using an adapted MSE described in Equation (4.1), with p the target and q the
predicted number of concepts. This new loss function first shifts the prediction target
10% higher than the actual concept number, and penalizes predictions under the
target by multiplying the squared error by 100 (an arbitrary number which provided
good results).

We show in Figure 4.7 the upper bounds predicted on the validation set. Of
the 1000 samples tested, less than 1.2% of the predictions are under the actual con-
cept number. The remaining prediction are close to the actual numbers, in average
around 125% of the true concept number.
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(A) Concept generator at step k (B) Full architecture

FIGURE 4.8: Schematic representation of the intent generation archi-
tecture. Blue blocks correspond to tensors and orange to neural com-

ponents.

Shi f tedError(p, q) = q− (p× 1.1)

UpperBoundError(p, q) = Shi f tedError(p, q)2 if Shi f tedError(p, q) > 0

= 100× Shi f tedError(p, q)2 otherwise

(4.1)

4.3 Intents, Cover and Order Relation Generation

Our initial design for the intent prediction was split into 3 modules:

1. the first module would create a skeleton for the intents, from the concept num-
ber upper bound and the attribute embeddings;

2. the second module would predict the intents, from the skeleton and the object
and attribute embeddings;

3. the last module would use the intents and the attribute embeddings to predict
the links; this last module wouldn’t share its gradient with the first two.

Experimental results led us to simplify the model by merging the 3 modules into
a simpler model described in Figure 4.8. The resulting architecture relies on a DAN,
an LSTM, and attention mechanisms described in the next paragraphs. The DAN
takes the attribute embeddings as input, and generates a single output per FC which
is then used at every step of the generation process, as shown in Figure 4.8. We
expect it to learn general information about the FC similarly to how the number of
concept prediction works. In addition to the output of the DAN and the attention
contexts, the LSTM is fed the number of concept upper bound and the index of the
current intent.

For intent generation we use a basic version of attention, equipped with multiple
attention heads. Attention heads can be seen as reading heads scanning the same se-
quence, but each head performing a different scan. Our attention mechanism works
by comparing a query q with sequence S of elements. The query at step k of the
generation is obtained by flattening the hidden state generated at step k− 1.

Let ϕ be a feed-forward layer with input and output size |s| for s ∈ S. Let ψi
be a feed-forward layer associated with head i with input size |q| and output size
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|s|. Finally, let · be the dot product. The attention weight computed by head i for
element s can be expressed as weighti(s, q) = ϕ(s) · ψi(q). A softmax is applied to
all the weights of an head, which are then used to compute the attention summary
summaryi(S, q) = ∑s∈S so f tmaxedWeighti(s, q)× ϕ(s). We also use a sigmoid vari-
ant of our attention for which the weights are weighti(s, q) = sigmoid(ϕ(s) · ψi(q)).

In our model we use 3 attentions, each equipped with 4 heads, for a total of 12
attention heads:

• an object attention, an attention applied on the set of object embeddings;

• an attribute attention, an attention applied on the set of attribute embeddings;

• a self attention, an attention applied on the previously generated intents.

Two of the self attention heads are of the sigmoid variant, and are used to predict
the relations between the currently seen intent (or concept) and the attended intent
(or concept). The sigmoid attention weight serve as a probability of there being an
edge between the current concept and the previous one, à la GraphRNN. One of the
heads is dedicated to ≤ and the other to ≺.

Compared to our preliminary experiments, the soft attention is split in two be-
cause there are two input sequences, and the link attention correspond to the two
sigmoid attention heads of the self attention.

4.4 Training and First Experiments

We use the training process schematized in Figure 4.9 to train our intent generation
model on the dataset used for BoA. For details on the data, refer back to Subsec-
tion 3.3.2. We train the intent model with BCE on the intent matrix and the cover
and order relation. We also use MSE between the generated intent embeddings and
the expected intent embeddings, produced by applying the object embedding pro-
cess of BoA on the intent matrix. Using MSE on the expected intent embedding has
proven, experimentally, to improve the performance and convergence speed com-
pared to using only the BCE on the intent matrix. We also confirmed that the intent
prediction performance was not hindered by the BCE for the order and cover rela-
tions. Finally, retraining the BoA decoder with the rest of the model converges faster
but performs worse than training only the intent model.

We rely on two sets of measures to evaluate the performance of our model for
intent generation. First, we determine the predictive performance at the scale of each
component of the intent matrix using AUC ROC. Then, we apply a threshold of 0.5
on the intent matrix. We transform the resulting matrix into a set of predicted intents
Î, so we remove all duplicate predicted intents. After removing the duplicates from
the set versions of the intents, we compute the intent precision as | Î ∩ I|/| Î| and
the recall as | Î ∩ I|/|I|. From the precision and recall we can compute the F1 score.
We also use the AUC ROC to measure the prediction performance on the relation
prediction by the attention, for both ≤ and ≺. We apply it on the adjacency vector
of the relations, as described in Subsection 2.2.3.

We report the performance on our evaluation set in Table 4.1, and show the pre-
diction result for a few samples of the training set in Figure 4.10. The model pre-
sented was trained for 12h which corresponds to 50 epochs. The AUC ROC for the
two relations ≤ and ≺ is close to 0.85 which is not perfect but not bad either. How-
ever, the AUC ROC on the intent matrix is 0.72, which is still above a random model
but is not good enough for our application. Indeed, the precision on the intents
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FIGURE 4.9: Schematic representation of the intent model training
process.

Measure Mean ± std.

Intent precision 0.217± 0.224
Intent recall 0.071± 0.092

Intent F1 0.046± 0.054

Intent matrix AUC ROC 0.720± 0.062
≤ AUC ROC 0.852± 0.071
≺ AUC ROC 0.846± 0.072

TABLE 4.1: Performance of the intent model on the evaluation set.

is under 25% in average, and the recall and F1 are under 10%. The qualitative re-
sults displayed in Figure 4.10 are better than the ones obtained in the preliminary
experiments. It is interesting to note that for the first of the two samples, the first 50
predicted concepts look similar and are processed similarly by the attention gener-
ating the order relation, resulting in a slightly denser column between 0 and 50 in
the adjacency of ≤ (6th column of the picture. This indicates that the intent and the
relations are related within the model.
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FIGURE 4.10: Batch of 2 samples (one per row) of the evaluation set
and the predictions of our model. The first three columns correspond

to the sample itself, and the last three to the model’s prediction.
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Chapter 5

Conclusion and Discussion

In this internship, we explored methods to reproduce FCA using NNs by focusing
on the generation of concept lattices. The task we tackled is not much documented.
To bridge this gap in the literature, we conduct a very exploratory work.

Our initial approach relied on GraphRNN, and did not produce the intended
results. However, it allowed us to tackle multiple challenges. First, we developed
a data format to represent lattices in a way usable in deep learning. To achieve
this, we designed a concept ordering based on what we call levels, in replacement
for the breadth-first search used in GraphRNN. Then, handling GraphRNN led us
to explore multiple methods to represent and manipulate adjacency matrices for ≤
and ≺.

Finally, we addressed the problem of the representation of FCs of any size. To
handle this challenging task, we developed BoA, an embedding architecture for FCs.
This embedding method is flexible and data agnostic, and is published in the work-
shop FCA4AI of the conference ECAI with the article [37]. Most of the properties
of BoA were designed towards intent generation. For instance, to train BoA, we
designed a similarity measure for attributes based on their co-appearance in the in-
tents, the co-intent similarity.

We evolved our approach to make the most of the properties of the new BoA
model by centering the architecture on intent generation. Along the way, we de-
signed a simple and effective model to predict a reasonable upper bound of the num-
ber of concepts. Our intent model uses a variety of attention mechanisms along with
an LSTM to predict intent embeddings. This design decision was led by preliminary
tests on multiple common architectures. It is interesting to note that we reproduce
the inner process of GraphRNN with our self attention mechanism. Indeed, we iter-
atively add intents and predict their relation with previous intents, similarly to how
GraphRNN handles adjacency.

The performance of the intent model is heavily dependent on the quality of the
BoA model. As observed in [37], the current BoA can be improved in several ways.
For instance, the co-intent similarity is not correctly predicted. We expect that em-
beddings already containing this notion of intent would greatly improve the perfor-
mance of the generative model. Due to time constraints, we were unable to finalize
the approach. However, we designed a first end-to-end intent model which pro-
vides baseline results for intent generation. We have 3 main tracks to improve our
current approach, that will be explored and published during the beginning of our
Ph.D. Firstly, improving BoA, the foundation of our approach, would positively im-
pact the performance of the whole framework. We are thinking of working on the
variational aspect of the embedding model, in addition to rectifying the co-intent
similarity prediction. Secondly, adding the planned refiner and further training the
full intent model would improve the performance. Thirdly, we have plans to ex-
plore applications of BoA on other fields than FCA, e.g., pattern mining, sentiment
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analysis, and information retrieval.
Finally, we used a wide variety of models, from node and graph neural frame-

works to complex generative models, passing by attention mechanism and embed-
ding models based on FCA. Most of these models come from or are extensively de-
veloped in natural language processing (NLP). Firstly, recurrent architectures like
LSTM are extensively used in language modeling. Secondly, attention models first
appeared for alignment automatic translation [1]. They were further developed in
the transformer and reformer models [30, 44], both designed for translation too.
Thirdly, word2vec [38] is one of the most famous word embedding architecture
which was adapted in a wide variety of domains, including FCA with FCA2VEC [9]
and node embedding with node2vec [18]. In a nutshell, a large portion of the work
presented in this thesis relies on NNs used in NLP. Additionally, FCA is well known
to go from row data to knowledge and supports many semantic web tasks such as
ontology building, e.g., extracting properties of pharmaceutical products from med-
ical articles to build an ontology of pharmaceutical substances and their effects. The
knowledge can then be fed back into NLP systems, e.g., a chatbot for medical moni-
toring.

At the beginning of the internship, we lacked mathematical bases in lattice theory
to make the most of the FCA process. The fundamentals in FCA, ontologies and data
mining that are taught in the NLP master of Université de Lorraine greatly helped us to
fill the blanks. Furthermore, our accumulated expertise in a wide variety of models
used in NLP helped us in manipulating the NN architectures we encountered. It
also helped us in developing a meaningful approach to FC embedding and intent
generation.
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