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# COMMUNICATION AVOIDING LOW RANK APPROXIMATION BASED ON QR WITH TOURNAMENT PIVOTING 

MATTHIAS BEAUPERE* AND LAURA GRIGORI ${ }^{\dagger}$


#### Abstract

We introduce a parallel algorithm for computing the low rank approximation $A_{k}$ of a large matrix $A$ which minimizes the number of messages exchanged between processors (modulo polylogarithmic factors) and has guarantees for the approximations of the singular values of $A$ provided by $A_{k}$. This operation is essential in many applications in scientific computing and data analysis when dealing with large data sets. Our algorithm is based on QR factorization that consists in selecting a subset of columns from the matrix $A$ that allow to approximate the range of $A$, and then projecting the columns of $A$ on a basis of the subspace spanned by those columns. The selection of columns is performed by using tournament pivoting, a strategy introduced previously for matrices partitioned into blocks of columns. This strategy is extended here to matrices partitioned along both dimension that are distributed on a two-dimensional grid of processors, and also to tournaments with more general reduction trees. Performance results show that the algorithm scales well on up to 1024 cores of 16 nodes.


1. Introduction. In this paper we focus on computing the low rank approximation of a large matrix in a parallel environment. This operation appears in a variety of domains in scientific computing and data analysis. The problem to solve is the following. Given a matrix $A \in \mathbb{R}^{m \times n}$, we are looking for a rank $k$ matrix $A_{k}$ that approximates well $A$. The truncated singular value decomposition (SVD) $A_{o p t, k}$ provides the best rank-k approximation in terms of Frobenius and L2 norm [9], e.g. $\left\|A-A_{o p t, k}\right\|_{2}=\sigma_{k+1}(A)$ where $\sigma_{k+1}$ is the $k+1$ singular value of $A$. However, it is expensive to compute and several algorithms have been introduced in the literature to approximate the SVD.

The idea underlying many algorithms for computing a low rank approximation is to construct a low dimensional subspace $X=\operatorname{range}\left(A \Pi_{1}\right)$ that approximates well the range of $A$, where $\Pi_{1} \in \mathbb{R}^{n \times k}$. Given $Q_{1} \in \mathbb{R}^{m \times k}$ an orthogonal basis of range $\left(A \Pi_{1}\right)$, the low rank approximation is computed as the projection of the columns of $A$ on this basis, $A_{k}=Q_{1} Q_{1}^{T} A$. We consider in this paper the case in which the low dimensional subspace is obtained by selecting $k$ columns of $A$ and the low rank approximation is obtained through the QR factorization with column pivoting. This factorization computes the decomposition of $A \Pi$ as,

$$
A \Pi=Q R=\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]\left[\begin{array}{ll}
R_{11} & R_{12}  \tag{1.1}\\
& R_{22}
\end{array}\right],
$$

where $\Pi \in \mathbb{R}^{n \times n}, \Pi=\left(\Pi_{1}, \Pi_{2}\right)$ is a permutation matrix, $Q \in \mathbb{R}^{m \times m}$ is orthogonal, $R \in \mathbb{R}^{m \times n}, Q_{1} \in \mathbb{R}^{m \times k}$, and $R_{11} \in \mathbb{R}^{k \times k}$ is upper triangular. A low rank approximation is obtained as,

$$
A_{k}=Q_{1} Q_{1}^{T} A=Q_{1}\left[\begin{array}{ll}
R_{11} & R_{12} \tag{1.2}
\end{array}\right] .
$$

There are several approaches for choosing a permutation $\Pi$ that reduces the error of the low rank approximation $\left\|A-A_{k}\right\|_{2}$. One approach, referred to as QRCP , is to select the column with the largest norm $[2,11]$ at each step of the QR factorization. Another approach is to reject $n-k$ columns one-by-one using the lowest singular value of the non-rejected columns [3, 4]. This strategy is sometimes referred to as

[^0]reverse pivoting [13, 12, 16]. Strong rank revealing QR (strong RRQR) [11] is another approach that relies on computing QRCP followed by a number of additional column permutations. For a given $k \leq \min (m, n)$, it is shown in [11] that for any $1 \leq j \leq n-k$, $1 \leq i \leq k$, and a constant $f>1$,
\[

$$
\begin{equation*}
1 \leq \frac{\sigma_{i}(A)}{\sigma_{i}\left(R_{11}\right)} \leq \sqrt{1+k f^{2}(n-k)}, \quad 1 \leq \frac{\sigma_{j}\left(R_{22}\right)}{\sigma_{k+j}(A)} \leq \sqrt{1+k f^{2}(n-k)} \tag{1.3}
\end{equation*}
$$

\]

Following the terminology in [6], a low rank approximation that satisfies the bounds above is called spectrum preserving (equation (1.3) left) and kernel approximation (equation (1.3) right) of $A$. We use here a slightly modified definition of the spectrum preserving property, which bounds the ratio $\sigma_{i}(A) / \sigma_{i}\left(R_{11}\right)$ instead of $\sigma_{i}(A) / \sigma_{i}\left(A_{k}\right)$ in [6]. We note that $\sigma_{j}\left(R_{22}\right)=\sigma_{j}\left(A-A_{k}\right)$. The lower bounds of 1 are satisfied for any permutation $\Pi$ through the interlacing property of singular values.

While QRCP and strong RRQR provide in practice accurate approximations of the SVD, they are expensive in terms of communication when computed in a parallel environment. If the matrix $A$ is distributed over $P$ processors, QRCP requires exchanging at least $k \log _{2} P$ messages for computing a rank-k approximation. The additional permutations performed in strong RRQR lead to an even larger number of messages. Communication-avoiding RRQR (CARRQR) introduced in [7] (and presented later in this paper in Algorithm 2.1) allows selecting $k$ columns from $A$ using only $\log _{2} P$ messages through the usage of tournament pivoting. It is thus communication optimal in terms of number of messages and can be more efficient than QRCP and strong RRQR on a parallel computer. Indeed, communication is the major bottleneck in achieving performance on massively parallel computers. Tournament pivoting considers that the matrix $A$ is partitioned into blocks of columns and performs the selection of $k$ columns as a reduction with strong RRQR being the operator applied at each step of the reduction. We refer to this strategy as 1Dc-TP.

In this paper we introduce QRTP, an algorithm that allows to compute in parallel the rank-k approximation of a matrix $A$ partitioned into $P_{r} \times P_{c}$ blocks,

$$
A=\left[\begin{array}{ccc}
A_{11} & \ldots & A_{1 P_{c}}  \tag{1.4}\\
\vdots & \ddots & \vdots \\
A_{P_{r} 1} & \ldots & A_{P_{r} P_{c}}
\end{array}\right]
$$

This algorithm relies on extending tournament pivoting to allow the selection of $k$ columns from a matrix partitioned as in equation (1.4). We refer to this pivoting strategy as 2D tournament pivoting (2D TP for short). We first discuss tournament pivoting for a matrix partitioned into $P_{r}$ blocks of rows, as for example the first block column of $A,\left[A_{11} ; \ldots ; A_{P_{r} 1}\right]$, which allows selecting $k$ columns from the selection of $k$ sub-columns in each block $A_{i 1}$ through strong RRQR. We refer to this selection as $1 \mathrm{Dr}-\mathrm{TP}$. Then by defining a reduction tree and by combining 1Dr-TP with 1DcTP, $k$ columns of $A$ can be selected from the initial selection of $k$ sub-columns in each block $A_{i j}$. We show that the obtained factorization is spectrum preserving and kernel approximation, satisfying with the notation from (1.1) the bounds (see for more details subsection 4.1),

$$
\begin{equation*}
1 \leq \frac{\sigma_{i}(A)}{\sigma_{i}\left(R_{11}\right)} \leq \sqrt{1+k f_{T P}^{2}\left(n P_{c}-k\right)}, \quad 1 \leq \frac{\sigma_{j}\left(R_{22}\right)}{\sigma_{j+k}(A)} \leq \sqrt{1+k f_{T P}^{2}\left(n P_{c}-k\right)} \tag{1.5}
\end{equation*}
$$

where

$$
f_{T P}=P k^{\log _{2}(P)} f^{\log _{2}\left(P_{c}\right)+1}
$$

This algorithm can be efficiently executed in parallel on $P$ processors, where $P=$ $P_{r} \cdot P_{c}$, and requires exchanging $\log _{2} P\left(1+\log _{2} P_{r}\right)$ messages.

The paper is organized as follows. Section 2 gives background and past work leading to 1Dc-TP, which generalizes the bounds of tournament pivoting in [7] to more general reduction trees. Section 3 introduces 1Dr-TP, an analogous strategy that allows to select $k$ columns from a matrix partitioned into blocks of rows. Section 4 introduces QRTP (2D tournament pivoting), the main algorithm of this work, which relies on a combination of 1Dc-TP and 1Dr-TP. We show that QRTP provides a spectrum revealing and kernel approximation of the original matrix and works well in practice. Section 6 presents the parallel design of QRTP as well as its estimated parallel cost. Parallel performance results from Section 7 show that for a $100000 \times$ 100000 matrix, QRTP leads to a speedup of 6 when increasing the number of cores from 128 to 1024 (a factor of 8).
2. Notation and tournament pivoting for block column partitioned matrices. This section introduces some notation and presents past work on the problem of low rank approximation using QR decomposition.
2.1. Notation. Throughout the paper we use the following notations.

- $\mathbb{R}^{m \times n}$ is the set of matrices having $m$ rows and $n$ columns.
- For any matrix $A, A[i: j, k: l]$ denotes the submatrix containing rows $i$ to $j$ and columns $k$ to $l$ of $A, A[:, k: l]$ denotes the submatrix containing columns $k$ to $l$ of $A, A[:,: l]$ denotes the submatrix containing the $l$ first columns of $A$, and $A[:, j]$ denotes the submatrix containing only the column of $A$ indexed by $j$.
- For any matrix $A$, and a set of indices $I, A[:, I]$ denotes the submatrix containing columns of indices $I$ of $A$.
- For any matrix $A \in \mathbb{R}^{m \times n}$, we define $\omega_{i}(A)=\frac{1}{\left\|A^{-1}[i,:]\right\|}$ and $\lambda_{i}(A)=\|A[:, j]\|$
- $\mathcal{O}$ denotes a matrix containing only zeroes.
- I denotes the identity matrix.
- For any matrices $A_{1}$ and $A_{2}$ having the same number of rows, $\left[A_{1} ; A_{2}\right]$ denotes the vertical concatenation of $A_{1}$ and $A_{2}$.
- For any matrix $A, \sigma_{k}(A)$ denotes the $k$ th largest singular value of $A$
2.2. Background on SVD and strong RRQR. The truncated SVD is defined as $A_{o p t, k}=U_{k} \Sigma_{k} V_{k}^{T}$, where $\Sigma_{k} \in \mathbb{R}^{k \times k}$ is a diagonal matrix formed by the $k$ leading singular values of $A, \sigma_{1}(A), \ldots, \sigma_{k}(A), U_{k} \in \mathbb{R}^{m \times k}$ and $V_{k} \in \mathbb{R}^{n \times k}$ are the corresponding left and right singular vectors, respectively. The truncated SVD provides the best low rank approximation in terms of Frobenius norm and L2 norm [9], with $\left\|A-A_{o p t, k}\right\|_{2}=\sigma_{k+1}(A)$ and $\left\|A-A_{o p t, k}\right\|_{F}=\sqrt{\sum_{i=k+1}^{\min (m, n)} \sigma_{i}^{2}(A)}$.


Fig. 2.1: Truncated singular value decomposition

As described in Section 1, the QR decomposition with column pivoting relies on a permutation matrix $\Pi$ and computes the decomposition $A \Pi=Q R$. There are several approaches for choosing a permutation $\Pi$. In our implementation we use DLAQPS from

LAPACK [15, 8] which implements a block QRCP based on the original algorithm from Businger and Golub [2]. However, our theoretical results are based on the bounds obtained by strong RRQR, that we present in the following two theorems.

Theorem 2.1. (Lemma 3.1 and Algorithm 4 in [11]) Let $A$ be an $m \times n$ matrix and $1 \leq k \leq \min (m, n)$. For any $f>1$ there exists a permutation matrix $\Pi$ such that the decomposition described in (1.1) verifies for all $(i, j) \in[1, k] \times[1, n-k]$,

$$
\begin{equation*}
\left(R_{11}^{-1} R_{12}\right)_{i j}^{2}+\omega_{i}^{2}\left(R_{11}\right) \gamma_{j}^{2}\left(R_{22}\right) \leq f^{2} \tag{2.1}
\end{equation*}
$$

A factorization satisfying (2.1) is thus called a strong RRQR factorization. We also use the relaxed form by summing over $i$ (Corollary 2.3 in [7]),

$$
\begin{equation*}
\gamma_{j}^{2}\left(R_{11}^{-1} R_{12}\right)+\gamma_{j}^{2}\left(R_{22}\right) / \sigma_{\min }^{2}\left(R_{11}\right) \leq k f^{2} \tag{2.2}
\end{equation*}
$$

leading to the following theorem.
Theorem 2.2. (Theorem 3.2 in [11]) and (Theorem 2.4 in [7]) Let $A$ be an $m \times n$ matrix and $1 \leq k \leq \min (m, n)$. Let $f>1$ and $\Pi$ be a permutation matrix such that the decomposition described in (1.1) verifies for all $(i, j) \in[1, k] \times[1, n-k]$

$$
\gamma_{j}^{2}\left(R_{11}^{-1} R_{12}\right)+\gamma_{j}^{2}\left(R_{22}\right) / \sigma_{\min }^{2}\left(R_{11}\right) \leq k f^{2}
$$

Then for any $1 \leq j \leq n-k$ and $1 \leq i \leq k$

$$
\begin{equation*}
1 \leq \frac{\sigma_{i}(A)}{\sigma_{i}\left(R_{11}\right)} \leq \sqrt{1+k f^{2}(n-k)}, \quad 1 \leq \frac{\sigma_{j}\left(R_{22}\right)}{\sigma_{k+j}(A)} \leq \sqrt{1+k f^{2}(n-k)} \tag{2.3}
\end{equation*}
$$

We note that the lower bounds of 1 are satisfied for any permutation $\Pi$ through the interlacing property of singular values.
2.3. Tournament pivoting for 1D block column partitioned matrices. In the context of computing a low rank approximation of a matrix while also minimizing communication, a communication avoiding version of strong RRQR factorization is introduced in [7]. It relies on a technique referred to as tournament pivoting for selecting $k$ columns from the columns of the input matrix $A$, which proceeds as following. Consider that the matrix $A$ is partitioned into 4 column blocks, $A=\left[\begin{array}{llll}A_{11} & A_{12} & A_{13} & A_{14}\end{array}\right]$. From each column block $A_{1 i}, i=1, \ldots, 4, k$ columns are selected by using strong RRQR, and their indices are given in $I_{i 0}$.


From these 4 sets of columns, the final $k$ columns are selected through a reduce like operation, with the operator being the strong RRQR factorization. Thus 2 sets of $k$ columns are concatenated, and a new set of $k$ columns is selected with strong RRQR.


The final set of $k$ columns is obtained by concatenating the two sets of $k$ columns whose indices are in $I_{01}$ and $I_{11}$, and performing strong RRQR on the obtained matrix.

$$
A\left[:, I_{01} \cup I_{11}\right]=Q_{02} R_{02} \Pi_{02}^{T} \rightarrow I_{02}
$$

The indices of the selected columns are in $I_{02}$.
In the original algorithm, each step of the reduction operation is performed on 2 sets of columns. We extend now the analysis to the case where each reduction involves a number of $p$ sets of columns, as presented in Algorithm 2.1.

```
\(\overline{\text { Algorithm 2.1 1Dc-TP: Tournament pivoting for 1D column partitioned matrices }}\)
(one reduction step, selection of \(k\) columns)
Require: Input matrices \(A_{1}, \ldots, A_{p}\), approximation rank \(k\)
    For each \(A_{i}\), compute strong RRQR to select \(k\) columns, store indices in \(I_{i}\)
    Concatenate selected columns \(\bar{A}=\left[A_{1}\left[:, I_{1}\right] \quad \cdots \quad A_{p}\left[:, I_{p}\right]\right]\)
    3: Compute strong RRQR of \(\bar{A}\) to select \(k\) columns
Ensure: indices of \(k\) rank revealing columns of \(A\)
```

Theorem 2.3 generalizes Lemma 2.5 from [7] to any number $p$ of matrices from which $k$ columns are selected.

Theorem 2.3. Let $p$ be any strictly positive integer. Let $f>1$ and $1 \leq k \leq$ $\min (m, n, p)$. For any $1 \leq \ell \leq p$, let $A_{\ell} \in \mathbb{R}^{m \times n}$ and $f_{\ell}>1$. We note $A=$ $\left[\begin{array}{lll}A_{1} & \cdots & A_{p}\end{array}\right]$ and the strong $R R Q R$ decomposition of any $A_{\ell}$ as

$$
A_{\ell} \Pi_{\ell}=Q_{\ell}\left[\begin{array}{ll}
R_{11}^{\ell} & R_{12}^{\ell} \\
& R_{22}^{\ell}
\end{array}\right]
$$

where $R_{11}^{\ell} \in \mathbb{R}^{k \times k}$ and where $\Pi_{\ell}$ is such that for any $1 \leq j \leq n-k$

$$
\gamma_{j}^{2}\left(R_{11}^{\ell} R_{12}^{\ell}\right)+\gamma_{j}^{2}\left(R_{22}^{\ell}\right) / \sigma_{\min }^{2}\left(R_{11}^{\ell}\right) \leq k f_{\ell}^{2}
$$

Then the horizontal concatenation $\tilde{A}=\left[Q_{1}\left[R_{11}^{1}\right] \quad \cdots \quad Q_{p}\left[R_{11}^{p}\right]\right]$ factorized as $\tilde{Q}\left[\begin{array}{ll}\tilde{R}_{11} & \bar{R}_{12} \\ & \bar{R}_{22}\end{array}\right]$ with $\tilde{R}_{11} \in \mathbb{R}^{k \times k}$, such that $\left(\tilde{R}_{11}^{-1} \bar{R}_{12}\right)_{i j}^{2}+\omega_{i}^{2}\left(\tilde{R}_{11}\right) \gamma_{j}^{2}\left(\bar{R}_{22}\right) \leq f^{2}$, verifies

$$
\gamma_{j}^{2}\left(\tilde{R}_{11}^{-1} \tilde{R}_{12}\right)+\gamma_{j}^{2}\left(\tilde{R}_{22}\right) / \sigma_{\min }^{2}\left(\tilde{R}_{11}\right) \leq 2 k^{3} f^{2} \max \left(f_{1}^{2}, \ldots, f_{p}^{2}\right)
$$

Here $\tilde{R}_{12}$ and $\tilde{R}_{22}$ are such that $A \tilde{\Pi}=\tilde{Q}\left[\begin{array}{ll}\tilde{R}_{11} & \tilde{R}_{12} \\ & \tilde{R}_{22}\end{array}\right]$ and $\tilde{\Pi}$ is a permutation matrix.
Proof. Let $p>1$. Consider Section 2.3.1 of [7] which proves the theorem for $p=2$. We now give the main differences to generalize it for $p>2$. Start with $p$ matrices $A_{1} \ldots A_{p}$ and $\tilde{A}=\left[\begin{array}{lll}A_{1} & \cdots & A_{p}\end{array}\right]$. For $1 \leq \ell \leq p$ we define for $A_{\ell}$ the following matrices the same ways $\mathcal{N}, \mathcal{C}, N, C_{1}$ and $C_{2}$ are defined for $B$ and $\hat{B}$ in
section 2.3.1 of [7].

$$
\begin{aligned}
& N=\left(R_{11}^{\ell}\right)^{-1} R_{12}^{\ell} \\
& \tilde{N}=\tilde{R}_{11}^{-1} \bar{R}_{12} \\
& \mathcal{N}_{\ell}=\left[\begin{array}{ll}
\mathcal{I}_{k} & \tilde{N}
\end{array}\right] \bar{\Pi}^{T}[:, 1: k] \\
& \mathcal{C}_{\ell}=\left[\begin{array}{ll}
\mathcal{O} & \bar{R}_{22}
\end{array}\right] \bar{\Pi}^{T}[:, 1: k] \\
& {\left[\begin{array}{l}
C_{1}^{\ell} \\
C_{2}^{\ell}
\end{array}\right]=\tilde{Q}_{\ell}^{T} Q_{\ell}\left[\begin{array}{l}
R_{22}^{\ell}
\end{array}\right]}
\end{aligned}
$$

With the same reasoning as in [7] we obtain

$$
\begin{aligned}
& \tilde{R}_{12}=\left[\begin{array}{llll}
\bar{R}_{12} & \tilde{R}_{11}\left(\mathcal{N}_{1} N_{1}+\tilde{R}_{11}^{-1} C_{1}^{1}\right) & \cdots & R_{11}\left(\mathcal{N}_{p} N_{p}+\tilde{R}_{11}^{-1} C_{1}^{p}\right)
\end{array}\right], \\
& \tilde{R}_{22}=\left[\begin{array}{llll}
\bar{R}_{22} & \mathcal{C}_{1} N_{1}+C_{2}^{1} & \cdots & \mathcal{C}_{p} N_{p}+C_{2}^{p}
\end{array}\right] .
\end{aligned}
$$

By adapting the second part of the proof of [7] we obtain for $1 \leq \ell \leq p$,

$$
\gamma_{j}^{2}\left(\mathcal{N}_{\ell} N_{\ell}+R_{11}^{-1} C_{1}^{\ell}\right)+\gamma_{j}^{2}\left(\mathcal{C}_{\ell} N_{\ell}+C_{2}^{\ell}\right) / \sigma_{\min }^{2}\left(R_{11}\right)<2 f^{2} k^{3} f_{\ell}^{2} .
$$

By combining these two relations, we obtain the result of the theorem.
3. Tournament pivoting for 1D block row partitioned matrices. In this section we present a new algorithm to compute a spectrum preserving and kernel approximation factorization of a block row partitioned matrix by using tournament pivoting. We use this algorithm in section 4 to extend tournament pivoting to the case when a matrix is distributed over a set of processors by using a 2 D partitioning of both rows and columns.

Tournament pivoting for 1D block row partitioned matrices, referred to as 1DrTP, selects $k$ columns of a matrix from the selections performed on its blocks of rows using a reduction tree. It has thus similarities with the column partitioned version (1Dc-TP cf. subsection 2.3), however now the selections are performed from subcolumns of the matrix. We present the algebra of 1 Dr-TP by using a simple example in which $A$ is partitioned into 4 blocks of rows, $A=\left[A_{11} ; \ldots ; A_{41}\right]$. First $k$ columns are selected from each block of rows $A_{i 1}, i=1, \ldots, 4$ and their indices are stored in $I_{i 0}, i=1, \ldots, 4$,

Then the sets of $k$ indices are combined two by two to select each time a new set of $k$ indices. For example for the first two sets, $I_{00}$ and $I_{10}$, the selection is performed as following. The columns of the first two block rows $\left[A_{11} ; A_{21}\right]$ whose indices belong to $I_{00} \cup I_{10}$ are concatenated together to form a new matrix, $\left[A_{11} ; A_{21}\right]\left[:, I_{00} \cup I_{10}\right]$. Strong RRQR is applied to this matrix to select a new set of its columns $I_{01}$,

$$
\left[\frac{\left[\begin{array}{l}
A_{11} \\
A_{21}
\end{array}\right]\left[:, I_{00} \cup I_{10}\right]}{\left[\begin{array}{l}
A_{31} \\
A_{41}
\end{array}\right]\left[:, I_{20} \cup I_{30}\right]}\right]=\left[\begin{array}{ll}
Q_{01} R_{01} \Pi_{01}^{-1} \\
Q_{11} R_{11} \Pi_{11}^{-1}
\end{array}\right] \rightarrow I_{01} \rightarrow I_{11}
$$

In the last step, the columns of $A$ whose indices belong to $I_{20} \cup I_{30}$ are concatenated together, and the final $k$ columns are selected through strong RRQR from $A\left[:, I_{01} \cup I_{11}\right]$,

$$
A\left[:, I_{01} \cup I_{11}\right]=Q_{02} R_{02} \Pi_{02}^{-1} \rightarrow I_{02}
$$

Algorithm 3.1 describes one reduction of 1Dr-TP, i.e. selects $k$ columns from $A=$ $\left[A_{1} ; \ldots ; A_{p}\right]$ through local selections of $k$ indices from subcolumns of $A$ in $A_{1}, \ldots, A_{p}$.

```
Algorithm 3.1 1Dr-TP: Tournament pivoting for row partitioned matrix (one re-
duction step, selection of \(k\) columns)
```

Require: Input matrices $A_{1} \ldots A_{p}$, rank of approximation $b$
1: For each $A_{i}$, compute strong RRQR to select $k$ columns, store indices in $I_{i}$
2: Concatenate selected columns $\bar{A}=\left[A\left[:, I_{1}\right] \quad \cdots \quad A\left[:, I_{p}\right]\right]$
3: Compute strong RRQR of $\bar{A}$ to select $k$ columns
Ensure: indices of $k$ rank revealing columns of $A$

Similarly to Theorem 2.3 we derive bounds on the quality of the approximation in the sense of Theorem 2.1 from bounds corresponding to the selection at each step of the tournament.

Theorem 3.1. Let $p$ be any strictly positive integer. Let $f>1$ and $1 \leq k \leq$ $\min (m, n / p)$. For any $1 \leq \ell \leq p$, let $A_{\ell} \in \mathbb{R}^{m \times n}$ and $f_{\ell}>1$. We note $A=$ $\left[A_{1} ; \ldots ; A_{p}\right]$ and the strong $R R Q R$ decomposition of any $A_{\ell}$ as,

$$
A_{\ell} \Pi_{\ell}=Q_{\ell}\left[\begin{array}{ll}
R_{1, \ell}^{\ell} & C_{\ell}  \tag{3.1}\\
& D_{\ell}
\end{array}\right]
$$

where $R_{1, \ell}^{\ell} \in \mathbb{R}^{k \times k}$ and where $\Pi_{\ell}$ is such that for any $1 \leq j \leq n-b$,

$$
\begin{equation*}
\gamma_{j}^{2}\left(R_{1, \ell}^{\ell}{ }^{-1} C_{\ell}\right)+\gamma_{j}^{2}\left(D_{\ell}\right) / \sigma_{\min }^{2}\left(R_{1, \ell}^{\ell}\right) \leq k f_{\ell}^{2} \tag{3.2}
\end{equation*}
$$

Then the horizontal concatenation $\bar{A}=\left[A \Pi_{1}[:, 1: k] \quad \cdots \quad A \Pi_{p}[:, 1: k]\right]$ factorized $\tilde{Q}\left[\begin{array}{ll}\tilde{R}_{11} & \bar{R}_{12} \\ & \bar{R}_{22}\end{array}\right]$ with $\tilde{R}_{11} \in \mathbb{R}^{k \times k}$, such that $\left(\tilde{R}_{11}^{-1} \bar{R}_{12}\right)_{i j}^{2}+\omega_{i}^{2}\left(\tilde{R}_{11}\right) \gamma_{j}^{2}\left(\bar{R}_{22}\right) \leq f^{2}$, verifies

$$
\gamma_{j}^{2}\left(\tilde{R}_{11}^{-1} \tilde{R}_{12}\right)+\gamma_{j}^{2}\left(\tilde{R}_{22}\right) / \sigma_{\min }^{2}\left(\tilde{R}_{11}\right) \leq 2 k^{3} f^{2} \sum_{i=1}^{p} f_{i}^{2}
$$

where $\tilde{R}_{12}$ and $\tilde{R}_{22}$ are such that $A \tilde{\Pi}=\tilde{Q}\left[\begin{array}{ll}\tilde{R}_{11} & \tilde{R}_{12} \\ & \tilde{R}_{22}\end{array}\right]$ and $\tilde{\Pi}$ is a permutation matrix.
Proof. Under the same hypothesis as Theorem 3.1 and $\Pi$ a permutation matrix such that

$$
\Pi=\left[\begin{array}{llll}
\Pi_{1}[:, 1: k
\end{array} \quad \cdots \quad \Pi_{p}[:, 1: k] \quad \Pi_{p+1}\right],
$$

where $\Pi_{p+1}$ selects the remaining columns so that $\Pi$ is orthogonal. For the sake of clarity, blocks are supposed to reveal non overlapping sets of columns, i.e. $\forall \ell^{\prime} \neq$ $\ell, \Pi_{\ell}[:, 1: k]^{T} \Pi_{\ell^{\prime}}[:, 1: k]=\mathcal{O}$. Using $\Pi$ we can rewrite the strong rank revealing factorization (3.1) as,

$$
A_{\ell} \Pi=Q_{\ell}\left[\begin{array}{cccc}
R_{1,1}^{\ell} & \cdots & R_{1, p}^{\ell} & R_{1, p+1}^{\ell} \\
R_{2,1}^{\ell} & \cdots & R_{2, p}^{\ell} & R_{2, p+1}^{\ell,}
\end{array}\right]
$$

with $R_{2, \ell}^{\ell}=\mathcal{O}, R_{1,1}^{\ell}, \ldots, R_{1, p}^{\ell} \in \mathbb{R}^{k \times k}, R_{2,1}^{\ell}, \ldots, R_{2, p}^{\ell} \in \mathbb{R}^{k \times(m-k)}, R_{1, p+1}^{\ell} \in \mathbb{R}^{k \times(n-k p)}$ and $R_{2, p+1}^{\ell} \in \mathbb{R}^{(m-k) \times(n-k p)}$.

The condition (3.2) on the factorization of each $A_{\ell}$ can be reformulated with the alternative permutation $\Pi$ as the following. For $1 \leq \ell^{\prime} \leq p+1$ so that $\ell^{\prime} \neq \ell$ and $j$ is a column index of $R_{1, \ell^{\prime}}^{\ell}$,

$$
\gamma_{j}^{2}\left(R_{1, \ell}^{\ell} R_{1, \ell^{\prime}}^{-1}\right)+\gamma_{j}^{2}\left(R_{2, \ell^{\prime}}^{\ell}\right) / \sigma_{\min }^{2}\left(R_{1, \ell}^{\ell}\right) \leq k f_{\ell}^{2}
$$

Recalling the hypothesis of Theorem 3.1, $\bar{A}=A\left[\Pi_{1}[:, 1: k] \quad \cdots \quad \Pi_{p}[:, 1: k]\right]=A \Pi[$ : $, 1: k p] \in \mathbb{R}^{m p \times k p}$ contains the columns of $A$ selected on each block $A_{\ell}$.

The RRQR factorization of $\bar{A}$ is defined as,

$$
\bar{A} \bar{\Pi}=\tilde{Q}\left[\begin{array}{ll}
\tilde{R}_{11} & \bar{R}_{12} \\
& \bar{R}_{22}
\end{array}\right]
$$

where $\tilde{Q} \in \mathbb{R}^{m p \times m p}$ and $\tilde{R}_{11} \in \mathbb{R}^{k \times k}$ such that for any $1 \leq i \leq k$ and $1 \leq j \leq k(p-1)$

$$
\begin{equation*}
\left(\tilde{R}_{11}^{-1} \bar{R}_{12}\right)_{i j}^{2}+\omega_{i}^{2}\left(\tilde{R}_{11}\right) \gamma_{j}^{2}\left(\bar{R}_{22}\right) \leq f^{2} \tag{3.3}
\end{equation*}
$$

Finally, the global approximation can be expressed as

$$
A \tilde{\Pi}=\tilde{Q}\left[\left[\begin{array}{ll}
\tilde{R}_{11} & \bar{R}_{12} \\
& \bar{R}_{22}
\end{array}\right], \quad \tilde{Q}^{T}\left[\begin{array}{c}
Q_{1}\left[\begin{array}{c}
R_{1, p+1}^{1} \\
R_{2, p+1}
\end{array}\right] \\
\vdots \\
Q_{p}\left[\begin{array}{l}
R_{1, p+1}^{p} \\
R_{2, p+1}^{p}
\end{array}\right]
\end{array}\right]\right]=d_{\text {def }} \tilde{Q}\left[\begin{array}{cc}
\tilde{R}_{11} & \tilde{R}_{12} \\
& \tilde{R}_{22}
\end{array}\right]
$$

We will now express $\tilde{R}_{12}$ and $\tilde{R}_{22}$. Let $\tilde{Q}=\left[\tilde{Q}_{1} ; \ldots ; \tilde{Q}_{p}\right]$, where $\forall \ell \leq p, \tilde{Q}_{\ell} \in \mathbb{R}^{m \times m p}$ leading to,

$$
\tilde{Q}^{T}\left[\begin{array}{c}
Q_{1}\left[\begin{array}{c}
R_{1, p+1}^{1} \\
R_{2, p+1}^{1}
\end{array}\right] \\
\vdots \\
Q_{p}\left[\begin{array}{c}
R_{1, p+1}^{p} \\
R_{2, p+1}^{p}
\end{array}\right]
\end{array}\right]=\sum_{\ell=1}^{p} \tilde{Q}_{\ell}^{T} Q_{\ell}\left[\begin{array}{c}
R_{1, p+1}^{\ell} \\
R_{2, p+1}^{R}
\end{array}\right] .
$$

We can express, with $N_{\ell}=R_{1, \ell}^{\ell}{ }^{-1} R_{1, p+1}^{\ell}$,

$$
\tilde{Q}_{\ell}^{T} Q_{\ell}\left[\begin{array}{l}
R_{1, p+1}^{\ell}  \tag{3.4}\\
R_{2, p+1}^{\ell}
\end{array}\right]=\tilde{Q}_{\ell}^{T} Q_{\ell}\left[R_{1, \ell}^{\ell}\right] N_{\ell}+\tilde{Q}_{\ell}^{T} Q_{\ell}\left[R_{2, p+1}^{\ell}\right]
$$

To ease the selection notation, let $I_{\ell}=[(\ell-1) k+1: \ell k]$ be the indices of the columns of $\bar{A}$ corresponding to the selected columns of $A_{\ell}$. From the definition of $\bar{A}$,

$$
\begin{aligned}
Q_{\ell}\left[R_{1, \ell}^{\ell}\right] & =\tilde{Q}_{\ell}\left[\begin{array}{cc}
\tilde{R}_{11} & \bar{R}_{12} \\
& \bar{R}_{22}
\end{array}\right] \bar{\Pi}^{T}\left[:, I_{\ell}\right] \\
& =\tilde{Q}_{\ell}\left[\begin{array}{c}
\tilde{R}_{11} \mathcal{N}_{\ell} \\
\mathcal{C}_{\ell}
\end{array}\right]
\end{aligned}
$$

with

$$
\begin{aligned}
\mathcal{N}_{\ell} & =\left[\begin{array}{ll}
\mathcal{I}_{k} & \tilde{N}
\end{array}\right] \bar{\Pi}^{T}\left[:, I_{\ell}\right] \\
\mathcal{C}_{\ell} & =\left[\begin{array}{ll}
\mathcal{O} & \bar{R}_{22}
\end{array}\right] \bar{\Pi}^{T}\left[:, I_{\ell}\right] \\
\tilde{N} & =\tilde{R}_{11}^{-1} \bar{R}_{12}
\end{aligned}
$$

Note that the new introduced matrices verify for $1 \leq i \leq k$ and $1 \leq j \leq k$,

$$
\begin{equation*}
\left(\mathcal{N}_{\ell}\right)_{i, j}^{2}+\gamma_{j}^{2}\left(\mathcal{C}_{\ell}\right) \omega_{i}^{2}\left(\tilde{R}_{11}\right) \leq f^{2} \tag{3.5}
\end{equation*}
$$

We also define,

$$
\tilde{Q}_{\ell}^{T} Q_{\ell}\left[R_{2, p+1}^{\ell}\right]={ }_{\operatorname{def}}\left[\begin{array}{c}
C_{1}^{\ell} \\
C_{2}^{\ell}
\end{array}\right]
$$

Plugging everything using the global approximation expression, we obtain,

$$
\tilde{Q}^{T}\left[\begin{array}{c}
Q_{1}\left[\begin{array}{c}
R_{1, p+1}^{1} \\
R_{2, p+1}^{1}
\end{array}\right] \\
\vdots \\
Q_{p}\left[\begin{array}{c}
R_{1, p+1}^{p} \\
R_{2, p+1}^{p}
\end{array}\right]
\end{array}\right]=\sum_{\ell=1}^{p}\left(\left[\begin{array}{c}
\tilde{R}_{11} \mathcal{N}_{\ell} \\
\mathcal{C}_{\ell}
\end{array}\right] N_{\ell}+\left[\begin{array}{c}
C_{1}^{\ell} \\
C_{1}^{\ell}
\end{array}\right]\right)
$$

and then

$$
\begin{aligned}
& \tilde{R}_{12}=\left[\begin{array}{ll}
\bar{R}_{12} & \tilde{R}_{11} \sum_{\ell=1}^{p}\left(\mathcal{N}_{\ell} N_{\ell}+\tilde{R}_{11}^{-1} C_{1}^{\ell}\right)
\end{array}\right] \\
& \tilde{R}_{22}=\left[\begin{array}{ll}
\bar{R}_{22} & \sum_{\ell=1}^{p}\left(\mathcal{C}_{\ell} N_{\ell}+C_{2}^{\ell}\right)
\end{array}\right]
\end{aligned}
$$

We are looking for an upper bound of the following expression

$$
\begin{equation*}
\gamma_{j}^{2}\left(\tilde{R}_{11}^{-1} \tilde{R}_{12}\right)+\gamma_{j}^{2}\left(\tilde{R}_{22}\right) / \sigma_{\min }^{2}\left(\tilde{R}_{11}\right) \tag{3.6}
\end{equation*}
$$

Case 1. If $1 \leq j \leq k$, then $\gamma_{j}^{2}\left(\tilde{R}_{11}^{-1} \tilde{R}_{12}\right)=\gamma_{j}^{2}\left(\tilde{R}_{11}^{-1} \bar{R}_{12}\right)$ and $\gamma_{j}^{2}\left(\tilde{R}_{22}\right)=\gamma_{j}^{2}\left(\bar{R}_{22}\right)$. So we can use (3.3) which gives (3.6) $<k f^{2}$.

Case 2. Assume $k+1 \leq j \leq n-k p$. We have,

$$
\begin{aligned}
(3.6) & =\gamma_{j}^{2}\left(\sum_{\ell=1}^{p}\left(\mathcal{N}_{\ell} N_{\ell}+\tilde{R}_{11}^{-1} C_{1}^{\ell}\right)\right)+\gamma_{j}^{2}\left(\sum_{\ell=1}^{p}\left(\mathcal{C}_{\ell} N_{\ell}+C_{2}^{\ell}\right) / \sigma_{\min }^{2}\left(\tilde{R}_{11}\right)\right) \\
& =\gamma_{j}^{2}\left(\sum_{\ell=1}^{p}\left(\left[\begin{array}{c}
\mathcal{N}_{\ell} N_{\ell} \\
\mathcal{C}_{\ell} N_{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]+\left[\begin{array}{c}
\tilde{R}_{11}^{-1} C_{1}^{\ell} \\
C_{2}^{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]\right)\right) \\
& \leq 2 p \sum_{\ell=1}^{p}\left(\gamma_{j}^{2}\left(\left[\begin{array}{c}
\mathcal{N}_{\ell} N_{\ell} \\
\mathcal{C}_{\ell} N_{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]\right)+\gamma_{j}^{2}\left(\left[\begin{array}{c}
\tilde{R}_{11}^{-1} C_{1}^{\ell} \\
C_{2}^{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]\right)\right) .
\end{aligned}
$$

On one hand we can say using the relaxed form (cf. (2.2)) of (3.5) that for any $1 \leq \ell \leq p$,

$$
\gamma_{j}^{2}\left(\left[\begin{array}{c}
\mathcal{N}_{\ell} N_{\ell}  \tag{3.7}\\
\mathcal{C}_{\ell} N_{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]\right) \leq\left\|\left[\begin{array}{c}
\mathcal{N}_{\ell} \\
\mathcal{C}_{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]\right\|_{F}^{2} \gamma_{j}^{2}\left(N_{\ell}\right) \leq f^{2} k^{2} \gamma_{j}^{2}\left(N_{\ell}\right)
$$

On other hand using in a similar manner as (3.7) that for any $x \in \mathbb{R}^{k},\left\|\tilde{R}_{11}^{-1} x\right\| \leq$ $\sigma_{\max }\left(\tilde{R}_{11}^{-1}\right)\|x\|=\sigma_{\min }\left(\tilde{R}_{11}\right)\|x\|$,

$$
\gamma_{j}^{2}\left(\left[\begin{array}{c}
\tilde{R}_{11}^{-1} C_{1}^{\ell} \\
C_{2}^{\ell} / \sigma_{\min }\left(\tilde{R}_{11}\right)
\end{array}\right]\right) \leq \gamma_{j}^{2}\left(\left[\begin{array}{c}
C_{1}^{\ell} \\
C_{2}^{\ell}
\end{array}\right]\right) / \sigma_{\min }^{2}\left(\tilde{R}_{11}\right)
$$

Furthermore using definition of $C_{1}^{\ell}$ and $C_{2}^{\ell}$,

$$
\sum_{\ell=1}^{p} \gamma_{j}^{2}\left(\left[\begin{array}{c}
C_{1}^{\ell}  \tag{3.8}\\
C_{2}^{\ell}
\end{array}\right]\right)=\gamma_{j}^{2}\left(\left[\begin{array}{c}
C_{1,1}^{1} \\
C_{2,1}^{1} \\
\vdots \\
C_{1, p}^{p} \\
C_{2, p}^{p}
\end{array}\right]\right)=\gamma_{j}^{2}\left(\left[\begin{array}{c}
R_{2, p+1}^{1} \\
\vdots \\
R_{2, p+1}^{p}
\end{array}\right]\right)=\sum_{\ell=1}^{p} \gamma_{j}^{2}\left(R_{2, p+1}^{\ell}\right)
$$

We can use relations (3.7) and (3.8) to derive further (3.6).

$$
(3.6) \leq 2 p \sum_{\ell=1}^{p}\left(f^{2} k^{2} \gamma_{j}^{2}\left(N_{\ell}\right)+\frac{\gamma_{j}^{2}\left(R_{2, p+1}^{\ell}\right)}{\sigma_{\min }^{2}\left(\tilde{R}_{11}\right)}\right)
$$

Firstly considering that for any $1 \leq \ell \leq p$,

$$
\sigma_{\min }^{2}\left(\left[\begin{array}{c}
\tilde{R}_{11} \mathcal{N}_{\ell} \\
\mathcal{C}_{\ell}
\end{array}\right]\right) \leq \sigma_{\min }^{2}\left(\tilde{R}_{11}\right)\left\|\mathcal{N}_{\ell}\right\|_{2}^{2}+\left\|\mathcal{C}_{\ell}\right\|_{2}^{2} \leq f^{2} k^{2} \sigma_{\min }^{2}\left(\tilde{R}_{11}\right)
$$

secondly with the interlacing singular values theorem,

$$
\sigma_{\min }^{2}\left(R_{1, \ell}^{\ell}\right) \leq \sigma_{\min }^{2}\left(\bar{A}\left[:, I_{\ell}\right]\right)
$$

and the fact that

$$
\left[\begin{array}{ccc}
Q_{1} & & \\
& \ddots & \\
& & \hat{Q}_{p}
\end{array}\right] A\left[:, I_{\ell}\right]=\tilde{Q}\left[\begin{array}{c}
\tilde{R}_{11} \mathcal{N}_{\ell} \\
\mathcal{C}_{\ell}
\end{array}\right]
$$

we obtain

$$
\sigma_{\min }^{2}\left(R_{1, \ell}^{\ell}\right) \leq f^{2} k^{2} \sigma_{\min }^{2}\left(\tilde{R}_{11}\right)
$$

Using these two relations we continue to derive (3.6),

$$
\begin{aligned}
(3.6) & \leq 2 p f^{2} k^{2} \sum_{\ell=1}^{p}\left(\gamma_{j}^{2}\left(N_{\ell}\right)+\frac{\gamma_{j}^{2}\left(R_{2, p+1}^{\ell}\right)}{\sigma_{\min }^{2}\left(R_{1, \ell}^{\ell}\right)}\right) \\
& \leq 2 p f^{2} k^{3} \sum_{\ell=1}^{p} f_{\ell}^{2}
\end{aligned}
$$

4. QR factorization with 2D tournament pivoting. In this section we introduce an algorithm for computing a low rank approximation of a matrix distributed over a 2D grid of processors by using tournament pivoting. We refer to this pivoting strategy as 2D tournament pivoting, or 2D TP, which combines the two pivoting strategies introduced in the previous sections, 1Dc-TP for matrices partitioned into blocks of columns and 1Dr-TP for matrices partitioned into blocks of rows.
4.1. QRTP algorithm. We consider that matrix $A$ is distributed on a $P_{r} \times P_{c}$ grid of processors. We explain the algorithm by considering a $2 \times 4$ grid of processors, that is $A$ is partitioned as,

$$
A=\left(\begin{array}{cccc}
A_{11} & A_{12} & A_{13} & A_{14} \\
A_{21} & A_{22} & A_{23} & A_{24}
\end{array}\right)
$$

We consider here that tournament pivoting relies on a binary tree. The general case will be covered in a following section. First, $k$ columns are selected from each column block by using binary 1Dr-TP.

$$
\begin{array}{cccc}
\binom{A_{11}}{A_{21}} & \binom{A_{12}}{A_{22}} & \binom{A_{13}}{A_{23}} & \binom{A_{14}}{A_{24}} \\
\downarrow & \downarrow & \downarrow & \downarrow \\
I_{00} & I_{10} & I_{20} & I_{30}
\end{array}
$$

Second, binary 1Dc-TP is applied on the sets of $k$ selected columns to obtain the final $k$ columns.

$$
\begin{gathered}
A\left(:, I_{00}\right) \quad A\left(:, I_{10}\right) \\
\downarrow \\
I_{02}
\end{gathered}
$$

Figure 4.1 illustrates this algebra and Algorithm 4.1 gives the formal procedure for computing the QR factorization of a matrix with 2D tournament pivoting, referred to as QRTP.


Fig. 4.1: Column selection using Algorithm 4.1. A set of $k$ columns are selected for each submatrix $A_{i j}$, then these columns are combined along a reduction tree to find $k$ columns for the complete matrix $A$. I represents a set of indices.

We now give the bounds for the approximations of the singular values obtained by QRTP. We assume that each selection of $k$ columns in the algorithm is performed such that the bounds in (2.1) are satisfied with a constant $f$. Let $P=P_{r} P_{c}$. Then with

$$
f_{T P}=P k^{\log _{2}(P)} f^{\log _{2}\left(P_{c}\right)+1}
$$

and by using Theorem 2.2 , it can be shown that the singular values of $\tilde{R}_{11}$ and $\tilde{R}_{22}$ approximate the singular values of $A$ in the following sense: for $1 \leq j \leq n-k$ and

```
Algorithm 4.1 QRTP: QR factorization with 2D tournament pivoting
Require: \(P_{r} \times P_{c}\) processor grid, \(A\) distributed matrix, \(k\) approximation rank
    for \(1 \leq i \leq P_{r}\) in parallel do
        \(I_{i} \leftarrow\) select \(k\) columns from each block column \(i\) using binary 1Dr-TP
    end for
    \(I \leftarrow\) Select \(k\) columns from \(A\left(:, \cup_{i=1}^{P_{r}} I_{i}\right)\) using binary 1Dc-TP
Ensure: \(I\) indices of \(k\) rank revealing columns of \(A\)
```

$1 \leq i \leq k$,

$$
1 \leq \frac{\sigma_{i}(A)}{\sigma_{i}\left(\tilde{R}_{11}\right)} \leq \sqrt{1+k f_{T P}^{2}\left(n P_{c}-k\right)}, 1 \leq \frac{\sigma_{j}\left(\tilde{R}_{22}\right)}{\sigma_{j+k}(A)} \leq \sqrt{1+k f_{T P}^{2}\left(n P_{c}-k\right)}
$$

The steps to find these bounds are detailed in section 4.2.2 in a more general setting.
4.2. Spectrum preserving and kernel approximation properties of QR-

TP. We discuss in this section the spectrum preserving and kernel approximation properties of QRTP by considering more general reduction trees. We also compare the reduction strategy used in QRTP with an alternative one in terms of approximation bounds.
4.2.1. Spectrum preserving and kernel approximation properties of 1Dc-TP and 1Dr-TP. We discuss first these two properties for both 1Dc-TP and 1Dr-TP. Let $A$ be partitioned into $P_{c}$ blocks of columns and let $A_{i}$ be the $i$-th block. Let $k$ be the rank of all approximations. Consider that the selection of $k$ columns from each block $A_{i}$ satisfies inequality (2.2) with the upper bound being $F_{i}$. Consider the $h^{t h}$ reduction step out of $D$ reduction steps of the algorithm and let $f_{i}^{h}$ be the bound corresponding to the selection of $k$ columns at this reduction step, and let $x_{h}$ be the number of column sets implied in this reduction. Using induction on Theorem 2.3, we obtain that the selection of $k$ columns from $A$ leads to a factorization based on 1Dc-TP that satisfies (2.2) with the upper bound being,

$$
\begin{equation*}
F_{c}^{2}=\left(2 k^{2}\right)^{D} \max _{1 \leq i \leq P_{c}}\left(F_{i}^{2} \prod_{h=1}^{D}\left(f_{i}^{h}\right)^{2}\right) . \tag{4.1}
\end{equation*}
$$

This expression relates to Corollary 2.6 and 2.7 in [7] by assuming that all approximations enforce the same bound $f$ in inequality (2.2), i.e. for $1 \leq i \leq P_{c}$ and $1 \leq h \leq D$, $F_{i}=\sqrt{k} f$ and $f_{i}^{h}=f$.

Now assume that $A$ is partitioned into $P_{r}$ blocks of rows. With the same conventions as for (4.1), using induction on Theorem 3.1, the approximation obtained by selecting $k$ columns from $A$ using 1Dr-TP satisfies (2.2) with the upper bound being,

$$
\begin{equation*}
F_{r}^{2}=\left(2 k^{2}\right)^{D} \sum_{1 \leq i \leq N}\left(F_{i}^{2} \prod_{h=1}^{D} x_{h}\left(f_{i}^{h}\right)^{2}\right) \tag{4.2}
\end{equation*}
$$

4.2.2. Row-first and column-first strategies. When considering a matrix partitioned into $P_{r} \times P_{c}$ blocks, the choice of reduction tree impacts the accuracy and the performance of QRTP. In section 4 we described 2D TP by using first 1Dr-TP followed by 1Dc-TP, we refer to this strategy as row-first strategy. Additionally we define the column-first strategy as 1Dc-TP followed by 1Dr-TP, and we show in this
section that given any partitioning of $A$, the row-first strategy has better theoretical approximation bounds than the column-first strategy. There can be more complex ways to combine row and column reductions, but we do not explore them in this paper.

Let $A$ be a matrix partitioned into $P_{r} \times P_{c}$ blocks and $A_{i, j}$ be the block at indices $(i, j)$ in the partitioned matrix. Let $k$ be the rank of all approximations. Let $F_{i, j}$ be the bound associated with the selection of $k$ columns from $A_{i, j}$ in the sense of (2.2). We assume that $1 \mathrm{Dr}-\mathrm{TP}$ is composed of $D_{r}$ reduction steps and 1Dc-TP has $D_{c}$ reduction steps. Let $f_{i, j}^{h}$ be the bounds associated with the $h^{t h}$ reduction step of the partition $A_{i, j}$. Replacing each $F_{i}$ in (4.1) with $F_{r}$ from (4.2), we obtain the following bounds in the sense of (2.1) for the row-first strategy,

$$
\begin{equation*}
F_{r c}^{2}=\left(2 k^{2}\right)^{D_{r}+D_{c}} \max _{1 \leq j \leq P_{c}}\left(\sum_{i=1}^{P_{r}}\left[F_{i, j}^{2} \prod_{h=1}^{D_{r}+D_{c}}\left(f_{i, j}^{h}\right)^{2} \prod_{h=1}^{D_{r}} x_{i}\right]\right) \tag{4.3}
\end{equation*}
$$

Replacing each $F_{i}$ in (4.2) with $F_{c}$ from (4.1), we have the following bounds in the sense of (2.1) for the column-first strategy,

$$
\begin{equation*}
F_{c r}^{2}=\left(2 k^{2}\right)^{D_{r}+D_{c}} \sum_{i=1}^{P_{r}}\left[\max _{1 \leq j \leq P_{c}}\left(F_{i, j}^{2} \prod_{h=1}^{D_{c}+D_{r}}\left(f_{i, j}^{h}\right)^{2} \prod_{h=D_{c}+1}^{D_{c}+D_{r}} x_{i}\right)\right] \tag{4.4}
\end{equation*}
$$

We conclude with the following corollary.
Corollary 4.1. Let $A$ be a matrix partitioned into $P_{r} \times P_{c}$ blocks for which a low rank approximation based on QRTP is computed using 1Dr-TP and 1Dc-TP with given reduction trees. Let $F_{r c}$ resp. $F_{c r}$ be the bounds in the sense of (2.1) obtained when executing QRTP with 1Dr-TP followed by 1Dc-TP resp. 1Dc-TP followed by $1 D r-T P$. We have the following relation on the bounds,

$$
F_{r c} \leq F_{c r}
$$

Corollary 4.1 shows that once the reduction trees are fixed for $1 \mathrm{Dr}-\mathrm{TP}$ and 1 Dc TP, the row-first strategy will always give a better accuracy than the column-first strategy. In more details, it means that given a matrix partitioned into $P_{r} \times P_{c}$ blocks for which a low rank approximation is computed using QRTP, the guarantees of the low rank approximations in the sense of Theorem 2.1 are better when reducing first along the first dimension (1Dr-TP to select $P_{c}$ subsets of columns, then 1Dc-TP to select k columns) than along the second dimension (1Dc-TP to select $P_{r}$ subsets of columns, then 1Dr-TP to select $k$ columns).
5. Numerical results. In this section we study the numerical behavior of QRTP on matrices of small size. The parallel performance of the algorithm on large matrices is studied later in section 7 . We first consider the following two matrices,

- foxgood is a $1000 \times 1000$ matrix modeling a severely ill-posed problem[1],
- phillips is a $1000 \times 1000$ matrix modeling Phillips famous problem[14].
$A$ is one of these two matrices and $A_{k}$ is the low rank approximation computed with QRTP. Figure 5.1a displays the first 10 singular values of the matrix foxgood and their approximations computed with QRTP considering that the matrix is partitioned into $4 \times 4$ blocks (which corresponds to executing the algorithm on 16 processors), and $Q R T P$ considering that the matrix is partitioned into $8 \times 8$ ( 64 processors). Figure 5.1 b displays the ratio between the singular values of $A$ and the approximated
singular values with $\mathrm{QRTP}, \sigma_{i}\left(A_{k}\right) / \sigma_{i}(A)$. The approximations $\sigma_{i}\left(A_{k}\right)$ are computed by applying the SVD to $A_{k}$. Both figures show that QRTP provides a good approximation of the leading singular values of $A$, with the ratio being between 1 and 0.6 for 16 processors. For comparison, the results obtained with a rank 10 truncated QRCP are also displayed. We also observe that the singular values of foxgood decay rapidly. Going from 16 processors to 64 processors, there is a slight loss of accuracy in the approximation. This is expected since the depth of the binary tree used during tournament pivoting increases when the number of processors increases, and the bounds are getting worse.


Fig. 5.1: Approximations of matrix foxgood computed by QRCP, QRTP with 16 processors, and QRTP with 64 processors. The rank of the approximation is 10 .

Figure 5.2a and Figure 5.2b present the same analysis for matrix phillips. The singular values of this matrix decay as well, but less rapidly than for foxgood. The algorithm provides a good accuracy with 16 processors, which degrades slightly with 64 processors.
5.1. Influence of the reduction tree used during tournament pivoting. We study now the influence of the structure of the reduction tree on the accuracy of QRTP. We define the degree of the tree as the number of children of each node. We assume the degree is constant for a given tree, and we study the impact of this parameter along with the type of reduction executed first, 1Dr-TP versus 1Dc-TP.

We compare the following strategies for QRTP. We set the number of processors to 16 such that the matrix foxgood is partitioned into $4 \times 4$ blocks and we compute approximations of rank $k=10$.

- Row-first of degree 4: 1Dr-TP with a reduction tree of degree 4 , followed by

(a) Original singular values and their approximation.

(b) Ratio of approximated singular values with respect to singular values, $\sigma_{i}\left(A_{k}\right) / \sigma_{i}(A)$.

Fig. 5.2: Approximations of matrix phillips computed by QRCP, QRTP with 16 processors, and QRTP with 64 processors. The rank of the approximation is 10 .

1Dc-TP with a reduction tree of degree 4. Therefore, each 1D tournament executes one reduction.

- Row-first of degree 2: 1Dr-TP with reduction tree of degree 2 , followed by 1Dc-TP with reduction tree of degree 2. Therefore, each 1D tournament executes two reductions.
- Column-first of degree 4: 1Dc-TP with reduction tree of degree 4, followed by 1Dr-TP with reduction tree of degree 4 . Therefore, each 1D tournament executes one reduction.
- Column-first of degree 2: 1Dc-TP with reduction tree of degree 2, followed by $1 \mathrm{Dr}-\mathrm{TP}$ with reduction tree of degree 2 . Therefore, each 1 D tournament executes two reductions.
The results are displayed in Figure 5.3, which shows the ratios of the approximated leading singular values with respect to the singular values as computed by SVD, i.e. $\frac{\sigma_{i}\left(A_{k}\right)}{\sigma_{i}(A)}$, where $\sigma_{i}(A)$ is the $i$-th singular value of the input matrix and $\sigma_{i}\left(A_{k}\right)$ is the singular value of the approximation computed as explained previously. In this experiment the number of cores is always 16 , what changes is the strategy to combine the selected columns. It can be seen that row-first strategies give a better accuracy than column-first strategies, validating numerically the results of Corollary 4.1. In addition, we can see that higher degrees of reduction tree (i.e. more blocks are combined at once hence there are less intermediate reduction steps) leads to an increase in accuracy. The intermediate steps can indeed lead to a wrong selection of columns because this selection ignores a part of the matrix.


Fig. 5.3: Error on the singular values $\sigma_{i}\left(A_{k}\right) / \sigma_{i}(A)$ of the matrix foxgood distributed on a $4 \times 4$ processor grid using generalized QRTP with a rank 10 and different reduction trees. Degree 2 means that the 16 blocks are combined 2 by 2, degree 4 means that the 16 blocks are combined 4 by 4 . Column-first and row-first refer to the reduction strategies defined in section 4.2.2. The top of each color bar gives the value of the error ratio.
5.2. QRTP for image compression. We discuss here the results obtained by QRTP when used to compress images. While we do not claim that these methods should be used for image compression, we use them to visually display and interpret the selection of columns done by tournament pivoting on partitioned matrices. We use black and white images as matrices. After applying a low rank approximation, the factors are multiplied back such that the approximation matrix can be displayed as an image and can be compared with the original image.

Figure 5.4 presents an image and its compressions obtained using truncated SVD, QRCP, and QRTP with a truncation rank of 10 . The last image shows the 10 columns selected by QRTP. Figure 5.5 gives the singular values of this image and their approximations obtained by the different algorithms. Performing a rank-10 approximation brings a lot of distortion to the original image. But only few differences can be seen between the images obtained by different approximation algorithms. QRCP and QRTP have less information for the left and the right sides of the picture (note that the selected columns are mainly in the middle of the picture), leading to the presence of lines in this area. Moreover, QRCP and QRTP have very close results, showing that the subset selected by QRTP is close to the one selected by QRCP. The singular values represented in Figure 5.5 confirm this, with an error ratio for QRTP from 1 to 0.6 . We see that the matrix corresponding to the image is close to low rank and the approximated singular values are very close to the original ones.

Additional results obtained for four other images are displayed in Figure 5.6, where the results of QRCP and QRTP use truncation ranks 10 and 50 . We see that these images have a more complex structure than the first one, which explains the need of a higher rank to capture more details in the compressed versions. We also see that the images compressed with QRTP and QRCP are very similar.


Fig. 5.4: Compression of a $1190 \times 1920$ image for different algorithms with an approximation rank 10. QRTP uses a binary row-first reduction tree on a $8 \times 8$ processor grid.
6. Parallel design of QRTP. In this section we present the parallel design of Algorithm 4.1 and then we determine its cost in terms of computation, number of messages and volume of communication.

The parallel implementation of QRTP is described in Algorithm 6.1 with the following notation. For the coordinate $(i, j)$ on the grid, $A_{i j}$ is the submatrix of $A$ on processor $P_{i j}$. Let $H$ be the depth of the reduction tree and for $0 \leq h \leq H, I_{i j}^{h}$ is the set of columns selected by the $h^{t h}$ reduction of $A_{i j}$ (in particular $I_{i j}^{0}$ is the set of columns selected locally for $A_{i j}$ and $I_{i j}^{H}$ is the set of final columns, output of the algorithm). Let $C_{i j}^{h}$ be the MPI communicator containing processors in the subtree having root $I_{i j}^{h}$. Considering that there is a processor in each communicator elected to own the selected columns at the end of the reduction (for example MPI rank 0), let $\mathcal{C}_{i j}^{h}$ be the communicator containing processors $P_{i^{\prime} j^{\prime}}$ such that $P_{i^{\prime} j^{\prime}} \in C_{i j}^{h}$ and $P_{i^{\prime} j^{\prime}}$ is elected for the reduction $I_{i^{\prime} j^{\prime}}^{h-1}$. Figure 6.1 illustrates how the two kinds of communicators are composed. In Algorithm 6.1 the processors are not descheduled during binary 1Dr-TP, corresponding to the first iterations, but half of them are idle at each iteration of binary 1Dc-TP, corresponding to the last iterations of QRTP.


Fig. 5.5: Singular values of the billiard ball image, original and compressed with QRCP and QRTP. The scale on the right gives the ratio $\sigma_{i}\left(A_{k}\right) / \sigma_{i}(A)$ where $A$ is the matrix corresponding to the picture and $A_{k}$ is its approximation with QRTP.


Fig. 5.6: Compression of different images using QRCP and QRTP. QRTP uses a binary row-first division tree on a $8 \times 8$ processor grid.


Fig. 6.1: Reduction tree of QRTP on a $4 \times 4$ processor grid. Each node of the tree represents a reduction to select $k$ columns from $2 k$ columns concatenated from its children. Sets of processors are represented to illustrate the notation of MPI communicators. The communicator $\mathcal{C}_{11}^{3}$ regroups the elected processors on the children subtrees of the reduction $I_{11}^{3}$ i.e. processors $P_{11}$ and $P_{21}$. The communicator $C_{31}^{1}$ regroups all processors in the subtree of reduction $I_{31}^{1}$ i.e. $P_{31}$ and $P_{32}$.

We now determine the computation and communication cost of QRTP as described in Algorithm 6.1 for a row-first strategy (binary 1Dr-TP followed by binary 1 Dc-TP) and $A \in \mathbb{R}^{m P_{r} \times n P_{c}}$. The maximum computation cost per processor is,

$$
\begin{aligned}
\# \text { flops }(Q R T P) & =\operatorname{QRCP}(m \times n, k)+\log _{2}\left(P_{r}\right) \operatorname{QRCP}(2 k \times 2 k, k) \\
& +\sum_{i=1}^{\log _{2}\left(P_{r}\right)} \operatorname{TSQR}\left(m \times 2 k, 2^{i}\right)+\log _{2}\left(P_{c}\right) \operatorname{TSQR}\left(m \times 2 k, P_{r}\right) \\
& +\log _{2}\left(P_{c}\right) \operatorname{QRCP}(2 k \times 2 k, k)
\end{aligned}
$$

where $\operatorname{QRCP}(m \times n, k)$ represents the computational cost of the rank $k$ QRCP algorithm on an $m \times n$ matrix, which we use in practice to substitute strong RRQR, and TSQR $(m \times$ $n, P_{r}$ ) represents the cost of TSQR [5] applied on $P_{r}$ blocks of size $m \times n$. Considering that $\operatorname{QRCP}(m \times n, k)=4 m n k[10]$ and $\operatorname{TSQR}\left(m \times n, P_{r}\right)=2 n^{2}\left(m+\left(5 \log _{2} P_{r}-1\right) \frac{n}{3}\right)$, we obtain

$$
\# \text { flops }(Q R T P)=4 m n k+K_{1} k^{3}+K_{2} m k^{2}
$$

where

$$
\begin{aligned}
& K_{1}=16 \log _{2}\left(P_{r} P_{c}\right)+8 \log _{2}\left(P_{r}\right)\left(1+5 \log _{2}\left(P_{r}\right) / 3\right)+\frac{16}{3}\left(5 \log _{2}\left(P_{r}\right)-1\right) \\
& K_{2}=8\left(\log _{2}\left(P_{r}\right)+1\right)
\end{aligned}
$$

The number of messages is,

$$
\# \text { messages }=\left(\log _{2} P_{c}+\log _{2} P_{r}\right)\left(1+\log _{2} P_{r}\right),
$$

and the volume of communication is

$$
\# w o r d s=\left(2 k^{2}+\frac{k}{2}\right)\left(\log _{2} P_{r}\right)\left(1+\log _{2} P_{r}\right)+2 k\left(\log _{2} P_{c}\right)\left(m+2 k \log _{2} P_{r}\right)
$$

```
Algorithm 6.1 Parallel QRTP
Require: input matrix \(A\), reduction tree \(S\), rank of the approximation \(k\), current
    processor \(P_{i j}\)
    Compute strong RRQR of \(A_{i j}\) to select \(k\) columns \(\rightarrow I_{i j}^{0}\)
    for \(h\) from 1 to \(H\) do
        if \(\left\{A_{i j}, P_{i j} \in \mathcal{C}_{i j}^{h}\right\}\) is a row partition then
            if \(P_{i j} \in \mathcal{C}_{i j}^{h}\) then
                Merge \(I_{i j}^{h-1}\) on communicator \(\mathcal{C}_{i j}^{h} \rightarrow \bar{I}_{i j}^{h}\)
                    Broadcasts \(\bar{I}_{i j}^{h}\) on communicator \(C_{i j}^{h-1}\)
                else
                    Receive broadcast from communicator \(C_{i j}^{h-1}\)
            end if
            TSQR of columns \(\bar{I}_{i j}^{h}\) of \(\left\{A_{i j}, P_{i j} \in C_{i j}^{h}\right\} \rightarrow R\) factor on elected processor of
    \(C_{i j}^{h}\)
                Compute strong RRQR of \(R \rightarrow I_{i j}^{h}\)
            else
                if \(\exists i^{\prime}, P_{i^{\prime} j} \in \mathcal{C}_{i j}^{h}\) then
                    Elected processor of \(\mathcal{C}_{i j}^{h} \rightarrow P_{i^{\prime} y}\)
                    Gather subcolumns \(I_{i j}^{h-1}\) of \(A_{i j}\) on \(P_{i y}^{h} \rightarrow \bar{I}_{i j}^{h}\)
                    if \(j=y\left(P_{i^{\prime} j}\right.\) is elected on \(\left.\mathcal{C}_{i j}^{h}\right)\) then
                TSQR of columns \(\bar{I}_{i j}^{h} \rightarrow R\) factor on elected processor of \(C_{i j}^{h}\)
                        Compute strong RRQR of \(R \rightarrow I_{i j}^{h}\)
                    end if
                end if
            end if
    end for
Ensure: \(I_{i j}^{H}\) indices of \(k\) columns of \(A\)
```

7. Parallel performance of QRTP. In this section we study the parallel performance of Algorithm 4.1. We use a parallel machine formed by sixteen nodes composed of two Cascade Lake Intel Xeon 5218 with sixteen physical cores each. Each bi-processor has 192 GB shared memory. There are thus 1024 cores with 3,072 GB of distributed memory. The algorithm is implemented in C++, and built with GCC 8.3, OpenBLAS 0.3.7 and MPICH 3.3.1. For each run, the double precision matrix is generated using C++'s pseudo-random double precision number generator ${ }^{1}$. Then for $P$ a given number of cores, the matrix is distributed over a $\sqrt{P} \times \sqrt{P}$ grid of processors and QRTP is applied.

Figure 7.1 shows the execution time of the algorithm for a $50000 \times 50000$ and a $100000 \times 100000$ randomly generated matrices, with the number of cores increasing from 16 to 1,024 . Note that for the $100000 \times 100000$ matrix there is no runtime below 128 cores due to the limited shared memory available on each node. We observe that multiplying the number of processors by 8 from 128 to 1024 leads to a speedup of 5 for a $50000 \times 50000$ matrix and a speedup of 6 for a $100000 \times 100000$ matrix. Figure 7.2 presents weak scaling results when the dimensions of the submatrix per

[^1]processor remain constant as $5000 \times 5000$. When the number of processors increase from 16 to 1024, the total dimensions of the matrix increase accordingly from 20000 $\times 20000$ to $160000 \times 160000$. We observe that from 64 to 1024 cores the execution time is close to constant, which is a good result of weak scaling.


Fig. 7.1: Strong scaling of Algorithm 6.1 when selecting 10 columns. The dimensions of the random-generated matrix are fixed.


Fig. 7.2: Weak scaling of Algorithm 6.1 when selecting 10 columns. The dimensions of the random-generated matrix are fixed to $5000 \times 5000$ per core.
8. Conclusion. In this paper we introduced QRTP, a scalable communication avoiding algorithm using QR with tournament pivoting to compute a low rank approximation. QRTP guarantees bounds on the singular values of the resulting low rank approximation and provides accurate results in practice. QRTP for image compression show very close results to the sequential QRCP algorithm. We also presented an MPI implementation for QRTP performing well for strong and weak scaling on up to a thousand cores. Future work may address the possibility of using non-binary reduction trees and the associated trade-off between performance and accuracy, as well as the possibility of combining the selection of subsets of columns and of rows during the same tournament to obtain a CUR approximation.
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