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Towards state estimation of Persidskii systems

Wenjie Mei, Denis Efimov, Rosane Ushirobira ∗†

Abstract

A state estimation scheme for a class of Persidskii
systems is introduced in this paper. Two distinct sets of
conditions are formulated for robust stability and con-
vergence of the state estimation error using the theo-
ries of input-to-output stability (IOS) and input-to-state
stability (ISS). These conditions for the nonlinear error
dynamics are established in the form of linear matrix
inequalities. Two numerical examples are presented to
illustrate the effectiveness of the proposed results.

1. Introduction

The estimation of unmeasured states is an impor-
tant problem, that must be solved to better control dyn-
amical systems [1, 2]. It has been extensively investiga-
ted in various fields, and numerous solutions were pro-
posed for linear plants (e.g. the most common approa-
ches are Kalman filter [3] or Luenberger observer [4]) or
for plants whose models are close to linear under certain
restrictions [5, 6, 7]. By applying appropriate first order
approximations, main linear approaches for estimation
can be developed to nonlinear plants including the ex-
tended Kalman filter [8] or moving horizon estimation
[9], to mention a few popular techniques. However, if
the estimation is required for large deviations of the sta-
tes, then linearization methods lose their validity and
nonlinear dynamical models come to the focus.

The main difficulty in designing nonlinear state es-
timators consists in the complexity of the stability ana-
lysis for the state estimation error (the main approach
for the stability analysis of nonlinear dynamics is the
Lyapunov function method [1], and there is no con-
structive tool for selecting a Lyapunov function in the
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generic nonlinear case). Another obstacle, hidden but
still important, is the estimation error representation:
usually, it is assumed that the estimation error dynamics
can be presented as an autonomous system (governed
by exogenous disturbances and measurement noises),
which can be a restrictive hypothesis. To illustrate this
issue consider a nonlinear dynamical system:

ẋ(t) = f (x(t),d(t)), y(t) = h(x(t)),

where x(t) ∈ Rn, d(t) ∈ Rm and y(t) ∈ Rp are the
state, the input and the measured output, respectively,
f : Rn+m→ Rn and h : Rn→ Rp are some known non-
linear functions. In general, an observer for this system
takes the form

ż(t) = r(z(t),y(t)), x̂(t) = g(z(t)),

where z(t)∈Rq is the state of the observer and x̂(t)∈Rn

is the estimate of x(t), r : Rq+p→ Rq and g : Rq→ Rn

are functions to be selected in a way that the estima-
tion error e(t) = x(t)− x̂(t) dynamics is asymptotically
stable for d = 0 (i.e. limt→+∞‖x(t)− x̂(t)‖ = 0) and
robustly stable in the presence of disturbances d 6= 0
(frequently, the input-to-state stability (ISS) framework
[10, 11] is applied for this purpose). It implicitly im-
plies that the error dynamics admits the following auto-
nomous representation:

ė(t) = `(e(t),d(t)) (1)

for some ` : Rn+m → Rn, which is always the case for
linear models (i.e. if f (x,d) = Ax+ d and h(x) = Cx
for some known matrices A and C of appropriate di-
mensions, then r(z,y) = Az+L(y−Cz), g(z) = z for a
properly chosen gain L, and `(e,d) = (A− LC)e+ d),
and often can also be obtained for the plants that are
close to linear ones. However, in common scenario this
differential equation has to take a more evolved form:

ė(t) = ˜̀(e(t),x(t),d(t)) (2)

with ˜̀ : R2n+m → Rn, then the estimation error dyna-
mics has to be analyzed together with the observed sy-
stem, and partial stability notions come to the attention,
where one of the most popular concepts is studied in



the input-to-output stability (IOS) theory [12, 13]. The
latter situation (2) can also be analyzed using the quasi-
LPV methods [14], and it will be investigated here.

In this paper, the state estimation problem is stu-
died for a nonlinear dynamical system that can be writ-
ten in the Persidskii form, which has been widely inves-
tigated in the context of neural networks [15] and elec-
tric circuits [16]. Such a choice is justified since there
is a known canonical form of Lyapunov function for a
Persidskii system [17, 18, 19], and also by recent ad-
vancements in [20, 16] where both stability problems,
in ISS and IOS sense, are constructively analyzed using
linear matrix inequalities (LMIs). Hence, the stability
for both cases of representation of the estimation er-
ror dynamics, in autonomous (1) and general settings
(2), can be studied. For these two cases, the observer
and corresponding stability conditions for a generalized
Persidskii system are given in the sequel. Numerical
experiments are presented to illustrate the performance
of the designed observer.

The organization of this article is as follows. In
Section 2 the preliminaries are presented. The system
under consideration and the problem statement are des-
cribed in Section 3. In sections 4 and 5 the LMI-based
stability conditions for the cases (1) and (2) are given,
respectively.

Notation

• N, R and R+ represent the sets of natural, real and
nonnegative real numbers, respectively. The sym-
bol ‖·‖ denotes the Euclidean norm on Rn (and the
induced matrix norm ‖A‖ for a matrix A ∈ Rm×n).
The n×n diagonal matrix with v ∈Rn on the main
diagonal is denoted by diag(v). The set of diagonal
matrices with nonnegative elements on the diago-
nal is denoted by Dn

+ ⊂ Rn×n
+ .

• For A∈Rn×n its maximal eigenvalue is denoted by
λmax(A).

• For p, n ∈ N with p ≤ n, the notation p,n is used
to represent the set of positive integers {p, . . . ,n}.

• For a Lebesgue measurable function u : R+→Rm,
define the norm ‖u‖[t1,t2) = esssupt∈[t1,t2)‖u(t)‖ for
[t1, t2) ⊂ R+. We denote by L m

∞ the set of functi-
ons u with ‖u‖∞ :=‖u‖[0,∞) <+∞.

• A continuous function σ : R+ → R+ belongs to
class K if it is strictly increasing and σ(0) = 0;
it belongs to class K∞ if it is also unbounded. A
continuous function β : R+×R+ → R+ belongs
to class K L if β (·,r) ∈K and β (r, ·) is a decre-
asing function going to zero for any fixed r > 0.

• For a continuously differentiable function
V : Rn→R, denote by ∇V (p)v the derivative of V
at p ∈ Rn in the direction of v ∈ Rn.

2. Preliminaries

Consider a nonlinear dynamical system:

ẋ(t) = f (x(t),d(t)), t ∈ R+, with x(0) = x0,

y(t) = h(x(t)),
(3)

where x(t) ∈ Rn is the state vector, d(t) ∈ Rm is the ex-
ternal perturbation, d ∈L m

∞ and y(t) ∈Rp is the output
vector. Moreover f : Rn×Rm → Rn, f (0,0) = 0 is a
locally Lipschitz continuous function and h : Rn→ Rp

is a continuously differentiable function. For an initial
state x0 ∈Rn and d ∈L m

∞ we denote the corresponding
solution of the system (3) by x(t,x0,d), and the corre-
sponding output is y(t,x0,d) = h(x(t,x0,d)).

The system (3) is called forward complete if for all
x0 ∈Rn and d ∈L m

∞ , the solution x(t,x0,d) is uniquely
defined for all t ∈ R+.

In the rest of the paper, to lighten the notation the
time-dependency of variables might remain implicitly
understood, for instance we will write x for x(t).

Definition 1. A forward complete system (3) is said to
be practical input-to-output stable (pIOS) if there exist
β ∈K L , γ ∈K and c ∈ R+ such that

‖y(t,x0,d)‖ ≤ β (‖x0‖, t)+ γ(‖d‖∞)+ c (4)

for all t ∈ R+ and any x0 ∈ Rn and d ∈L m
∞ . If c = 0,

the system is called input-to-output stable (IOS). In the
special case when h(x) = x, the IOS property is called
input-to-state stability (ISS).

Definition 2. A forward complete system (3) is said
to be uniformly bounded-input-bounded-state stable
(UBIBS) if there exists σ ∈K such that

‖x(t,x0,d)‖ ≤max{σ(‖x0‖),σ(‖d‖∞)}, ∀t ∈ R+

for all x0 ∈ Rn and d ∈L m
∞ .

Definition 3. For the system (3), a smooth Lyapunov
function V : Rn→ R+ is:

1. an IOS-Lyapunov function if there exist α1,α2 ∈
K∞, χ ∈K and α3 ∈K L such that

α1(‖h(x)‖)≤V (x)≤ α2(‖x‖), (5)
V (x)≥ χ(‖d‖)⇒ ∇V (x) f (x,d)≤−α3(V (x),‖x‖)

for all x ∈ Rn and d ∈ Rm.



2. an ISS-Lyapunov function if there exist α1,α2 ∈
K∞, χ ∈K and α3 ∈K L such that

α1(‖x‖)≤V (x)≤ α2(‖x‖), (6)
‖x‖ ≥ χ(‖d‖)⇒ ∇V (x) f (x,d)≤−α3(‖x‖)

for all x ∈ Rn and d ∈ Rm.

Theorem 4 ([13]). A UBIBS system (3) is IOS if and
only if it admits an IOS-Lyapunov function.

Theorem 5 ([13]). The system (3) is ISS if and only if
it admits an ISS-Lyapunov function.

3. Problem Statement

Consider a class of systems in the Persidskii form:

ẋ(t) = A0x(t)+
M

∑
j=1

A j f j(x(t))+Dw(t),

y(t) =


C0x(t)

C1 f 1(x(t))
...

CM f M(x(t))

+ v(t), t ∈ R+,

(7)

where x(t) =
[
x1(t) . . . xn(t)

]> ∈ Rn is
the state vector; As ∈ Rn×n for s ∈ 0,M;
f j(x(t)) = [ f j

1 (x1(t)) . . . f j
n (xn(t))]> for j ∈ 1,M

are the functions ensuring the existence of the solutions
of the system (7) in the forward time at least locally;
y(t) ∈ Rz is the output; z = ∑

M
s=0 zs and Cs ∈ Rzs×n

for s ∈ 0,M; D ∈ Rn×p; w(t) ∈ Rp,v(t) ∈ Rz are
the external perturbations, w ∈ L p

∞ , v ∈ L z
∞. The

corresponding solution of the system (7) at time t with
initial state x0 ∈Rn and disturbance w ∈L p

∞ is denoted
by x = x(t,x0,w).

In this work, if for an index the upper bound is
smaller than the lower one, then the corresponding term
(in sum or a sequence) must be omitted.

The sector restrictions on f j, j ∈ 1,M, are imposed
as:
Assumption 1. Assume that for any i∈ 1,n and j∈ 1,M,

ν f j
i (ν)> 0, ∀ν ∈ R\{0}.

Under this assumption, with a reordering of nonli-
nearities and their decomposition, there exists an index
m ∈ 0,M such that for all i ∈ 1,n, k ∈ 1,m

lim
ν→±∞

f k
i (ν) =±∞,

and that there exists µ ∈ m,M such that for all i ∈ 1,n,
k ∈ 1,µ

lim
ν→±∞

∫
ν

0
f k
i (γ)dγ =+∞.

In such a case m = 0 implies that all nonlinearities are
bounded (obviously µ ≥ m).

In this study, an observer for (7) is proposed in the
following conventional form:

˙̂x(t) = A0x̂(t)+
M

∑
j=1

A j f j(x̂(t))+L(y(t)− ŷ(t)),

ŷ(t) =


C0x̂(t)

C1 f 1(x̂(t))
...

CM f M(x̂(t))

 ,
(8)

where x̂(t) ∈ Rn is the estimation of the state x(t); Ls ∈
Rn×zs for s ∈ 0,M and L = [L0 L1 . . .LM] ∈ Rn×z is the
matrix gain to be designed.

Next for this observer we will analyze two cases
of representation of the estimation error e = x− x̂ given
in introduction, (1) and (2). For the former case we
will investigate IOS conditions for the common system
(7), (8) with respect to the output error, while for the
latter scenario, ISS conditions of the error dynamics of
e will be studied.

4. IOS analysis

The output stability for the system (7), (8) is equi-
valent to a robust state synchronization of these two Per-
sidskii systems under the influence of perturbations w
and v. Thus, to apply the synchronization method de-
veloped in [16], let us represent the common dynamics
of (7), (8) as

Ẋ = Ã0X +
M

∑
j=1

Ã jF j(X)+D , (9)

where X = [x> x̂>]> ∈ R2n is the extended state and
D := D̃[w>v>]> ∈ R2n is the augmented disturbance,

Ãs =

[
As 0

LsCs As−LsCs

]
, ∀s ∈ 0,M;

F j(X) =

[
f j(x)
f j(x̂)

]
, ∀ j ∈ 1,M; D̃ =

[
D 0
0 L

]
with the output function (the estimation or synchroniza-
tion error):

e = ΓX :=
[
In −In

]
X .

It is clear that the system (9) also has the Persidskii
form. Following [16], we say that if the two subsys-
tems in the system (9) are robustly synchronized, then
the estimation error e satisfies the condition (4). In ot-
her words, (8) is an observer for (7) if the common dyn-
amics (9) is IOS (this corresponds to the case (2) given



in the introduction). The related conditions are as fol-
lows:

Theorem 6. Let Assumption 1 be satisfied. If there ex-
ist 0 ≤ P1 = P>1 ∈ Rn×n, 0 ≤ P2 = P>2 ∈ R2n×2n, Λ j =

diag(Λ j
1, . . . ,Λ

j
2n)∈D2n

+ for j ∈ 1,M, Θ∈D2n
+ , Ψ∈Dn

+,
Ξk ∈ D2n

+ for k ∈ 0,M, ϒs,z ∈ D2n
+ for s ∈ 0,M−1,

z ∈ s+1,M and 0 < Φ = Φ> ∈ R2n×2n such that

P1 > 0 or P2 > 0 or
µ

∑
j=1

Λ
j > 0; P2 ≤Θ, Q≤ 0, (10)

where

Q =



Q1,1 Q1,2 Q1,3 · · · Q1,M+1 PΓ

Q>1,2 Q2,2 Q2,3 · · · Q2,M+1 Λ1

Q>1,3 Q>2,3 Q3,3 · · · Q3,M+1 Λ2

...
...

...
. . .

...
...

Q>1,M+1 Q>2,M+1 Q>3,M+1 · · · QM+1,M+1 ΛM

PΓ Λ1 Λ2 · · · ΛM −Φ


,

PΓ = Γ
>P1Γ+P2; Q1,1 = Ã>0 PΓ +PΓÃ0 +Ξ

0 +Γ
>

ΨΓ,

Q j+1, j+1 = Ã>j Λ
j +Λ

jÃ j +Ξ
j , j ∈ 1,M,

Q1, j+1 = PΓÃ j + Ã>0 Λ
j +ϒ0, j , j ∈ 1,M,

Qs+1,z+1 = Ã>s Λ
z +Λ

sÃz +ϒs,z, s ∈ 1,M−1, z ∈ s+1,M,

then a forward complete system (9) is IOS if

P1 ≤ ξ Ψ, Θ+
M

∑
j=1

Λ
j ≤ ξ

(
m

∑
k=0

Ξ
k +2

m−1

∑
s=0

m

∑
z=s+1

ϒs,z

)
(11)

for some ξ > 0.

Proof. Consider a candidate Lyapunov function

V (X) = X>PΓX +2
M

∑
j=1

2n

∑
i=1

Λ
j
i

∫ X j
i

0
F j

i (τ)dτ. (12)

If P1 > 0, then

e>P1e≤V (X)≤ α2(‖X‖), (13)

with

α2(τ)≤ λmax(PΓ)τ
2+2nM max

i∈1,2n, j∈1,M

{
Λ

j
i

∫
τ

0
F j

i (γ)dγ

}
a function from class K∞, so the first condition in (5) is
verified. Next, consider the derivative of V :

V̇ =


X

F1(X)
...

FM(X)
D



>

Q


X

F1(X)
...

FM(X)
D

−X>(Γ>ΨΓ+Ξ
0)X

−
M

∑
j=1

F j(X)>Ξ
jF j(X)−2

M

∑
j=1

X>ϒ0, jF j(X)

−2
M−1

∑
s=1

M

∑
z=s+1

Fs(X)>ϒs,zFz(X)+D>ΦD

under (10). Due to the form of the function V , there
exists α ∈K∞ such that

α(V (X))≤ X>(Γ>ΨΓ+Ξ
0)X +

M

∑
j=1

F j(X)>Ξ
jF j(X)

+2
M

∑
j=1

X>ϒ0, jF j(X)+2
M−1

∑
s=1

M

∑
z=s+1

Fs(X)>ϒs,zFz(X)

under the conditions (11), which have to be verified for
some ξ > 0 (only the first m nonlinearities and the qua-
dratic term are radially unbounded). Therefore, under
the conditions of the theorem: V̇ ≤ −α(V )+D>ΦD
for all X ∈ R2n and D ∈ R2n. If V ≥ α−1(2D>ΦD),
then the second relation in (5) can be recovered

V ≥ α
−1(2D>ΦD)⇒ V̇ ≤−1

2
α(V ),

and the IOS property is guaranteed (if the right-hand
side of the estimate for V̇ is in the form of a function of
class K , as above and not of class K L as in (5), then
UBIBS property can be omitted, and a forward comple-
teness is enough).

The proofs of the theorems and corollary in the se-
quel are skipped due to space limitations.

We can require more strict properties from the non-
linearities of the system (7):

Assumption 2. For any j ∈ 1,M:

X>Γ
>

ΓF j(X)> 0, ∀X ∈ R2n \{X ∈ R2n : ΓX = 0}.

Under these additional restrictions imposed on the
system (9), a relaxed stability result can be obtained:

Corollary 7. Let the assumptions 1 and 2 be satis-
fied. If there exist 0≤ P1 = P>1 ∈ Rn×n, 0≤ P2 = P>2 ∈
R2n×2n; Ξk ∈ Dn

+ for k ∈ 0,M; Λ j ∈ D2n
+ for j ∈ 1,M;

ϒs,z ∈ Dn
+ for s ∈ 0,M−1 and z ∈ s+1,M such that

P2 > 0 or
µ

∑
q=1

Λ
q > 0; Q≤ 0,

where

Q = {Qkk′}M+1
k,k′=1, PΓ = Γ

>P1Γ+P2; Q1,1 = Ã>0 PΓ +PΓÃ0 +Γ
>

Ξ
0
Γ,

Q j+1, j+1 = Ã>j Λ
j +Λ

jÃ j +Γ
>

Ξ
j
Γ, j ∈ 1,M,

Q1, j+1 = PΓÃ j + Ã>0 Λ
j +Γ

>
ϒ0, jΓ, j ∈ 1,M,

Qs+1,z+1 = Ã>s Λ
z +Λ

sÃz +Γ
>

ϒs,zΓ, s ∈ 1,M−1, z ∈ s+1,M.

Then the system (9) with D(t) = 0 for all t ∈ R+ has
globally bounded trajectories and limt→+∞ ‖e(t)‖=0 if

M

∑
k=0

Ξ
k +2

M−1

∑
s=0

M

∑
z=s+1

ϒs,z > 0. (14)



Example 8. In this example the system

Ẋ = Ã0X + Ã1F1(X)

in the form of (9) with w(t) = 0, v(t) = 0 for all t ∈
R+ is considered, where x =

[
x1 x2

]>
, x̂ ∈R2 are the

states,

A0 =

[
0.0849 −0.2145
0.2488 −0.2266

]
, A1 =

[
−0.7030 −0.7541
0.5473 −0.5535

]
,

L0 =

[
0.6306
0.9855

]
, L1 =

[
0.6343
0.6005

]
, F1(X) :=

[
f 1(x)
f 1(x̂)

]
,

C1 =

[
0.3354
0.9571

]>
, f 1(x) :=

[ x1
|x1|+1

x2
|x2|+2

]
, C0 =

[
−1 2

]
.

Then the LMIs proposed in Corollary 7 are verified.
The states of the systems (7), (8) with two distinct initial
conditions x(0), x̂(0) and their errors are shown in Fig. 1
and Fig. 2, respectively (the time and the error norm in
Fig. 2 are shown in logarithmic scale). The simulation
results indicate that the behavior of the system (7) (it has
nonlinearities in the state and in the output equations) is
well estimated by the observer (8).
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5. ISS analysis

Let us introduce a short-hand notation δ f j :=
f j(x)− f j(x̂) for all j ∈ 1,M (by skipping the argu-
ments (x, x̂)). Then the following properties are re-
quired in the sequel for nonlinear functions in the sy-
stem (7):
Assumption 3. There exist S j

0,S
j
1,S

j
2,S

j,k
3 ∈ Dn

+ with
j,k ∈ 1,M such that

(δ f j)>δ f j ≤ e>S j
0e+2e>S j

1(δ f j)+2e>S j
2 f j(e)

+2
M

∑
k=1

(δ f j)>S j,k
3 f k(e)

for all x, x̂ ∈ Rn with e := x− x̂.

Applying the observer (8) to the system (7), the es-
timation error dynamics e can be rewritten as:

ė = A0e+
M

∑
j=1

A jδ f j +D , (15)

where D := Lv+Dw is another auxiliary bounded in-
put and As = As−LsCs, ∀s ∈ 0,M. Under Assumption
3 the error dynamics (15) can be interpreted as the au-
tonomous system (1).

Theorem 9. Let the assumptions 1, 2 and 3 be sa-
tisfied. If there exist 0 ≤ P = P> ∈ Rn×n, Λ j =

diag(Λ j
1, . . . ,Λ

j
n),Γ j,Ω j ∈ Dn

+ for j ∈ 1,M, Ξ0 ∈ Dn
+,

ϒ j,k ∈Dn
+ for j,k∈ 1,M, 0<Φ=Φ> ∈Rn×n and γ > 0

such that

P > 0 or
µ

∑
j=1

Λ
j > 0; Q ≤ 0, (16)

Ξ
0− γ

M

∑
j=1

S j
0 ≥ 0, Γ j− γS j

1 ≥ 0, Ω j− γS j
2 ≥ 0,

ϒ j,k− γS j,k
3 ≥ 0, Ξ

0−
M

∑
j=1

γS j
0 +

m

∑
j=1

(Ω j− γS j
2)> 0,

where

Q =


Q1,1 Q1,2 Q1,3 P
Q>

1,2 Q2,2 Q2,3 0
Q>

1,3 Q>
2,3 0 Q3,4

P 0 Q>
3,4 −Φ

 ;

Q1,1 = A >
0 P+PA0 +Ξ

0, Q2,2 =−diag(γIn, . . . ,γIn),

Q1,2 =
[

PA1 +Γ1 . . . PAM +ΓM
]
,

Q1,3 =
[

A >
0 Λ1 +Ω1 . . . A >

0 ΛM +ΩM
]
,

Q3,4 =
[

Λ1 . . . ΛM
]>

,

Q2,3 =


A >

1 Λ1 +ϒ1,1 · · · A >
1 ΛM +ϒ1,M

...
. . .

...
A >

M Λ1 +ϒM,1 · · · A >
M ΛM +ϒM,M

 ,
then the estimation error dynamics (15) is ISS.

Remark 10. Under an assumption that there exists α ∈
K∞ such that

(δ f j)>δ f j ≥ α(‖e‖)

for all x, x̂ ∈ Rn and all j ∈ 1,M (i.e., the functions δ f j

are radially unbounded in terms of the estimation error
e), the conditions (16) can be relaxed as:

P > 0 or
µ

∑
j=1

Λ
j > 0; Q ≤ 0; Ξ

0− γ

M

∑
j=1

S j
0 ≥ 0, Γ j− γS j

1 ≥ 0,

Ω j− γS j
2 ≥ 0, ϒ j,k− γS j,k

3 ≥ 0; Ξ
0− γ

M

∑
j=1

S j
0 +2

M

∑
j=1

(Γ j− γS j
1)

+2
M

∑
j=1

(Ω j− γS j
2)+2

M

∑
j=1

M

∑
k=1

(ϒ j,k− γS j,k
3 )> 0.



Example 11. Consider Example 8. Let additionally
w(t) = sin(3t), v(t) = [sin(3t) sin(5t)]> and D = [1 3]>
for t ∈ R+. Assumption 3 is satisfied for

S1
0 = diag(0.0138,0.0489), S1

1 = diag(0.4014,0.6028),

S1
2 = 10−4×diag(0.0761,0.1397),

S1,1
3 = 10−4×diag(0.4990,0.6582).

Using the estimation error dynamics representa-
tion (15), we obtain that the LMIs of Theorem 9 are
verified. The corresponding error trajectories in loga-
rithmic time scale are shown in Fig. 3, where the errors
are converging to a vicinity of the origin proportional to
the amplitude of disturbances.
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6. Conclusion

In this work, the problem of state estimation for a
class of Persidskii systems was studied. A simple ob-
server was proposed containing a copy of the system
dynamics with an output injection term. Two sets of
stability conditions were developed: establishing IOS
of the common dynamics of the system and the obser-
ver with respect to the estimation error, and providing
ISS of the estimation error dynamics. These conditi-
ons were obtained in the form of LMIs. Two academic
examples were shown to verify the effectiveness of the
introduced framework.
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