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Towards state estimation of Persidskii systems

Wenjie Mei, Denis Efimov, Rosane Ushirobira

Abstract

A state estimation scheme for a class of Persidskii systems is introduced in this paper. Two distinct sets of conditions are formulated for robust stability and convergence of the state estimation error using the theories of input-to-output stability (IOS) and input-to-state stability (ISS). These conditions for the nonlinear error dynamics are established in the form of linear matrix inequalities. Two numerical examples are presented to illustrate the effectiveness of the proposed results.

1. Introduction

The estimation of unmeasured states is an important problem, that must be solved to better control dynamical systems [1, 2]. It has been extensively investigated in various fields, and numerous solutions were proposed for linear plants (e.g., the most common approaches are Kalman filter [3] or Luenberger observer [4]) or for plants whose models are close to linear under certain restrictions [5, 6, 7]. By applying appropriate first order approximations, main linear approaches for estimation can be developed to nonlinear plants including the extended Kalman filter [8] or moving horizon estimation [9], to mention a few popular techniques. However, if the estimation is required for large deviations of the states, then linearization methods lose their validity and nonlinear dynamical models come to the focus.

The main difficulty in designing nonlinear state estimators consists in the complexity of the stability analysis for the state estimation error (the main approach for the stability analysis of nonlinear dynamics is the Lyapunov function method [1], and there is no constructive tool for selecting a Lyapunov function in the generic nonlinear case). Another obstacle, hidden but still important, is the estimation error representation: usually, it is assumed that the estimation error dynamics can be presented as an autonomous system (governed by exogenous disturbances and measurement noises), which can be a restrictive hypothesis. To illustrate this issue consider a nonlinear dynamical system:

$$\dot{x}(t) = f(x(t), d(t)), y(t) = h(x(t)),$$

where $x(t) \in \mathbb{R}^n$, $d(t) \in \mathbb{R}^m$ and $y(t) \in \mathbb{R}^p$ are the state, the input and the measured output, respectively, $f: \mathbb{R}^{n+m} \to \mathbb{R}^n$ and $h: \mathbb{R}^n \to \mathbb{R}^p$ are some known nonlinear functions. In general, an observer for this system takes the form

$$\dot{z}(t) = r(z(t), y(t)), \hat{x}(t) = g(z(t)),$$

where $z(t) \in \mathbb{R}^q$ is the state of the observer and $\hat{x}(t) \in \mathbb{R}^n$ is the estimate of $x(t)$, $r: \mathbb{R}^{q+p} \to \mathbb{R}^q$ and $g: \mathbb{R}^q \to \mathbb{R}^n$ are functions to be selected in a way that the estimation error $e(t) = x(t) - \hat{x}(t)$ dynamics is asymptotically stable for $d = 0$ (i.e. $\lim_{t \to +\infty} \|x(t) - \hat{x}(t)\| = 0$) and robustly stable in the presence of disturbances $d \neq 0$ (frequently, the input-to-state stability (ISS) framework [10, 11] is applied for this purpose). It implicitly implies that the error dynamics admits the following autonomous representation:

$$\dot{e}(t) = \ell(e(t), d(t))$$

for some $\ell: \mathbb{R}^{n+m} \to \mathbb{R}^n$, which is always the case for linear models (i.e. if $f(x, d) = Ax + d$ and $h(x) = Cx$ for some known matrices $A$ and $C$ of appropriate dimensions, then $r(z, y) = Az + L(y - Cz)$, $g(z) = z$ for a properly chosen $L$, and $\ell(e, d) = (\ell - LC)e + d$), and often can also be obtained for the plants that are close to linear ones. However, in common scenario this differential equation has to take a more evolved form:

$$\dot{e}(t) = \tilde{\ell}(e(t), x(t), d(t))$$

with $\tilde{\ell}: \mathbb{R}^{2n+m} \to \mathbb{R}^n$, then the estimation error dynamics has to be analyzed together with the observed system, and partial stability notions come to the attention, where one of the most popular concepts is studied in...
the input-to-output stability (IOS) theory [12, 13]. The latter situation (2) can also be analyzed using the quasi-LPV methods [14], and it will be investigated here.

In this paper, the state estimation problem is studied for a nonlinear dynamical system that can be written in the Persidskii form, which has been widely investigated in the context of neural networks [15] and electric circuits [16]. Such a choice is justified since there is a known canonical form of Lyapunov function for a Persidskii system [17, 18, 19], and also by recent advancements in [20, 16] where both stability problems, in ISS and IOS sense, are constructively analyzed using linear matrix inequalities (LMIs). Hence, the stability for both cases of representation of the estimation error dynamics, in autonomous (1) and general settings (2), can be studied. For these two cases, the observer and corresponding stability conditions for a generalized Persidskii system are given in the sequel. Numerical experiments are presented to illustrate the performance of the designed observer.

The organization of this article is as follows. In Section 2 the preliminaries are presented. The system under consideration and the problem statement are described in Section 3. In sections 4 and 5 the LMI-based stability conditions for the cases (1) and (2) are given, respectively.

Notation

- \( \mathbb{N}, \mathbb{R}, \text{and } \mathbb{R}_+ \) represent the sets of natural, real and nonnegative real numbers, respectively. The symbol \( \| \cdot \| \) denotes the Euclidean norm on \( \mathbb{R}^n \) (and the induced matrix norm \( \| A \| \) for a matrix \( A \in \mathbb{R}^{m \times n} \)).
- \( 0 < m \leq n \) diagonal matrix with \( \| x \| \) on the main diagonal is denoted by \( \text{diag}(v) \). The set of diagonal matrices with nonnegative elements on the diagonal is denoted by \( \mathbb{R}_{+}^{n \times n} \).
- For \( A \in \mathbb{R}^{n \times n} \) its maximal eigenvalue is denoted by \( \lambda_{\text{max}}(A) \).
- For \( p, n \in \mathbb{N} \) with \( p \leq n \), the notation \( \mathcal{P}_n \) is used to represent the set of positive integers \( \{p, \ldots, n\} \).
- For a Lebesgue measurable function \( u : \mathbb{R}_+ \to \mathbb{R}^m \), define the norm \( \| u \|_{t_1,t_2} = \sup_{t \in [t_1,t_2]} \| u(t) \| \) for \( [t_1,t_2] \subset \mathbb{R}_+ \). We denote by \( \mathcal{L}_m^p \) the set of functions \( u \) with \( \| u \|_{\infty} := \sup_{t \in [0,\infty]} \| u(t) \| < +\infty \).
- A continuous function \( \sigma : \mathbb{R}_+ \to \mathbb{R}_+ \) belongs to class \( \mathcal{K} \) if it is strictly increasing and \( \sigma(0) = 0 \); it belongs to class \( \mathcal{K}_c \) if it is also unbounded. A continuous function \( \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) belongs to class \( \mathcal{KL} \) if \( \beta(\cdot, r) \in \mathcal{K} \) and \( \beta(r, \cdot) \) is a decreasing function going to zero for any fixed \( r > 0 \).
- For a continuously differentiable function \( V : \mathbb{R}^n \to \mathbb{R} \), denote by \( \nabla V(p) \nu \) the derivative of \( V \) at \( p \in \mathbb{R}^n \) in the direction of \( \nu \in \mathbb{R}^n \).

2. Preliminaries

Consider a nonlinear dynamical system:

\[
\begin{align*}
\dot{x}(t) &= f(x(t), d(t)), \quad t \in \mathbb{R}_+, \text{ with } x(0) = x_0, \\
y(t) &= h(x(t)),
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the state vector, \( d(t) \in \mathbb{R}^m \) is the external perturbation, \( d \in \mathcal{L}_m^\infty \) and \( y(t) \in \mathbb{R}^p \) is the output vector. Moreover \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, \ f(0,0) = 0 \) is a locally Lipschitz continuous function and \( h : \mathbb{R}^n \to \mathbb{R}^p \) is a continuously differentiable function. For an initial state \( x_0 \in \mathbb{R}^n \) and \( d \in \mathcal{L}_m^\infty \) we denote the corresponding solution of the system (3) by \( x(t,x_0,d) \), and the corresponding output is \( y(t,x_0,d) = h(x(t,x_0,d)) \).

The system (3) is called forward complete if for all \( x_0 \in \mathbb{R}^n \) and \( d \in \mathcal{L}_m^\infty \), the solution \( x(t,x_0,d) \) is uniquely defined for all \( t \in \mathbb{R}_+ \).

In the rest of the paper, to lighten the notation the time-dependency of variables might remain implicitly understood, for instance we will write \( x \) for \( x(t) \).

Definition 1. A forward complete system (3) is said to be practical input-to-output stable (pios) if there exist \( \beta \in \mathcal{K}_c, \gamma \in \mathcal{K} \) and \( c \in \mathbb{R}_+ \) such that

\[
\| y(t,x_0,d) \| \leq \beta \left( \| x_0 \|, t \right) + \gamma \left( \| d \|_\infty \right) + c
\]

for all \( t \in \mathbb{R}_+ \) and any \( x_0 \in \mathbb{R}^n \) and \( d \in \mathcal{L}_m^\infty \). If \( c = 0 \), the system is called input-to-output stable (ios). In the special case when \( h(x) = x \), the IOS property is called input-to-state stability (iss).

Definition 2. A forward complete system (3) is said to be uniformly bounded-input-bounded-state stable (ubibss) if there exists \( \sigma \in \mathcal{K}_c \) such that

\[
\| x(t,x_0,d) \| \leq \max \{ \sigma(\| x_0 \|), \sigma(\| d \|_\infty) \}, \quad \forall t \in \mathbb{R}_+
\]

for all \( x_0 \in \mathbb{R}^n \) and \( d \in \mathcal{L}_m^\infty \).

Definition 3. For the system (3), a smooth Lyapunov function \( V : \mathbb{R}^n \to \mathbb{R} \) is:

1. an Ios-lyapunov function if there exist \( \alpha_1, \alpha_2 \in \mathcal{K}_c \), \( \chi \in \mathcal{K} \) and \( \alpha_3 \in \mathcal{K}_c \) such that

\[
\alpha_1 \left( \| h(x) \| \right) \leq V(x) \leq \alpha_2 \left( \| x \| \right), \quad V(x) \geq \chi \left( \| d \| \right) \Rightarrow \nabla V(x) f(x,d) \leq -\alpha_3 (V(x), \| x \|)
\]

for all \( x \in \mathbb{R}^n \) and \( d \in \mathcal{L}_m^\infty \).
2. an ISS-Lyapunov function if there exist $\alpha_1, \alpha_2 \in \mathcal{K}_\infty$, $\chi \in \mathcal{K}$ and $\alpha_3 \in \mathcal{K}_L$ such that
\[ \alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|), \]
for all $x \in \mathbb{R}^n$ and $d \in \mathbb{R}^m$.

**Theorem 4** ([13]). A UBIBS system (3) is IOS if and only if it admits an IOS-Lyapunov function.

**Theorem 5** ([13]). The system (3) is ISS if and only if it admits an ISS-Lyapunov function.

3. **Problem Statement**

Consider a class of systems in the Persidskii form:
\[
\begin{align*}
\dot{x}(t) &= A_0x(t) + \sum_{j=1}^{M} A_j f_j(x(t)) + Dw(t), \\
y(t) &= \begin{bmatrix} C_0x(t) \\
C_1f_1(x(t)) \\
\vdots \\
C_Mf_M(x(t)) \end{bmatrix} + v(t), \quad t \in \mathbb{R}_+,
\end{align*}
\] (7)

where $x(t) = [x_1(t) \ldots x_n(t)]^\top \in \mathbb{R}^n$ is the state vector; $A_s \in \mathbb{R}^{n \times n}$ for $s \in 0, M$; $f_j(x(t)) = [f_j^1(x_1(t)) \ldots f_j^s(x_n(t))]^\top$ for $j \in 1, M$ are the functions ensuring the existence of the solutions of the system (7) in the forward time at least locally; $y(t) \in \mathbb{R}^s$ is the output; $z = \sum_{s=0}^{M} z_s$ and $C_s \in \mathbb{R}^{s \times n}$ for $s \in 0, M$; $D \in \mathbb{R}^{n \times p}$; $w(t) \in \mathbb{R}^p$, $v(t) \in \mathbb{R}^s$ are the external perturbations, $w \in \mathcal{L}^p_\infty$, $v \in \mathcal{L}^s_\infty$. The corresponding solution of the system (7) at time $t$ with initial state $x_0 \in \mathbb{R}^n$ and disturbance $w \in \mathcal{L}^p_\infty$ is denoted by $x = x(t, x_0, w)$.

In this work, if for an index the upper bound is smaller than the lower one, then the corresponding term (in sum or a sequence) must be omitted.

The sector restrictions on $f_j$, $j \in 1, M$, are imposed as:

**Assumption 1.** Assume that for any $i \in 1, n$ and $j \in 1, M$,
\[ v f_j^i(v) > 0, \quad \forall v \in \mathbb{R} \setminus \{0\}. \]

Under this assumption, with a reordering of nonlinearities and their decomposition, there exists an index $m \in 0, M$ such that for all $i \in 1, n$, $k \in 1, m$
\[ \lim_{v \to \pm m} f_k^i(v) = \pm \infty, \]
and that there exists $\mu \in 0, M$ such that for all $i \in 1, n$, $k \in 1, \mu$
\[ \lim_{v \to \pm \mu} \int_0^v f_k^i(\gamma) d\gamma = \pm \infty. \]

In such a case $m = 0$ implies that all nonlinearities are bounded (obviously $\mu \geq m$).

In this study, an observer for (7) is proposed in the following conventional form:
\[
\begin{align*}
\dot{\hat{x}}(t) &= A_0\hat{x}(t) + \sum_{j=1}^{M} A_j f_j(\hat{x}(t)) + L(y(t) - \hat{y}(t)), \\
\hat{y}(t) &= \begin{bmatrix} C_0\hat{x}(t) \\
C_1f_1(\hat{x}(t)) \\
\vdots \\
C_Mf_M(\hat{x}(t)) \end{bmatrix},
\end{align*}
\] (8)

where $\hat{x}(t) \in \mathbb{R}^n$ is the estimation of the state $x(t)$; $L_s \in \mathbb{R}^{n \times s}$ for $s \in 0, M$ and $L = [L_0, L_1 \ldots L_M] \in \mathbb{R}^{n \times z}$ is the matrix gain to be designed.

Next for this observer we will analyze two cases of representation of the estimation error $e = x - \hat{x}$ given in introduction, (1) and (2). For the former case we will investigate IOS conditions for the common system (7), (8) with respect to the output error, while for the latter scenario, ISS conditions of the error dynamics of $e$ will be studied.

4. **IOS analysis**

The output stability for the system (7), (8) is equivalent to a robust state synchronization of these two Persidskii systems under the influence of perturbations $w$ and $v$. Thus, to apply the synchronization method developed in [16], let us represent the common dynamics of (7), (8) as
\[
\begin{align*}
\dot{X} &= \hat{A}_0X + \sum_{j=1}^{M} \hat{A}_j F_j(X) + \mathcal{D}, \\
X &= \begin{bmatrix} x^\top \\
x^\top \end{bmatrix} \in \mathbb{R}^{2n} \quad \hat{X} \quad \mathcal{D} := \hat{D}[\hat{w}^\top \hat{v}]^\top \in \mathbb{R}^{2n} \quad \text{is the augmented disturbance},
\end{align*}
\] (9)

where $X = [x^\top \hat{x}^\top] \in \mathbb{R}^{2n}$ is the extended state and $\mathcal{D} := \hat{D}[\hat{w}^\top \hat{v}]^\top \in \mathbb{R}^{2n}$ is the augmented disturbance,
\[
\hat{A}_s = \begin{bmatrix} A_s & 0 \\
L_sC_s & A_s - L_sC_s \end{bmatrix}, \quad \forall s \in 0, M;
\]
\[
F_j(X) = \begin{bmatrix} f_j^1(x) \\
f_j^1(\hat{x}) \end{bmatrix}, \quad \forall j \in 1, M; \quad \hat{D} = \begin{bmatrix} D & 0 \\
0 & L \end{bmatrix}
\]

with the output function (the estimation or synchronization error):
\[ e = \Gamma X := [I_n \quad -I_n] X. \]

It is clear that the system (9) also has the Persidskii form. Following [16], we say that if the two subsystems in the system (9) are robustly synchronized, then the estimation error $e$ satisfies the condition (4). In other words, (8) is an observer for (7) if the common dynamics (9) is IOS (this corresponds to the case (2) given
in the introduction). The related conditions are as follows:

**Theorem 6.** Let Assumption 1 be satisfied. If there exist $0 \leq P_1 = P_1^T \in \mathbb{R}^{n \times n}$, $0 \leq P_2 = P_2^T \in \mathbb{R}^{2n \times 2n}$, $A_i = \text{diag}(\Lambda_i^1, \ldots, \Lambda_i^j)$, $\Xi_i = \mathbb{D}_k^2$ for $j \in J, M$, $\Theta, \Psi, \Xi \in \mathbb{R}^n$, $\Xi^k \in \mathbb{D}_k^2$ for $k \in \mathbb{Z}^+ \setminus \{0\}$, $M$, $Y_{s,z} \in \mathbb{D}_s^2$ for $s \in \mathbb{Z}^+ \setminus \{0\}$, $M$ and $0 < \Phi = \Phi^T \in \mathbb{R}^{2n \times 2n}$ such that

$$P_1 > 0 \text{ or } P_2 > 0 \text{ or } \sum_{j=1}^M \Lambda_i > 0; \quad P_2 \leq \Theta, \quad Q \leq 0,$$

(10)

where

$$Q = \begin{bmatrix}
Q_{1,1} & Q_{1,2} & Q_{1,3} & \ldots & Q_{1,M+1} \\
Q_{1,2} & Q_{2,2} & Q_{2,3} & \ldots & Q_{2,M+1} \\
Q_{1,3} & Q_{2,3} & Q_{3,3} & \ldots & Q_{3,M+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
Q_{M,1} & Q_{M,2} & Q_{M,3} & \ldots & Q_{M,M+1}
\end{bmatrix},$$

with

$$\begin{align*}
P_1 &= \Gamma^T \Gamma P_1 + \frac{1}{2} \sum_{j=1}^M \sum_{s \leq j+1} X_j^k \Gamma \left( \sum_{j=1}^M \sum_{s \leq j+1} X_j^k \right)^T + \sum_{j=1}^M \sum_{s \leq j+1} X_j^k \Xi^k \Gamma \Xi^k \Gamma^T P_1 + \Gamma^T \Xi^k \Gamma P_1 \Xi^k + \Xi^k \Gamma P_1 \Xi^k, \\
Q_{i,j+j+1} &= \Lambda_i^j + A_i^j + Y_{i,j}, \quad j \in J, M, \\
Q_{i,j+1} &= \Lambda_i^j + A_i^j + \Xi_{i,j}, \quad j \in J, M, \\
Q_{i+1,j+1} &= \Lambda_i^j + A_i^j + \Xi_{i,j}, \quad j \in J, M,
\end{align*}$$

then a forward complete system (9) is IOS if

$$P_1 \leq \xi \Psi, \quad \Theta + \sum_{j=1}^M \Lambda_i \leq \xi \left( \sum_{k=0}^{M-1} \sum_{s \leq z+1} X_j^k \right)$$

(11)

for some $\xi > 0$.

**Proof.** Consider a candidate Lyapunov function

$$V(X) = X^T P_1 X + 2 \sum_{j=1}^M \sum_{i=1}^n \Lambda_i \int_0^{X_j^k} F_i^j(\tau) d\tau + 2 \sum_{j=1}^M \sum_{i=1}^n \sum_{s \leq z+1} Y_{i,s}^k$$

(12)

If $P_1 > 0$, then

$$e^T P_1 e \leq V(X) \leq \alpha_2(||X||),$$

with

$$\alpha_2(||X||) \leq \lambda_{\max}(P_1) \tau^2 + 2nM \max_{i \in J, M} \left\{ \Lambda_i \int_0^\tau F_i^j(\gamma) d\gamma \right\},$$

a function from class $\mathcal{K}\infty$, so the first condition in (5) is verified. Next, consider the derivative of $V$:

$$\dot{V} = \begin{bmatrix}
X \\
F^i(X) \\
F^M(X) \\
\mathcal{G}
\end{bmatrix}^T \begin{bmatrix}
X \\
F^i(X) \\
F^M(X) \\
\mathcal{G}
\end{bmatrix} = -X^T (\Gamma^T \Psi^T + \Xi^k) X + 2 \sum_{j=1}^M \sum_{i=1}^n \sum_{s \leq z+1} Y_{i,s}^k F_i^j(X)$$

under (10). Due to the form of the function $V$, there exists $\alpha \in \mathcal{K}\infty$ such that

$$\alpha(V(X)) \leq X^T (\Gamma^T \Psi^T + \Xi^k) X + 2 \sum_{j=1}^M \sum_{i=1}^n \sum_{s \leq z+1} Y_{i,s}^k F_i^j(X)$$

under the conditions (11), which have to be verified for some $\xi > 0$ (only the first $m$ nonlinearities and the quadratic term are radially unbounded). Therefore, under the conditions of the theorem: $V \leq -\alpha(V) + \mathcal{G}^T \Phi \mathcal{G}$ for all $X \in \mathbb{R}^{2n}$ and $\mathcal{G} \in \mathbb{R}^{2n}$. If $V \geq \alpha^{-1}(2\mathcal{G}^T \Phi \mathcal{G})$, then the second relation in (5) can be recovered

$$V \geq \alpha^{-1}(2\mathcal{G}^T \Phi \mathcal{G}) \Rightarrow V \leq -\frac{1}{2} \alpha(V),$$

and the IOS property is guaranteed (if the right-hand side of the estimate for $V$ is in the form of a function of class $\mathcal{K}\infty$, as above and not of class $\mathcal{K}\infty'\mathcal{L}$ as in (5), then UBIBS property can be omitted, and a forward completeness is enough).

The proofs of the theorems and corollary in the sequel are skipped due to space limitations.

We can require more strict properties from the nonlinearities of the system (7):

**Assumption 2.** For any $j \in J, M$:

$$X^T \Gamma^T \Gamma F_j(X) > 0, \quad \forall X \in \mathbb{R}^{2n} \setminus \{X \in \mathbb{R}^{2n} : \Gamma X = 0\}.$$

Under these additional restrictions imposed on the system (9), a relaxed stability result can be obtained:

**Corollary 7.** Let the assumptions 1 and 2 be satisfied. If there exist $0 \leq P_1 = P_1^T \in \mathbb{R}^{n \times n}$, $0 \leq P_2 = P_2^T \in \mathbb{R}^{2n \times 2n}$, $\Xi^k \in \mathbb{D}_k^2$ for $k \in \mathbb{Z}^+ \setminus \{0\}$, $M$, $\Xi \in \mathbb{R}^n$, $\Xi^2 \in \mathbb{D}_2^2$ for $j \in J, M$; $Y_{i,s}^k \in \mathbb{D}_s^2$ for $s \in \mathbb{Z}^+ \setminus \{0\}$ and $s \in J, M$ such that

$$P_2 > 0 \text{ or } \sum_{j=1}^M \Lambda_i > 0; \quad Q \leq 0,$$

where

$$Q = \begin{bmatrix}
Q_{1,1} & Q_{1,2} & Q_{1,3} & \ldots & Q_{1,M+1} \\
Q_{1,2} & Q_{2,2} & Q_{2,3} & \ldots & Q_{2,M+1} \\
Q_{1,3} & Q_{2,3} & Q_{3,3} & \ldots & Q_{3,M+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
Q_{M,1} & Q_{M,2} & Q_{M,3} & \ldots & Q_{M,M+1}
\end{bmatrix},$$

(13)

with

$$Q_{i,j+j+1} = \Lambda_i^j + A_i^j + Y_{i,j}, \quad j \in J, M, \\
Q_{i,j+1} = \Lambda_i^j + A_i^j + \Xi_{i,j}, \quad j \in J, M, \\
Q_{i+1,j+1} = \Lambda_i^j + A_i^j + \Xi_{i,j}, \quad j \in J, M,$$

Then the system (9) with $\mathcal{G}(t) = 0$ for all $t \in \mathbb{R}_+$ has globally bounded trajectories and $\lim_{t \to +\infty} ||e(t)|| = 0$ if

$$\sum_{k=0}^M \sum_{z=s+1}^M Y_{s,z}^k > 0,$$

(14)
Example 8. In this example the system
\[ \dot{X} = \tilde{A}_0 X + \tilde{A}_1 F_1(X) \]
in the form of (9) with \( w(t) = 0, v(t) = 0 \) for all \( t \in \mathbb{R}_+ \) is considered, where \( x = [x_1 \ x_2]^\top, \hat{x} \in \mathbb{R}^2 \) are the states,
\[
\begin{align*}
A_0 &= \begin{bmatrix} 0.0849 & -0.2145 \\ 0.2488 & -0.2266 \end{bmatrix}, \\
A_1 &= \begin{bmatrix} -0.7030 & -0.7541 \\ 0.5473 & -0.5535 \end{bmatrix}, \\
L_0 &= \begin{bmatrix} 0.6306 \\ 0.9855 \end{bmatrix}, \\
L_1 &= \begin{bmatrix} 0.6343 \\ 0.6005 \end{bmatrix}, \\
F^1(X) &= \begin{bmatrix} f^1(x) \\ f^2(\hat{x}) \end{bmatrix}, \\
C_1 &= \begin{bmatrix} 0.3354 \\ 0.9571 \end{bmatrix}, \\
\end{align*}
\]
Then the LMI’s proposed in Corollary 7 are verified. The states of the systems (7), (8) with two distinct initial conditions \( x(0), \hat{x}(0) \) and their errors are shown in Fig. 1 and Fig. 2, respectively (the time and the error norm in Fig. 2 are shown in logarithmic scale). The simulation results indicate that the behavior of the system (7) (it has nonlinearities in the state and in the output equations) is well estimated by the observer (8).

5. ISS analysis

Let us introduce a short-hand notation \( \delta f^j := f^j(x) - f^j(\hat{x}) \) for all \( j \in \overline{1,M} \) (by skipping the arguments \( (x,\hat{x}) \)). Then the following properties are required in the sequel for nonlinear functions in the system (7):

Assumption 3. There exist \( S^j_0, S^j_1, S^j_2, S^j_3 \in \mathbb{D}_+ \) with \( j,k \in \overline{1,M} \) such that
\[
\begin{align*}
(\delta f^j)^\top \delta f^j &\leq e^\top S^j_0 e + 2e^\top S^j_1 (\delta f^j) + 2e^\top S^j_2 f^j(e) \\
&\quad + 2 \sum_{k=1}^M (\delta f^j)^\top S^j_3 f^k(e)
\end{align*}
\]
for all \( x,\hat{x} \in \mathbb{R}^n \) with \( e := x - \hat{x} \).

Applying the observer (8) to the system (7), the estimation error dynamics \( e \) can be rewritten as:
\[
\dot{e} = A_0 e + \sum_{j=1}^M A_j (\delta f^j) + \mathcal{D},
\]
where \( \mathcal{D} := L v + D w \) is another auxiliary bounded input and \( A_j = A_k - L_k C_k \), \( \forall j \in \overline{0,M} \). Under Assumption 3 the error dynamics (15) can be interpreted as the autonomous system (1).

Theorem 9. Let the assumptions 1, 2, and 3 be satisfied. If there exist \( 0 \leq P = P^\top \in \mathbb{R}^{n \times n}, N^j = \text{diag}(N^j_1, \ldots, N^j_q), \Gamma_j, \Omega_j \in \mathbb{D}_+^q \) for \( j \in \overline{1,M}, \Sigma^0 \in \mathbb{D}_+^q, \Sigma^j_{j,k} \in \mathbb{D}_+^{q \times q} \) for \( j, k \in \overline{1,M} \), \( 0 < \Phi = \Phi^\top \in \mathbb{R}^{n \times n} \) and \( \gamma > 0 \) such that
\[
P > 0 \quad \text{or} \quad \sum_{j=1}^M N^j_1 > 0; \quad \mathcal{Q} \leq 0,
\]
then the estimation error dynamics (15) is ISS.

Remark 10. Under an assumption that there exists \( \alpha \in K_\infty \) such that
\[
(\delta f^j)^\top \delta f^j \geq \alpha(||e||)
\]
for all \( x,\hat{x} \in \mathbb{R}^n \) and all \( j \in \overline{1,M} \) (i.e., the functions \( \delta f^j \) are radially unbounded in terms of the estimation error \( e \)), the conditions (16) can be relaxed as:
\[
P > 0 \quad \text{or} \quad \sum_{j=1}^M N^j_1 > 0; \quad \mathcal{Q} \leq 0; \quad \Sigma^0 - \gamma \sum_{j=1}^M \Sigma^j_0 \geq 0, \quad \Gamma_j - \gamma \Sigma^j_3 \geq 0, \quad \Omega_j - \gamma \Sigma^j_3 \geq 0,
\]
\[
\Sigma^0 - \gamma \sum_{j=1}^M \Sigma^j_0 \geq 0, \quad \sum_{j=1}^M \sum_{k=1}^M (\Gamma_j - \gamma \Sigma^j_3) + 2 \sum_{j=1}^M \sum_{k=1}^M (\Sigma^j_{j,k} - \gamma \Sigma^j_{3,k}) > 0.
\]
Example 11. Consider Example 8. Let additionally \( w(t) = \sin(3t) \), \( v(t) = [\sin(3t) \sin(5t)]^\top \) and \( D = [1 3]^\top \) for \( t \in \mathbb{R}^+ \). Assumption 3 is satisfied for
\[
S_0 = \text{diag}(0.0138, 0.0489), \quad S_1 = \text{diag}(0.4014, 0.6028), \\
S_2 = 10^{-4} \times \text{diag}(0.0761, 0.1397), \\
S_3 = 10^{-4} \times \text{diag}(0.4990, 0.6582).
\]

Using the estimation error dynamics representation (15), we obtain that the LMIs of Theorem 9 are verified. The corresponding error trajectories in logarithmic time scale are shown in Fig. 3, where the errors are converging to a vicinity of the origin proportional to the amplitude of disturbances.

![Fig. 3. The trajectory of the estimation error dynamics](image)

6. Conclusion

In this work, the problem of state estimation for a class of Persidskii systems was studied. A simple observer was proposed containing a copy of the system dynamics with an output injection term. Two sets of stability conditions were developed: establishing IOS of the common dynamics of the system and the observer with respect to the estimation error, and providing ISS of the estimation error dynamics. These conditions were obtained in the form of LMIs. Two academic examples were shown to verify the effectiveness of the introduced framework.
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