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Résumé

Afin d’améliorer la qualité du code C du noyau Linux, les développeurs se retrouvent souvent
à répéter des transformations qui peuvent être spécifiées dans un langage de plus haut niveau, le
Semantic Patch Language (SmPL, [13]). Néanmoins, l’écriture de la spécification de transformation
est non-triviale et oblige le développeur à réfléchir au contexte et au niveau d’abstraction de sa
transformation. Pour rendre cette tâche plus facile, nous proposons un nouvel outil appelé Spinfer,
inspiré des approches d’Andersen et al. [2] et de Kim et al. [10] qui travaille à la fois au niveau
des nœuds et du graphe d’un « graphe de flot de contrôle unifié » pour identifier les modèles de
modifications et leurs contextes, liant les variables abstraites pour inférer un patch sémantique
complet à partir d’exemples de code modifié.

Abstract

When improving the C code of the Linux kernel, developers often tend to repeat transformations
that can be specified using a higher-level language, the Semantic Patch Language (SmPL, [13]).
Nevertheless, writing the transformation specification is not trivial and requires the developer to
determine the context and the level of abstraction of the transformation. To solve this, we propose
a new tool named Spinfer, inspired by the approaches of Andersen et al. [2] and Kim et al. [10],
working at both node-level and graph-level of a “merged CFG” to identify common patterns of
modification and their context, linking abstract metavariables to infer a complete semantic patch
from examples of modified code.
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1 Context and related work

1.1 The Linux kernel: large code base and collateral evolution

Improving a large code base such as the Linux kernel (more than 16 million LOC) requires developers
to perform systematic code modifications whenever an API is modified. For instance, adding an
argument to a function or changing from a structure to a pointer implies changing all the calls to
the function or to the data structure, sometimes with hundreds of occurrences. This category of code
modification, called a collateral evolution, is described by Padioleau et al. [12]. Padioleau et al. state
that they represent a third of the modifications in the Linux kernel, especially concerning the files in
the drivers folder.

Listing 1 – A transformation specified in SmPL
1 @@ expression X0 ,X1; @@
2 X1 = pinctrl_register (...)
3 ... when != X1
4 - if(!X1)
5 + if( IS_ERR (X1))
6 {
7 ...
8 - return X0;
9 + return PTR_ERR (X1);

10 }

Coccinelle specifically address this issue by allowing developers to specify and perform transfor-
mations of C code using a higher-level language, the Semantic Patch Language (SmPL). A code
transformation specified in SmPL is called a semantic patch. The “patch” terminology and the SmPL
syntax are inspired from the UNIX patch tool. Listing 1 is an example of semantic patch. When we
give to Coccinelle the SmPL semantic patch and a collection of source files, Coccinelle will analyse the
semantic patch to determine in what context the transformation should be applied. For instance, we
can see that lines 6, 7 and 9 of Listing 2 match the context of the transformation specified by Listing
1. Then Coccinelle applies the semantic patch for every match of the context of the transformation
in the source code files. We can see the result of the application of the semantic patch of Listing 1 on
the source code of Listing 2 in Listing 3.

Listing 2 – drivers/pinctrl/bcm/pinctrl-bcm2835.c : excerpt of the code before application of
commit 323de9ef of the Linux kernel.

1 @@ -1029 ,23 +1029 ,23 @@
2 if (err) {
3 dev_err (dev , "could not add GPIO chip\n");
4 return err;
5 }
6 pc -> pctl_dev = pinctrl_register (& bcm2835_pinctrl_desc , dev , pc);
7 if (!pc -> pctl_dev ) {
8 gpiochip_remove (&pc -> gpio_chip );
9 return -EINVAL ;

10 }
11 pc -> gpio_range = bcm2835_pinctrl_gpio_range ;
12 pc -> gpio_range .base = pc -> gpio_chip .base;

5
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Listing 3 – drivers/pinctrl/bcm/pinctrl-bcm2835.c: excerpt of diff output of commit 323de9ef
of the Linux kernel.

1 @@ -1036 ,9 +1036 ,9 @@
2 pc -> pctl_dev = pinctrl_register (& bcm2835_pinctrl_desc , dev , pc);
3 - if (!pc -> pctl_dev ) {
4 + if ( IS_ERR (pc -> pctl_dev )) {
5 gpiochip_remove (&pc -> gpio_chip );
6 - return -EINVAL ;
7 + return PTR_ERR (pc -> pctl_dev );
8 }

The syntax of SmPL is similar to the unified diff syntax with lines prefixed by + and -, but offers
powerful features such as the ... operator which stands for “for all execution paths” or any number
of arguments in a function, depending on the context, and metavariables (e.g. X0 and X1) which stand
for any expression, type, statement, etc. @@ introduces a semantic rule; a semantic patch consists in
one or several semantic rules.

Coccinelle has been adopted by the Linux kernel community and has been used in more than 2,800
commits to the Linux kernel since 2007. Nevertheless, designing a semantic patch is a time-consuming
task and requires the developer to learn SmPL, thus limiting the ease of use of such a tool for matching
and transforming code.

This issue provides a first use case for a tool that would produce semantic patches from a collection
of code modification examples: semi-automate the refactoring operations. The developer would just
need to create a small but significant set of modification examples, from which the general rule of
transformation can be inferred.

Another problem related to collateral evolutions for the developers is to understand these evolu-
tions, when confronted with a legacy code base. Information about the history of modifications is
available thanks to Version Control Systems such as git but searching in the history of commits is
cumbersome with the current features of these VCS. Lawall et al. [8] address this problem with the
Prequel tool by allowing to search for commits that match with a code transformation specified in
SmPL. A semantic patch inference tool could then allow to search for commits similar to a specified
commit: a semantic patch could be inferred from the original commit and then given to Prequel which
could then search for other commits implementing similar transformations. A semantic inference patch
tool could also provide a higher-level description of the contents of a commit, allowing the developer
to understand faster and better the transformation implemented by a specific commit.

1.2 Related work: semantic patch inference

Many attempts of semantic patch inference have been made, and are summarized into Kim’s work [7];
but the two most relevant tools are LASE and Spdiff, which are discussed in Sections 1.2.2 and 1.2.3.
To better understand semantic patch inference, Section 1.2.1 first defines two important notions.

1.2.1 Safety and conciseness

Andersen’s theory of atomic patching [1] defines two very important notions to evaluate the results of
a semantic patch: safety and conciseness. We consider a simplified language that only has functions
and integers. Here is a set of “before” and “after” code fragments.

1. f(1, g(1))→ f(7, g(1))

6
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2. f(1, 2)→ f(7, 2)

3. g(f(3, 2))→ g(f(7, 2))

4. g(3)→ g(3) (this term is not modified)

5. g(2)→ g(9)

If we consider the semantic patch f(x, y) ⇒ f(7, y) where x and y are metavariables, it applies
to situations 1, 2 and 3 and produces correct results, and does not apply to situations 4 and 5: this
patch is safe. On the other hand, the semantic patch g(x)⇒ g(9) is not safe because it would provide
wrong results on situation 4. Thus safety is always defined relative to a set of changed (or unchanged
code). The precise definition proposed by Andersen is more complicated, but the global idea is that
a patch is safe, it will not perform unwanted modifications.

The semantic patches f(x, y) ⇒ f(7, y) and g(2) ⇒ g(9) are concise because they implement all
the modifications of the modified code base. The conciseness is thus related to the level of abstraction
of a patch and the proportion of changes covered by the patches. For instance, f(1, y) ⇒ f(7, y) is
not concise since it does not cover situation 3; to implement all the modification, we would need an
other patch f(3, y) ⇒ f(7, y). Having two rules instead of one to describe the same modifications is
less concise. The conciseness of a patch is also relative to the modified code base.

Safety and conciseness are distinct properties and have no logical implications between them.
The ideal goal of semantic inference is to infer patches that are both safe and concise. But there
exists a tradeoff between safety and conciseness when inferring semantic patches. Indeed, the more
metavariables in the semantic rules, the more concise it typically becomes but also the more risk there
is that it becomes unsafe. On the other hand, a trivial solution to semantic patch inference is to
list all the modifications without using any metavariables, but that would not help to understand the
transformation at a higher-level and would not be robust, in the sense that the inferred semantic patch
could not be applied to code different from the examples it has been inferred from.

1.2.2 Spdiff

Andersen and Lawall have already developed a semantic patch inference tool called Spdiff [2]. The
semantic patches it produces feature both ... and metavariables. Spdiff’s workflow is made to try to
satisfy safety and conciseness, using algorithms derived from the above theory of atomic term patching
[1]. It is suggested that Spdiff be used with small amounts of code chosen by the programmer; Spdiff
is good at finding context to modifications (context that diff does not provide) from a small set of
code but does not scale up well when confronted with thousands of lines of code, as the algorithm that
determines the right level of abstraction (to be the most concise while remaining safe) enumerates all
the possibilities of creating metavariables in order to choose a good one.

Spdiff works by first identifying maximal semantic patterns, i.e. semantic patches with no added
or removed nodes, which match the code before the modifications, then trying to pair pieces of
modifications to this maximal semantic pattern. A side-effect of this technique is the output of
irrelevant, too abstract context in the semantic patch (for instance *X6 X5 ...) consisting only of
metavariables not related to those in the modified code. We can see this effect in Listing 4, as well
as the apparition of devm_ioremap_resource in the semantic patch; it was added like context of the
modification but it is too specific and might undermine the robustness of the semantic patch.

Listing 4 – Output of Spdiff on the same commit 323de9ef of the Linux kernel described by the
semantic patch of listing 1.

7
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1 @@
2 expression X21; expression X26; X21; struct pinctrl_desc X22; identifier X12;
3 X24 *X25; expression X23; expression X14; X7 X8; expression X9;
4 expression X5; X6;
5 @@
6 X6 *X5;
7 ...
8 X8=X9;
9 ...

10 X25 ->X12= devm_ioremap_resource (X23 ,X14 );
11 ...
12 X21= pinctrl_register (&X22 ,X23 ,X25 );
13 ...
14 - return -[X26 ];
15 + return PTR_ERR (X21 );

Nevertheless, SmPL has many strong points as a result language for inference: metavariables can
stand for any-type expressions (expression X14) or have a specific type (struct pinctrl_desc X22).
Metavariables can occur multiple times in the semantic patch, and this is very important for added
pieces of code since Spdiff uses what was in the code before modifications to describe the added code:
the X21 in X21=pinctrl_register(&X22,X23,X25); is the same X21 as in + return PTR_ERR(X21);.

While the underlying theory of Spdiff is correct, the implementation chosen for the tool leads to
some drawbacks in its practical usage. Indeed, some code structures like if(!X1) cannot be inferred
by Spdiff at the moment. Moreover, because of its internal workflow of first identifying the patterns
in the “before” code then adding the modifications, we have observed empirically that in the semantic
patches produced by Spdiff, the context tend to include irrelevant patterns of context code and the
modified patterns tend to cover only a part of the modifications.

1.2.3 LASE

Another interesting approach for semantic patch inference is LASE (Kim et al., [10]). LASE operates
on Java code and the authors have also chosen to design their own dedicated rule application tools to
apply the semantic patches that they infer. Listing 5 is an example of a semantic patch produced by
LASE. The metavariables in this semantic patch are u$0:FieldAccessOrMethodInvocation (meaning
that this metavariable is either a field access or a method invocation) and v$0. There is no ... in
LASE semantic patches; all the statements in the semantic patches have to be contiguous.

Listing 5 – Example of inferred edit script cited from [10] written using a SmPL-like syntax.
1 Iterator v$0 = u$0: FieldAccessOrMethodInvocation . values (). iterator ();
2 while(v$0. hasNext ())
3 - MVAction action = ( MVAction )v$0.next ();
4 - if( action .m$0 ())
5 + Object next = v$0.next ();
6 + if(next instanceof MVAction )
7 + MVAction action = ( MVAction )next;

The major phases of LASE’s patch inference are:

• perform a tree-differencing on the ASTs of the code before and after to find tree edit scripts,
which are lists of atomic tree operations such as “remove a node” to transform the AST of the
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code “before” to the AST “after”;

• determine the longest common edit script while abstracting some identifiers (names of variables,
methods, etc.);

• determine the context of the modification using first code clone detection [6] on the code of
the methods impacted by the modifications, then filtering the results of the clone detection by
extracting the largest subtree common to the ASTs of these methods.

Code clones detectors use a large variety of techniques based on tokens, Abstract Syntax Trees
(AST) or Control Flow Graphs (CFG) to identify contiguous blocks of code that are repeated over a
code base, the meaning of “repeating” being either in the sense of text equality or a more abstract
semantic equality. Code clone detection is largely used in software engineering and has been extensively
studied; a general overview of the topic is provided by Roy et al. [14].

The common subtree extraction of LASE operates on a AST whose nodes are incomplete statements
in Java code; in fact this AST can be seen as a non-cyclic CFG since for example, an if node contains
the condition of the if and has two children (the condition can be true or false), a variable assignment
in a sequence is a node containing the variable assignment and has one child.

The method used in LASE considers first the changes, and then tries to add the context. Thus,
in the output, the modified patterns would tend to be all taken into account but the context would
tend to be minimized. In a sense, LASE’s inference is less sophisticated than Spdiff’s:

• LASE only abstracts names of variables (u$0, v$0) whereas Spdiff’s can abstract expressions;

• LASE only produces patches that capture contiguous pieces of code and happen at most once
per method declaration.

Kim et al. do not provide any theoretical insight comparable to Spdiff’s preliminary work [1], but
include a empirical study of LASE’s performance based on 24 examples of semantic patches which
suggests that this workflow is effective. Particularly, LASE’s semantic patches are not safe because the
precision of the tool is not 100%. Nevertheless, the conciseness seems to be quite good when looking
at the recall scores that tend to 100%.

1.2.4 Review

Any attempt on producing an inference tool depends on a higher-level transformation specification
language. The inference features are limited by the features of the specification language. That is
why SmPL is a good choice as a transformation specification language since it already features a vast
choice of constructions to fine-tune the transformation specification. Indeed, SmPL and Coccinelle
have already been extensively used in the Linux kernel to perform collateral evolutions, as shown by
Lawall et al. [11] and by the significant collection of semantic patches available on the Coccinellery
website. Using SmPL as the output language for our tool Spinfer is thus a logical choice.

The strong points of Spdiff are its context detection and the concept of sequentiality of patterns
thanks to ... in the semantic patches it produces, which has no equivalent in LASE. The strong points
of LASE are its efficiency since it uses sequence and token-based matching to identify the common
patterns. The goal of the new tool we propose, Spinfer, is to combine the strengths of these two
approaches: using a efficient workflow inspired by LASE to produce semantic patches in SmPL having
the same expressiveness as Spdiff’s. Rather than focusing only on safety or conciseness, Spinfer’s
approach would rather be result-oriented in the sense that its primary objective would be to always

9
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produce a semantic patch to account for the modifications in its input. If it cannot produce a safe
semantic patch, it would rather output an unsafe patch along with informations on why it is unsafe.

2 A mixed node-graph tree-based semantic patch inference

The title of this section sums up the characteristics of Spinfer’s semantic patch inference: it works
with the CFG and considers the CFG nodes as ASTs, and the main inference is tree-based since it
is performed on the CFG nodes. During the reading of this section, one can refer to Figure 1 for an
overview of the different phases of the workflow of Spinfer.

2.1 Data structures

2.1.1 Motivations

When analyzing the input code, we have to choose whether to represent it as an Abstract Syntax Tree
(AST), a Control Flow Graph (CFG) or another data structure. This choice has a great impact on
what is possible to analyse. Indeed, because LASE works exclusively with the AST, it would not be
able to offer the ... feature of Spdiff requires the use of a CFG, since the AST does not offer the
semantics of execution paths. Because of this, Spinfer uses the CFG as its primary data structure
to represent the code it analyses. The nodes of the CFG are roughly the instructions of C code; for
instance an if instruction would have its node (the condition of the if is stored in the node) and two
successors in the graph, one for the case where the condition is true, and the other when it is false.
A for instruction would have one node for it self, one successor which is the first instruction of the
body of the loop, and two predecessors: the instruction before the for in the code and also the last
instruction of the body of the loop.

Because we analyse modified code, we actually need to build two CFGs: one for the code “before”
and one for the code “after”. The problem is that with keeping two CFGs to represent modified code,
the modifications in the code are not aligned: we do not know which nodes are present in the two
CFGs and which nodes have been modified. This is the same problem with a modified source code
file: we want to know which lines have been modified from the two versions of the file. Our solution
described in Section 2.1.2 is to use the information of diff executed on the two source files used to
make the two CFGs to merge the CFGs of the “before” and “after” versions of the code.

Furthermore, we want to make our data structure more compact to reduce as much as possible
the future cost of the pattern identifying algorithm, to avoid the pitfall of Spdiff not terminating in
a reasonable amount of time. Indeed the source code files Linux drivers files passed as input of the
program would have lengths around 1,000 LOC. Our solution described in Section 2.1.3 is to remove
all the nodes of the CFG that we suppose will not be part of the context of any semantic patch using
a code clone detector.

The input of our program is a set of pair of source code files. Each pair of files are the two versions
of a same source code file, “before” and “after” modification. In the next sections, we will describe
how to handle one of these pairs of files; but the same operations are repeated for every pair of files
given as input to Spinfer.

2.1.2 Merged CFG

Identifying and aligning the differences between two source code file is non-trivial. We preferred
to leave this task to the traditional UNIX diff, which indicates the line numbers which have been
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file1_before.c

file1_after.c

file2_before.c

file2_after.c

Source files

Code parsing

CFG1,b

CFG1,a

CFG2,b

CFG2,a

CFGs

CFG merging
Section 2.1.2
Skimming
Section 2.1.3

Uses clone detection

CFG1,m

CFG2,m

Merged and
skimmed CFGs

{n1, n2, . . .}

CFG nodes

{p1, p2, . . .} Patterns

Pattern mining
Section 2.2.2

Uses clone detection and MCES

{SP1, SP2, . . .} Semantic
patches

Growing patterns sequences
Section 2.3.2

Semantic patch building
Section 2.4

Figure 1 – General overview of Spinfer’s workflow. The shadowed boxes with sharp corners represents
the data passed along, the non-shadowed boxes with rounded corners represent the different algorithms
used. When an arrow between two data boxes crossed a dotted line, it means that the data is
transformed by the algorithm at the end of the dotted line.
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modified in the code “before” and “after”. Using the information gathered during the parsing of both
versions of the code and the result of the diff, we are then able to tag the nodes of both CFG with
the following rules:

• if a node in the “before” CFG is associated with a line that diff reports as being removed, we
tag the node with -;

• if a node in the “after” CFG is associated with a line that diff reports as being added, we tag
the node with +;

• if a node is not associated with any line that diff reports as being removed or added, we tag
the node with 0.

Next, we merge the two CFGs into a single one, based on this tag information. The underlying
assumption of this algorithm is that since nodes tagged with 0 are not modified, they appear in
both CFGs but they will appear only once in the merged CFG. On the other hand, if a line of code is
modified, it will be tagged by - in the “before” CFG and tagged by + in the “after” CFG. Then, the two
versions of the node will appear in the merged CFG, each version linked to its correct predecessors and
successor who also appear in the merged CFG, whether they are modified or not. Figure 2b illustrates
the behavior of this algorithm.

The algorithm is implemented in a single parallel traversal of both the “before” and “after” CFGs
(see Algorithm 1). The general principle is the following: as long as we traverse nodes that are not
modified, the parallel traversal is synchronized between the two graphs. But when for instance we
encounter a removed node on the “before” CFG that is not present (by definition) in the “after” CFG,
we stop our traversal of the “after” CFG while continuing in the “before” CFG until we find in the
“before” CFG the node at which we stopped at in the “after” CFG. We are sure to reach this point
because if the node we stopped at in the “after” CFG is not modified, then we are sure it will also
appear in the “before” CFG. Then, we resume our synchronized parallel traversal.

Another solution for aligning the differences of the CFGs could have been to use a tree-differencing
algorithm such as GumTree by Falleri et al. [3] to align the differences of the AST of the code “before”
and “after” and then transformed this merged AST into a merged CFG.

2.1.3 Skimming

We now dispose of a merged CFG for every modified source code file. But in the worst-case scenario
when each file features only one occurrence of the modification (for instance two modified LOC out of a
thousand), we would pass onto our later analysis a significant amount of code that is not related at all
to the semantic patch we want to produce. Our goal is to get rid of this irrelevant code while keeping,
in addition to the modified code, all the code that might be part of the context of a semantic patch.
However, we suppose that the semantic patch we want to produce will match several occurrences in the
code we have; to achieve this, the relevant context code should be repeated several times throughout
our codebase. Thus this context code we want to keep will appear in the output of a code clone
detector. The same idea is used by Kim et al. [10] to produce an over-approximation of the context
of a modification.

Spinfer runs a code clone detector, Deckard [5] by Jiang et al., over all the nodes of the CFG
to detect groups of similar nodes. In this operation, all the identifiers and constants are abstracted,
so the similarity is purely structural: for instance, if(x==0) is similar to if(y==1) but is not similar
to while(x==0). Deckard works by generating characteristic vectors of a real vector space of finite
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1 static int foo(int x, int y)
2 {
3 + int z=0;
4 - if (x >= 0) {
5 + if (x <= 0) {
6 return x+y;
7 } else {
8 - return x-y;
9 + return x -2*y;

10 }
11 }

(a) Snippet of modified code

Top   [0]

 signed int foo(signed int x,signed int y)   [1]

/Enter/   [2]

{ (1)   [3]

if (x >= 0)   [4]

signed int z = 0;   [5]

/TrueNode(true)/   [7] /FalseNode/   [14]

if (x <= 0)   [6]

{ (2)   [8]

return x + y;   [9]

} (2)   [10]

end   [11]

} (1)   [12]

/Exit/   [13]

else   [15]

{ (3)   [16]

return x - y;   [17] return x - 2 * y;   [18]

} (3)   [19]

end   [20]

} (1)   [21]

(b) Original merged CFG

Top   [0]

 signed int foo(signed int x,signed int y)   [1]

...   [2]

if (x >= 0)   [4]

signed int z = 0;   [5]

...   [7] ...   [14]

if (x <= 0)   [6]

return x + y;   [9]

...   [10]

/Exit/   [13]

return x - y;   [17] return x - 2 * y;   [18]

...   [19]

(c) Skimmed merged CFG

Figure 2 – Control flow graphs produced by Spinfer; red nodes represent removed code and green nodes
represent added code. The function definition node and a return node have been kept in the skimmed
graph because they were signaled as clones of code. The additional nodes such as /FalseNode/ are
produced by the C parsing library and are not significant.
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Algorithm 1 CFG merging
Input: The recursive algorithm passes along a data structure D that contains: Gb, Ga and Gm, i.e.

the CFG of the code before modification, after modification and the merged CFG being built, Ma

and Mb the mappings between the nodes Gm and respectively Ga and Gb (Ma(np,a) is the node
of Gm mapped to np,a for instance), np,b and np,a the nodes of Gb and Ga previously visited by
the algorithm and nc,b and nc,a the nodes being visited in the current call.

Output: The algorithm returns the same data structure containing Gm updated in a functional style.
1: function CFGmerging(D)
2: if D.nc,b and D.nc,a already visited then . The visited nodes are in the mappings.
3: Add arcs D.Mb(D.np,b)→ D.Mb(D.nc,b) and D.Ma(D.np,a)→ D.Ma(D.nc,a) on D.Gm

4: return D
5: else if D.nc,x already visited with x ∈ {a, b} then
6: Add arc D.Mx(D.np,x)→ D.Mx(D.nc,x) on D.Gm

7: return D
8: else
9: D′ ← D

10: if D.nc,a = D.nc,b (including modification prefix equality) then
11: Add node nm to D′.Gm and add D.nc,b → nm to D′.Mb and D.nc,a → nm to D′.Ma

12: Add arcs D′.Mb(D.np,b)→ nm and D′.Ma(D.np,a)→ nm to D′.Gm

13: for all (ns,b, ns,a) pair of respective successors of (D.nc,b, D.nc,a) do
14: If D.nc,b and D.nc,b’s lists of successors don’t have the same length we complete the

last pairs by repeating the last successor of the shorter list.
15: D′ ← (D′.Ga, D′.Gb, D′.Gm, D′.Ma, D′.Mb, D.nc,a, D.nc,b, ns,b, ns,a)
16: D′ ← CFGmerging(D′)
17: end for
18: return D′

19: else if D.nc,a and D.nc,b are modified then
20: Add nodes D.nm,b and D.nm,a to D′.Gm and
21: Add D.nc,b → D.nm,b to D′.Mb and D.nc,a → D.nm,a to D′.Ma

22: Add arcs D′.Mb(D.np,b)→ D.nm,b and D′.Ma(D.np,a)→ D.nm,a to D′.Gm

23: for all (ns,b, ns,a) pair of respective successors of (D.nc,b, D.nc,a) do
24: D′ ← (D′.Ga, D′.Gb, D′.Gm, D′.Ma, D′.Mb, D.nc,a, D.nc,b, ns,b, ns,a)
25: D′ ← CFGmerging(D′)
26: end for
27: return D′

28: else if D.nc,x is modified and D.nc,y is not, where x 6= y, x, y ∈ {a, b} then
29: Add node nm to D′.Gm, add D.nc,x → nm to D′.Mx

30: Add arc D′.Mx(D.np,x)→ nm to D′.Gm

31: for all ns,x successor of D.nc,x do
32: D′ ← (D′.Ga, D′.Gb, D′.Gm, D′.Ma, D′.Mb, D.np,y, D.nc,x, nc,y, ns,x)
33: D′ ← CFGmerging(D′)
34: end for
35: return D
36: else if nc,b 6= nc,a but neither are modified then
37: return D
38: end if
39: end if
40: end function
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dimension from the ASTs, then by clustering these vectors in the vector space. The vectors inside a
cluster correspond to a group of similar ASTs.

As described in Jiang et al.’s work, the vector generation works by giving an index to each tree
pattern encountered during the post-order traversal of the AST. As there is a finite number of binary
tree patterns having a maximum given height, it is possible to give each of them a specific index. Each
time a pattern is encountered, the value in the vector at its index is incremented by 1.

Spinfer reimplements the vector generation module of Deckard to adapt it to its own data struc-
tures for code representation. Indeed, Deckard’s vector capture only tree patterns of height 1, which
corresponds to capturing the type of the nodes encountered. Thus, Deckard would produce the same
characteristic vector for (x.y)->z and (x->y).z since they have the same number of tree nodes for
each type of tree nodes. Spinfer’s vector generation differentiates the two cases by capturing tree
patterns of height more than 1: the Spinfer vector of (x.y)->z would have a 1 at the index of the
tree pattern corresponding to a record followed by a record pointer, which has a different tree pattern
than a record pointer followed by a record. The current implementation’s maximum height is 6, value
fixed empirically to match the maximum height of most AST nodes. The higher the maximum height
of patterns captured, the more differentiation Deckard can have, but also the costlier the vector gen-
eration. We can also tune Deckard’s vector clustering with a similarity parameter ranging in [0, 1],
which expresses the amount of strictness we require for the similarity of vectors inside a same cluster.
If the parameter is 0, then all vectors are similar, and if it is 1, then only identical vectors are similar.
We fixed empirically this parameter to 0.95 (which is also the default value chosen by Jiang et al. in
Deckard sample configuration files).

Spinfer then flags the CFG nodes corresponding to any characteristic vector signaled by Deckard
as being part of any cluster as interesting, along with all of the modified nodes (even if they do not
occur in clones). Each group of contiguous non-interesting nodes is then transformed in one ... node
that have the same meaning as in SmPL: all the nodes contained in all the execution paths between
each predecessor and the successor of the ... nodes are represented by the .... We call this removal
of nodes the skimming of a CFG; the result is illustrated in Figure 2c.

2.2 Extracting common patterns

The semantic patches we want to produce are made of a sequence of lines of code separated by
..., similar to Spdiff’s output illustrated in Listing 4. These lines of codes, which possibly contain
metavariables, are called patterns. We say that a pattern matches a CFG node if the AST of the
pattern and the AST of the CFG node are the same; a metavariable is the same as any subtree. For
instance, X0=foo(X1->X2) is a pattern, as well as X0=X1(X2). Both may match x = foo(y->z). The
second pattern is said to be more general than the first one because all the nodes matched by the
first one are matched by the second one. We can also say that the second pattern matches the first
pattern.

2.2.1 Abstraction of patterns

We want Spinfer to produce safe semantic patches: it means that if we apply the semantic patch output
by Spinfer on the same modified code it has been inferred from, it should not perform any modifications
that are not part of the original set of modifications. The difficulty when building patterns is to get to
the right level of abstraction to represent multiple modifications in a single pattern while ensuring the
safety property. Andersen et al. [1] addresses this issue by computing all the different possibilities of
abstraction of a semantic patch and choosing the safe pattern that is the most concise. Even with the
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pruning strategies implemented by Andersen et al., we found empirically that this algorithm does not
terminate in many cases in a reasonable amount of time. But in this section, we deal with patterns
and not whole semantic patches. Since the safety of the semantic patch depends on the whole semantic
patch and not on each of its patterns individually, the pattern mining algorithm presented in the next
section to generate patterns does not consider the safety of the patterns it produces. For instance,
the pattern - X0=X1(X2) alone may be unsafe because it would match a too large number of nodes in
the original code; but if we add the pattern foo(X0) as a context, then the whole semantic patch may
become safe.

The abstraction strategy we take targets conciseness; the pattern mining algorithm presented in
the next section can be seen as a provider of raw pattern material to the next phase of semantic patch
inference which will actually produce semantic patches that are safe.

2.2.2 Pattern mining

We have a forest of ASTs, each corresponding to a single CFG node, and want to extract patterns
from it. The details are in Algorithm 2. We first run the same clone detector as in Section 2.1.3 on the
forest with all identifiers and constants abstracted, to determine the groups of similar ASTs. Then we
compare each pair of ASTs in each group to find the Maximum Common Embedded Subtree (MCES)
using an algorithm by Lozanno et al. [9]. A tree t1 is said to be embedded in another tree t2 if we
can transform t2 in t1 by a series of edge contractions. An edge contraction is the action of merging
together two nodes of the tree separated by one edge. An example of edge contraction is provided in
Figure 3. The MCES is the embedded subtree that has the maximum number of edges.

Lozanno et al.’s MCES algorithm is based on edge contractions in the tree: the algorithm performs
a parallel pre-order traversal of the AST and contracts edges that are different until only the common
edges remain.1 In the implementation of the algorithm, the labels are carried by the edge whose child
is the node rather than the nodes themselves. That is why contracting an edge means destroying the
child node of this edge.

1

2 3

4 5

1

2 4 5

Figure 3 – Examples of trees before and after edge contraction. Here, the edge between node 1 and 3
has been contracted.

An advantage of the MCES algorithm is that it can accurately detect all kinds of similarity between
trees: trees that share a common root part but have a different subtree near the leaves, or trees that
share common subtrees near the leaves but have different root parts. Indeed, the difference between
the two scenarios is the location of the edges contracted by the MCES algorithm: for instance, if edges
near the root are contracted, the common subtree found will correspond to a common part near the
leaves. Thanks to this, Spinfer is able to identify patterns of different granularities: one pattern can

1See [9] for an accurate description of the algorithm.
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Algorithm 2 The pattern mining algorithm
Input: {t1, . . . , tn} is a set of ASTs.
Output: A set of patterns matching trees of the input.

1: function MinePatterns({t1, . . . , tn})
2: p, {t′

1, . . . , t′
p} ← ExtractMaximalPattern({t1, . . . , tn})

3: p← RefinePattern(p)
4: if p=0 then
5: return ∅
6: else
7: F ← {t1, . . . , tn} \ {t′

1, . . . , t′
p}

8: return {p}∪ MinePatterns(F)
9: end if

10: end function
11: function ExtractMaximalPattern({t1, . . . , tn})
12: {g1, . . . , gr} ← GroupTreesByClones({t1, . . . , tn})
13: P ← ∅
14: for all g in {g1, . . . , gr} do
15: for all (t′

1, t′
2) pair of elements of g do

16: p← FindMCES(t′
1, t′

2)
17: P ← P ∪ p
18: end for
19: end for
20: p′, {t′′

1, . . . , t′′
s} ← MaximalMatchesAndMatchedNodes(P )

21: return p′, {t′′
1, . . . , t′′

s}
22: end function
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match a the variable x that can appear in any kind of CFG node, but another pattern can match
only the CFG nodes that are if statements. The granularity can also be mixed, for instance with a
pattern matching all the if statement which condition contains the variable x. This last pattern is
noted if (<+...x...+>) in SmPL and this construction is called a nested pattern.

Binary

Constant

1

+ Unary

DeRef Identifier

x

Binary

Constant

1

DeRef x

Figure 4 – Identifier and Unary have been contracted. The right tree is not syntactically correct
and cannot be serialized into proper C code.

Nevertheless, edge contraction in the AST does not preserve syntactic correctness as illustrated in
Figure 4. Thus, not all the MCES found can become patterns. That is why we match all the MCES
found against the trees to select the MCES that matches the greatest number ASTs among our inputs.
Our definition of matching is the following: a pattern matches an AST if the pattern is a strict subtree
of the AST it is matched against; a metavariable node can represent any subtree rooted at its position,
and nested patterns are matched against the sub-AST of the parent AST. Edge contractions might
result in splitting a single tree into a forest. We discard the results of MCES that are forests. This
definition of matching preserves all the granularities of patterns provided by the MCES algorithm,
including the nested patterns.

It is important to understand what is the impact of grouping the nodes using a clone detector
before running the MCES algorithm. Indeed, as we run the MCES algorithm on every distinct pair
of trees, the cost of the operations is O(n2) where n is the number of trees (and CFG nodes since
the trees are the CFG nodes). The grouping phase aims at reducing the cost of the pattern mining
since we run the MCES algorithm on the pairs of each separate group. If there are

√
n groups of

size
√

n for instance, the new cost is O((
√

n)2 ×
√

n) = O(n
√

n) instead of O(n2). But grouping
the nodes according to their similarity decided by the clone detector has a complicated effect on the
output patterns. Indeed, the clone detector will tend to group together CFG nodes of the same type:
variable assignments with variable assignments, if conditions with if conditions, etc. But if the code
modification is for instance renaming a variable, this variable could occur in any type of CFG node
and the grouping will not be relevant. Instead of capturing only the variable to rename, the output
pattern will also capture the different common types of nodes in which the variable occurs. Because we
think that handling complex modifications involving large parts of the individual CFG nodes that are
modified is the primary purpose of Spinfer, rather than small modifications like renaming a variable,
we group the nodes by default. But the implementation leaves an option for not grouping the nodes,
at the price of a longer execution time and perhaps too general patterns if the nodes given as input are
very different. One can also change the value of Deckard’s similarity parameter mentioned in Section
2.1.3, that has an effect on the similarity of nodes inside the groups formed by Deckard.
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The patterns yielded by MCES have all their identifiers abstracted. For instance, if we have the
following CFG nodes as an input of the MCES algorithm:

1 var2 = foo(other_var1 ->y,x& another_var1 );
2 var2 = foo(other_var2 ->y,x& another_var2 );

then the pattern output will be X0=X1(X2->X3,X4&X5);.
Afer the MCES algorithm, we proceed to match the patterns found against the CFG nodes given as

input to the pattern mining algorithm. During this process, the metavariables in the patterns are filled
with all the concrete subtrees they match. When a metavariable always matches the same subtree
every time, we replace it by the subtree: for instance, our pattern will become X0=foo(X1->y,x&X2);.
The function RefinePatterns of Algorithm 2 performs this process.

The same MCES algorithm is used in by Kim et al. in [10]; nonetheless our approach is different.
Since Kim et al. use MCES on an AST whose nodes are statements of code, forming some kind of
non-cyclic CFG (see Figure 5 for an example). We use the MCES on a fine-grained AST to detect
similar code (see the left tree of Figure 4 for an example), whereas Kim et al. perform this operation
by comparing tree edit operation sequences.

public void updateActions()

iter = getActions() while(e.next())

action = (MVAction)a if(action.isDependant)

then

action.update()

Figure 5 – Example of an AST used by LASE [10]

2.2.3 Abstraction rules

In addition to the “make concrete metavariables that always match the same subtree”, the RefinePat-
terns function also implements custom abstraction rules. Indeed, if we know beforehand that our
modification will affect only a certain identifier, we can tell Spinfer never to abstract this identifier in
the patterns. This mechanism is meant to compensate for possible insufficient amount of sample code
to feed to Spinfer, in order to get more accurate results even if the code contains too little information
to make the right inference. The rules are expressed by specifying a sequence of nodes types traversed
in the AST before arriving at the node that should not be abstracted. For instance, the current cus-
tom abstraction rules currently implemented in the RefinePatterns function are to keep concrete
all the function names and the names of record fields and global variables. Indeed, these identifiers
correspond to global structures that are likely to be the context of code modifications.
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When a custom abstraction rule indicates to keep concrete a node that otherwise should have
been abstracted (were the custom abstraction rules not present), one solution would be to create a
new pattern where this node is concrete. Instead, we prefer to turn the metavariable containing the
identifier to be kept concrete into a disjunction of cases. Indeed, disjunction of cases is supported
by SmPL and makes it possible to make semantic patches more concise. To illustrate this effect, a
pattern X0(y,0,X1) is a call to the function whose name is abstracted by X0. As we want to keep
function names concrete, we look what is matched by X0 and find that it can be either the function
foo or the function bar. So the new pattern becomes Listing 6. The notation in this example means
that X0 is a disjunction of cases whereas X1 can match anything.

Listing 6 – Example of pattern output by Spinfer.
1 Pattern matching 9 nodes: X0(y,0,X1)
2 Disjunctions :
3 X0 =
4 | foo (3 matches )
5 | bar (6 matches )

There is potentially an issue with multiples variables having disjunctions in the same pattern: if
X0 can be a or b and X1 can be c or d can we have all the elements of {a, b}×{c, d} for the disjunction?
The answer is provided by the matching information in the metavariables. Since we know which case
of the disjunction in the metavariables match which node of the CFG, we can only include in the
global pattern disjunction combination that actually occur in our input code.

As of now, the custom abstraction rules cannot be modified by the user (except enabling and
disabling them) but the goal is to read them from a configuration file (for instance the .cocciconfig
already used by Coccinelle), which would be useful for custom rules that don’t change but are specific
for a project.

2.2.4 Usage

Note that the pattern mining technique we have developed applies to any forest of ASTs given as
input. The pattern mining will be used in several occasions on the next phases. Moreover, the
level of abstraction in the output patterns can easily be changed as the metavariables record all the
occurrences of concrete node they match. For instance, in Listing 6, the numbers of nodes matches
are computed as the cardinality of the set of portions of AST matched by each metavariable (or the
whole pattern). In the example, X1 would for instance match 3 times z->w, 2 times z->f and 4 times
NULL. Since we keep track of what matches what, we will be able to use this information to refine the
patterns inside of the semantic patches. For instance, if the pattern X0(y,0,X1) is placed inside of a
sequence of patterns that matches only portions of code where the metavariable X1 stands for NULL,
we will be able to replace X1 by NULL.

2.3 Building sequences of patterns

As explained in Section 3.1, all the algorithms described below are not yet implemented (Spinfer
is a work in progress). We will describe in the next sections the ideas that will guide the future
implementation, but the conditional used in certain sentences indicates choices that could be changed
at implementation time.

We now dispose of a function to determine the pattern that matches the maximum number of CFG
nodes inside a given set of CFG nodes. As the semantic patches we want to produce are sequences
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of patterns separated by ..., we have to build sequences of patterns (including patterns of modified
nodes) that occur a maximum number of times in the initial code base. The algorithm proposed here
is inspired from Andersen’s work [2] in the sense that we will grow the sequences of patterns iteratively,
but we will adopt a more comprehensive approach: indeed, Andersen’s Spdiff searches for sequences
of patterns inside the “before” code, then tries to pair the modifications with these patterns of “after”
code; whereas the merged CFG data structure allows Spinfer to directly build patterns that include
removed and added nodes. In this section, we work with the skimmed CFG described in Section 2.1.3.

2.3.1 Ordering on CFG nodes

Since we want to build ordered sequences of patterns separated by the SmPL ... which means “for all
execution paths”, we associate with each pair (n1, n2) of CFG nodes a boolean D(n1, n2) which is true
n2 dominates n1, i.e. if every path in the graph from n1 must go to n2; and false otherwise. Dominance
is a well-known notion used in compilation and a variety of algorithms to compute the dominance of
all the nodes in a flow-graph are described by Goergidis et al. [4]. We could use the simple iterative
algorithm despite its O(n2) cost if we find empirically that it does not cause a performance bottleneck.

2.3.2 Growing pattern sequences

The growing of pattern sequences is done recursively and described by Algorithm 3. We initialize the
sequence with a pattern extracted from the modified nodes.

Suppose now that we have a sequence of patterns S and a new pattern that we want to add to
the sequence. For instance, we will take (P1, P2) = x = foo(X0->y);...bar(x,X1); as our pattern
sequence and P3 = X2 = baz(x); as the new pattern to add to the sequence. We try to determine if
this new pattern can be inserted to the existing sequence; to check this we look at each of our matching
occurrences, which are sequences of nodes. If each node n that is matched by P3 (for instance n =
var=baz(x);) is such that for every (n1, n2) match of the sequence of patterns (P1, P2) (for instance
(n1, n2) = x = foo(a->y);...bar(x,0);), D(n1, n) = true and D(n, n2) = true, then we say that we
can add the new pattern between P1 and P2 in S. For instance, if P3 matches nodes like var = baz(x);
that are always between nodes matched by P1 and nodes matched by P2, then we can add P3 to the
sequence which becomes (P1, P3, P2). If we want to insert the new pattern at the beginning or at the
end of the sequence, then we would verify a similar condition with only one test instead of two.

If it is possible to insert the new pattern in the sequence of patterns, then we do it. Then we
proceed to search for a new pattern to insert in the sequence. To obtain a new pattern to add, we
match the sequence of patterns on our set of nodes, then run a pattern extraction on all the nodes
not matched by the pattern (i.e. not in any matching occurrence) and start again recursively the
algorithm with the new sequence (which is strictly longer than before) and the new pattern to add.

If it is not possible to insert the new pattern in the sequence of patterns, then we try the insertion
process again with new patterns formed from the pattern by turning one of its metavariables into its
concrete components. For instance P3 would become z=baz(x). If one or more of these new patterns
fits, then we take the one that matches the more occurrences in the code base, and look for another
pattern to add the same way than before. If none of the more concrete version of the original pattern
to add matches, then we cannot grow the sequence more and we stop the algorithm.

As the growing sequence algorithm does not backtrack (it only grows sequences of patterns), the
first pattern given as initialization to the algorithm must be at the right level of abstraction to trigger
the correct growing of the sequence. For instance, if we start with the pattern X0 = X1 which is too
general, then the whole sequence is going to be too general. That is why the sequence should be
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initialized with a pattern inferred from the modified nodes : the pattern extraction algorithm works
better at finding the right level of abstraction for the pattern it output if its input data has only one
identifiable pattern inside them. We assume that the semantic patch we want to find contains some
patterns of modified nodes.

Algorithm 3 Growing pattern sequences algorithm
Input: A set N of CFG nodes, modified or not, and a function E : (n1, n2) → {true, false} indi-

cating the presence of an execution path between two nodes.
Output: A sequence of patterns which matches the maximum of nodes.

1: function GrowingPatternSequence(S : sequence of patterns, p : pattern to add)
2: if NewPatternFitsInTheSequence(p, S,N ) then
3: S′ ←AddNewPatternToSequence(p, S)
4: p′ ←FindMaximalPattern(N \ {nodes matched by S})
5: return GrowingPatternSequence(S′, p′)
6: else
7: for all patterns p′ more concrete than p do
8: if NewPatternFitsInTheSequence(p′, S,N ) then
9: if p′ matches more than p′

m then
10: p′

m ← p′

11: end if
12: end if
13: end for
14: if p′

m exists then
15: return GrowingPatternSequence(S, p′)
16: else
17: return S
18: end if
19: end if
20: end function

2.4 Producing semantic patches

We extract the sequence of patterns that matches the maximum number of occurrences thanks to the
previous algorithm; then we remove from the CFG node set the nodes matched by the sequence of
patterns and can run the algorithm again to find another sequence of pattern, until the sequences
found don’t match any occurences (because the CFG node set does not contain any repeating pattern
any more). Note that the growing sequence algorithm produces a sequence of patterns that can be
either patterns of modified nodes or patterns or context nodes. With this approach, added code
patterns, removed code patterns and context code patterns are considered the same in the sequence
of patterns.

We ensure that there is always a modified code pattern in the sequence by initializing it with
a modified code pattern. But our algorithm could as well be used produce semantic patches with
no modified code, i.e. the semantic patterns computed by Andersen et al. in [2]. The safety of the
sequences of patterns can be ensured by the growing pattern sequences algorithm: a pattern can be
added to the sequence only if the new sequence of patterns is safe relatively to the code not modified
in the input codebase.
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Then we proceed to turn the sequences of patterns into proper semantic patches. This is done by
looking at all the metavariables in the sequences of patterns and merging together the metavariables
that always match the same thing when inside an occurrence of a pattern sequence match. This
process links the patterns in the sequence. We also give the metavariables a certain type depending
on their contents: if a metavariable matches only expressions of a certain type, then the metavariable
will be assigned this type.

Then the last phase is the serialization of the sequences of patterns into SmPL.

3 The Spinfer program

3.1 Implementation

Spinfer is implemented in OCaml and uses the C parsing library of Coccinelle. As of now, with 6,000
LOC, the tool is able to parse the code coming from specific files or git commits, build the merged
and skimmed CFG2 and extract patterns from any given set of CFG nodes. The program is fully
documented with ocamldoc.

In order to be fully functional, the following features need to be added to the implementation:

• support of nested patterns;

• the growing pattern sequences algorithm;

• a semantic patch safety checker;

• the semantic patch serialization in SmPL format.

3.2 Current results

We tested the program with several commits from the Linux kernel git that were implemented by a
manually written Coccinelle semantic patch, as to compare the results of Spinfer with the semantic
patches.

For instance for the commit 323de9ef, implemented (for the majority of its modifications) by the
semantic patch of Figure 1, Spinfer identifies the following patterns among the modified nodes of the
CFG:

1 ================= Removed code patterns ================
2
3 Pattern matching 41 nodes: if (!X0 ->X1)
4 Disjunctions :
5 X1 =
6 | pmx (1 match)
7 | pinctrl (1 match)
8 | pctrl_dev (1 match)
9 | pctrl (4 matches )

10 | pctldev (5 matches )
11 | pctl_dev (6 matches )
12 | pctl (20 matches )
13 | pcdev (1 match)

2As of now, the part of the skimming after the nodes have been tagged as interesting need to be reimplemented.
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14 | ctrl (2 matches )
15
16 Pattern matching 37 nodes: return -X0
17
18 Pattern matching 7 nodes: X0 = -X1
19
20 ================ Added code patterns ===============
21
22 Pattern matching 42 nodes: if ( IS_ERR (X0 ->X1 ))
23 Disjunctions :
24 X1 =
25 | pmx (1 match)
26 | pinctrl (1 match)
27 | pctrl_dev (1 match)
28 | pctrl (4 matches )
29 | pctldev (5 matches )
30 | pctl_dev (6 matches )
31 | pctl (21 matches )
32 | pcdev (1 match)
33 | ctrl (2 matches )
34
35 Pattern matching 35 nodes: return PTR_ERR (X0 ->X1)
36 Disjunctions :
37 X1 =
38 | pctrl_dev (1 match)
39 | pctrl (4 matches )
40 | pctldev (4 matches )
41 | pctl_dev (6 matches )
42 | pctl (17 matches )
43 | pcdev (1 match)
44 | ctrl (2 matches )
45
46 Pattern matching 7 nodes: X0 = PTR_ERR (X1 ->X2)
47 Disjunctions :
48 X2 =
49 | pmx (1 match)
50 | pinctrl (1 match)
51 | pctldev (1 match)
52 | pctl (4 matches )
53
54 Pattern matching 3 nodes: return ERR_PTR (-X0)
55
56 Pattern matching 3 nodes: return X0(X1)
57 Disjunctions :
58 X0 =
59 | PTR_ERR (2 matches )
60 | ERR_PTR (1 match)
61
62 Pattern matching 2 nodes: if ( IS_ERR (X0 ))

The abstraction rules have been set to keep concrete all identifiers of field records and function
name. We can observe that some patterns are more general than others, even if it is written that they
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match fewer nodes: that is because the pattern mining algorithm removes from the input the nodes
matched by one pattern before searching for another. These results obviously have to be refined to
form semantic patches but their ressemblance with the original semantic patch is encouraging.

3.3 Performance analysis

We profiled Spinfer with the contents of commit 323de9ef of the Linux kernel as input. The real
execution time is 1 m 30 s, and the percentages of time spent in notable functions are:

• 50% for Deckard’s vector generation and clustering;

• 10% for parsing the code;

• 20% for the MCES algorithm;

• 2% for building the merged CFG and skimming it.

The input code is a unfavorable scenario for time performance since the commit modifies 45 files
of the drivers folder and features more than a hundred modified CFG nodes. Nevertheless, the
total execution time is reasonable and the major bottleneck is the clone detector, which was expected
because we use it to filter the data before using finer-grained algorithms.

4 Conclusion
Spinfer is a semantic patch inference tool designed to provide the most useful results for the C devel-
oppers to quickly perform collateral evolution or understand the contents of a commit. Its workflow,
inspired by LASE [10] and Spdiff [2], uses a merged control flow graph of the input code and searches
first for patterns among the nodes, then grows sequences of patterns with the ... SmPL operator as
separator. The algorithms works at the level of the individual CFG nodes or the whole graph, and
target a reasonable execution time. The level of abstraction of inferred semantic patch is decided
part in the pattern extraction process and part in the sequence growing process. Spinfer is currently
half-implemented, amounting to already 6,000 lines of OCaml code.
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