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The dependence structure between yields and prices: 
A copula-based model of French farm income

Abstract

In this paper, we aim to assess and model the dependence structure between crop yields and prices, by using a copula approach. The study is conducted on a database of French farms by considering cereal and wine productions for years 2014 to 2016. We find that the dependence between prices and yields is relatively high and can be described with the Frank copula. It is strongly influenced by high temperatures. Since wine prices are fixed on local markets and cereal prices follow global market trends, a potential market for an income insurance would be more suitable for cereal producers.
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1. Introduction

Agriculture is a sector where income is subject to a wide variety of risks arising from large-scale natural events (Goodwin & Hungerford, 2014) and the variability of agricultural commodity prices (Johnson, 1975). Thus, farm income confronts two main types of risks related to yield and price volatility. The risk of poor yields is mainly due to weather events such as drought, frost, insect infestation, diseases and agricultural techniques implemented by farmers (Coble & Knight, 2002). Price risk is rather linked to the deregulation of financial markets (Chavas, 2011) and explained by the fact that most European countries have shifted from market-based support to decoupled direct payments. Then, producers are exposed to high price volatilities on world commodity markets (El Benni et al., 2016).

Conforming to this framework, the European Union has defined, particularly during the reform of the Common Agricultural Policy (CAP) in 2013, some risk management tools including subsidized crop insurance, mutual funds and income stabilisation tools (IST) (Meuwissen et al., 2018; El Benni et al., 2016). However, agricultural insurance plays a limited role with regard to the hedging of price risk and most IST tools have not yet been implemented (European Commission, 2017). By contrast, income insurance is available to U.S. farmers under the Farm Bill program (Smith et al., 2014). Therefore, it is necessary to carry out evaluations of the European case because the underlying design of the IST proposed in Europe is different from that of the USA. For instance, the Farm Bill comprises several insurance systems which hedge yield and income losses. Premiums are affordable for farmers because they are highly subsidized.

In France, no such tool is available to farmers (El Benni et al., 2016). France has set up only a private crop insurance system, where premiums can be subsidized up to 65%, and a national public fund for the mutualisation of health and environmental risks (FMSE - Fonds de Mutualisation Sanitaire et Environnementale). Moreover, these two risk management tools have a limited effect, as French producers continue to receive European payments from the CAP of around €7 billion per year, disconnected from market and weather trends (Lidsky et al., 2017). Insurance coverage remains quite low despite the important subsidies for multi-peril crop insurance.
Ongoing reforms, currently being carried out by the Common Organisation of Agriculture and Agro-industry Markets, are encouraging professional bodies and governments to develop new agricultural insurance products taking into account both yield and price risks, which are key determinants of income. They aim at increasing the attractiveness of income insurance (IST) compared to other risk management tools implemented for different reasons. First, public subsidies for income insurance seem justified because the risk covered is probably systemic, i.e. many farmers are exposed to the risk at the same time, thus allowing for public transfers (Meuwissen et al., 2003). In addition, correlations between prices and yields are implicitly considered by a total farm income insurance (El Benni et al., 2016), which seems advantageous compared to separate yield or price risk management instruments.

Some studies have considered actuarial assessments of potential income insurance, the resulting costs for the government, potential beneficiaries and conceptual studies on adverse selection and moral hazard issues. However, these studies do not focus on the application of income insurance and the modelling of its underlying risks (yields and prices) (Meuwissen et al., 2003). It is therefore relevant to model the dependence of yields and prices.

Modelling this dependence is of great concern as it may have implications for the eventual implementation of income insurance that would address the risks of farm production. Indeed, it should provide an understanding of the distributions of yield and price risks, which interact simultaneously. Ignoring the dependence between these two risk factors could lead to an overestimation of risk for the insurer or an under-hedging of income for the producer. For example, in the case of a “natural” hedge where income is stabilized due to the negative relationship between crop yields and prices, ignoring this relationship may lead the insurer to overestimate income insurance risk. Conversely, the case of the positive relationship between yields and prices in a low-price market environment may result in insufficient coverage of the producer’s income.

In the statistics literature, there exist several models for dependence structure between price and yield risks. The problem of such approach is that the individual behaviour of each variable has to be represented by the same parametric family of univariate distributions. Thus, it became necessary to construct new multivariate distributions with fixed margins and fixed dependencies properties (Kazi-Tani & Rullière, 2019). In order to develop a multivariate model that preserves a given set of marginals, a copula approach can be used to characterize the joint distribution of different risks, thus offering considerable flexibility in empirical research. Copulas have recently become a part of the toolkit for applied economic research, resulting in an increasing need for the modelling of multivariate risk factors and their interaction. For instance, Emmanouilides & Fousekis (2014) studied the structure of price dependence along the beef supply chain in the USA and Fousekis & Grigoriadis (2017) analysed the strength and the pattern of price relationships for the different types of coffee. To the best of our knowledge, there has been only one published work on the use of copulas in modelling the interaction between prices and yields in the USA using simulated data only (Zhu et al., 2008).
The novelty of this research is to investigate and model the pattern of price and yield dependence on a real data set of French farm income extracted from the Farm Accountancy Data Network (FADN). Two types of crops are considered: cereals (wheat and maize) and wine growing. The objective of this research is pursued using the statistical tool of copulas. Various copula models are tested for their ability to model yield and price risks. We also model the dependence structure conditionally on other covariates such as crop insurance purchase, insurance claims, temperatures and sunshine, in order to measure the influence of these factors using conditional copulas. Then, an insight related to the potential to establish a farm income insurance that would address the risks of cereal and wine productions, is proposed.

The rest of the article is organised as follows: in section 2, we develop the methodological tools to perform the copula analysis. Once these tools are available, we present the data in section 3 and the empirical results in section 4. Section 5 concludes this study.

2. Theoretical framework

2.1 Copulas and dependence measures

The concept of copulas was introduced in 1959 by Abe Sklar (Sklar, 1959). During the financial crisis of 2007 and 2008, copulas have come to the attention of the general public due to their use in the modelling of multidimensional phenomena, mainly in the realm of quantitative risk management. They are a flexible tool that can be used to realistically represent risk dependence.

By definition, a copula is a multivariate distribution function with standard uniform univariate margins. Thus, it contains all the information on the dependence structure of the model. For the sake of simplicity, let us focus on the bivariate case, in which we consider a pair of continuous random variables $C$ and $Y$ marginally distributed according to $F(x) = P(X \leq x)$ and $G(y) = P(Y \leq y)$. Let $H(x, y) = P(X \leq x, Y \leq y)$ be their joint distribution function. According to Sklar’s theore, there exists a unique function $C: [0,1]^2 \rightarrow [0,1]$ such that:

$$H(x, y) = C(F(x), G(y)), \text{forall}(x, y) \in R^2$$

(1)

The function $C$ is referred to as the copula associated with $H$. It is the 2-dimensional cumulative distribution function (cdf) of the random vector $(F(X), G(Y))$ with uniform margins on $[0,1]$. Several measures of association between the components of a random pair can be considered, Kendall’s Tau and Spearman’s Rho being the most popular ones. These measures are invariant to strictly increasing functions and can be interpreted as probabilities of concordance minus probabilities of discordance of two random pairs. Both of them can be written only in terms of the copula $C$:

$$\tau = 4 \int_0^1 \int_0^1 C(u, v)dC(u, v)$$

(2)

$$\rho = 12 \int_0^1 \int_0^1 C(u, v)dudv - 3$$

(3)
There is also another measure of association based on concordance called *medial correlation coefficient*, proposed by (Nelsen, 2007), paragraph 5.1.4, given by:

\[
\beta = 4C\left(\frac{1}{2}, \frac{1}{2}\right) - 1
\]

(4)

This parameter consists in evaluating the probability that \(X\) and \(Y\) would jointly exceed the median value.

### 2.2 Inference and goodness of fit tests

In the context of our study, we use a parametric approach for estimating copulas (Nelsen, 2007). It is based on the estimation of the parameter(s) \(\theta\) of the copula assumed to belong to some parametric family \(\{C_\theta, \theta \in \Theta\}\). We focus on two popular models: Elliptical and Archimedean copulas. Elliptical copulas are built from elliptical distributions thanks to an uniformization of their margins. The level sets of an elliptical distribution density are ellipses whose shape is determined by a (kind of) covariance matrix. Important examples in this family are the Gaussian and the Student copulas. Archimedean copulas are determined by a univariate function, called the generator, whatever the dimension is. In this study, we focus on three Archimedean copulas: Gumbel, Frank, and Clayton. The estimation of the parameter(s) \(\theta\) can be done for instance using the maximum likelihood method or the method of moments. In the latter case, \(\theta\) is estimated by minimizing a given distance between the empirical estimator of \(\tau\) and \(\rho\) and the theoretical ones \(\tau(\theta)\) and \(\rho(\theta)\) calculated according to Equations (2) and (3) under the model \(C_\theta\) (Mazo & Girard, 2014).

Two main techniques can be used to select the copula that fits best a dataset. First, one can rely on visual diagnostics. The idea is to use Rosenblatt’s transformation to transform, under the null hypothesis \((U, V) \sim C_0\), the pairs \((U_i, V_i)\) towards independent observations. Then, the p-value of an independence test is computed and encoded as a colour, see Figure 2 for example. Second, one may use a goodness-of-fit test based on Kendall’s distribution function \(K\) (also called multivariate probability integral transformation). The theoretical Kendall distribution computed under the null hypothesis \((U, V) \sim C_0\) is compared to its sample version thanks to a Cramér–von Mises statistics and the associated p-value is computed.

### 2.3 Covariates

In some cases, the dependence structure of the random pair \((X, Y)\) may depend on an external (possible multivariate) random variable \(Z\). Conditional copulas were introduced to tackle this issue. Similar to Equation (1), one can write the joint and marginal distribution functions of \((X, Y)\) conditionally on \(Z = z\), as:

\[
H_z(x, y) = P(X \leq x, Y \leq y \mid Z = z) = C_z(F_z(x), G_z(y))
\]

(5)

where \(F_z(x) = P(X \leq x \mid Z = z)\) and \(G_z(y) = P(Y \leq y \mid Z = z)\).
In this context, $C_z$ is referred to as a conditional copula. Starting from a set of observations $(X_1, Y_1, Z_1), \ldots, (X_n, Y_n, Z_n)$, a non-parametric estimator of $C_z(u, v)$ can be used (Gijbels et al., 2011). The conditional copula can be used to estimate conditional Spearman’s $\rho$ and Kendall’s $\tau$ providing then association measures depending on the covariate $Z$.

3. Analytical framework

3.1 Database

In order to model farm income for different types of crops, this work is based on an empirical data extracted from the Farm Accountancy Data Network (FADN). It is an annual database of around 7,000 commercial-sized farm holdings. This exhaustive dataset contains significant accounting and financial information about French professional farms along with individual and structural data. A particular attention will be paid to the years 2014 and 2015 when French production reached a high record in a down market price context (Rodier et al., 2015). We also pay attention to 2016, which was a year characterised by a decline in harvests, due to spring storms and summer drought (Triquenot et al., 2016). Modelling the couple (price, yield) for a specific type of crops is the best way to learn more about farm income generation. We also model this couple conditionally to other covariates.

3.2 Choice of considered sectors

We selected three different types of crops: wheat, maize and quality wine-growing. Wheat is the prominent cereal produced in France. It is mostly located in the West of France and around the Parisian basin. France is the first European producer and exporter of wheat and it is ranked fifth largest country in the world in terms of national wheat production (Ben-Ari & Makowski, 2018). Maize is the second largest crop production in France, cultivated on more than 3 million hectares in 2016 thanks to favourable soil and climate conditions and the performance of producers.

Weather conditions in autumn 2014 and summer 2015 had very contrasting effects on cereals (Rodier et al., 2015). Winter crops such as wheat had high yields, unlike autumn crops such as maize which suffered from drought and summer heat waves. However, the French wheat record harvest occurred within an abundant global context. Thus, wheat price dropped at the same time on global markets. However, the drop of the euro against the dollar supported the prices of agricultural commodities exchanged in euros. For maize, despite the decrease in production, global stocks remained high (Rodier et al., 2015). In 2016, cereal production suffered greatly in France due to climatic conditions (bad weather in spring and drought in summer) which led to significant yield decline. Despite the poor harvests in France, cereal prices remained low, due to the abundance of world production (Triquenot et al., 2016).

---

1 http://agreste.agriculture.gouv.fr
2 https://agriculture.gouv.fr/overview-french-agricultural-diversity
Wine-growing comes in second place after cereals in terms of yields. France occupies the first place worldwide along with Italy and Spain, depending on years. French viticulture is a leading production mostly based on family farms. In spite of the slight decrease of wine consumption every year, prices increase regularly thanks to exports. The two great concepts related to French quality wines are the concept of “terroir” and the “controlled designation of origin” system (Appellation d’Origine Contrôlée - AOC). Appellation rules define which grape varieties and wine making practices are approved for classification in each of France’s geographically defined “appellations”. Thanks to mild temperatures in winter and spring 2014, wine production increased by 17% for AOC wine. At the same time, production stocks at the beginning of the 2014/2015 wine year were lower than in the previous year (-10%) for all wine categories. Along with a reduced dynamic of foreign trade prices of AOC wine felt sharply at the beginning of the year before stabilising, while they increased for other wines (Rodier et al., 2015). Year 2015 was characterized by a slight increase in harvest levels but stable and limited availability, especially for AOC wines (Rodier et al., 2015). Prices increased slightly compared to 2014. In 2016, several wine yards were severely affected by several weather accidents and the impact on harvests was very significant. However, in the first nine months, prices of AOC wine excluding champagne were dynamic (+7.5% year-on-year), and systematically above the 2015 prices (Triquenot et al., 2016).

4. Results

4.1 Joint modelling of yields and prices

Scatter plot and histograms of yields per hectare and prices for respectively 2014, 2015 and 2016 are given in Figure 1. We notice that prices and yields per hectare for wheat and maize crops are symmetrically distributed, while for wine crops they are not. Scatter plot for wine shows a downward trend in yields when prices rise, for the three years. For cereals, a non-linear relationship is identified, hence the need to use copula to model the dependency. Table 1 gives a summary of Spearman’s \( \rho \) coefficient, a rank-based measure of association between the couple (price, yield), and the p-value associated to the correlation tests.

For wheat, we notice a strong negative correlation between yields and prices in 2015 based on Spearman’s method, about \(-0.19\). The test of association between paired samples gives a p-value \( 4 \times 10^{-9} \) which means that the null hypothesis (which supposes that prices and yields are independent) is rejected at the 5% level. The negative correlation means that yields per hectare and prices vary in opposite ways. This is consistent on efficient markets where prices and yields tend to move in opposite directions. This negative correlation is particularly obvious in 2014 and especially 2015, as abundant wheat harvests and higher yields (Rodier et al., 2015) led to commensurate market prices decreases. This effect is called the “natural hedge” (Sherick, 2012). The correlation dropped in 2016 because of unfavourable meteorological conditions that penalised the harvesting of wheat in France (Triquenot et al., 2016). In contrast to the French situation, the world cereal harvest reached a record level, putting pressure on prices. Despite low yields in France, prices remained as low as before, hence the positive correlation.
The same reasoning applies for maize, with a positive correlation. For two consecutive years, 2015 and 2016, the lack of rain and summer heat hampered maize development. The production performance declined below the five-year average, and total maize exports and stocks declined due to lower production. However, prices did not rise, as global stocks were high during 2016.

*Figure 1. Histograms and scatter plots of *(price, yield)* for considered productions*
For wine production, Spearman’s $\rho$ shows that there exists a very strong dependence between yields and prices. In 2014 and 2015, the harvests were slightly higher with stable and limited stocks, while prices of AOC wine were lower (Rodier et al., 2015). This explains the very strong negative correlation conversely between yield and prices. For year 2016, following the succession of weather hazards, wine production was severely affected (Triquenot et al., 2016). Yet, production stocks increased in 2016 for AOC wines as a result of the good harvests in 2014 and 2015. These stocks largely offset the negative impact of a reduced production in 2016. Finally, it should be noted that the wine market is very particular compared to the cereals one. Wine prices seem to be very dependent on quality rather than on quantity, and also on the annual effects of stocks.

<table>
<thead>
<tr>
<th>Year</th>
<th>Wheat</th>
<th>Maize</th>
<th>Wine</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spearman’s $\rho$</td>
<td>P-value</td>
<td>Spearman’s $\rho$</td>
</tr>
<tr>
<td>2014</td>
<td>-0.0853</td>
<td>0.0086</td>
<td>0.0042</td>
</tr>
<tr>
<td>2015</td>
<td>-0.1893</td>
<td>0.0000</td>
<td>0.0747</td>
</tr>
<tr>
<td>2016</td>
<td>0.0631</td>
<td>0.0593</td>
<td>0.1473</td>
</tr>
</tbody>
</table>

Key: A Spearman’s $\rho$ statistic is used to estimate the rank-based measure of association between yields and prices because data do not come from a bivariate normal distribution. The null hypothesis $H_0$ of Spearman rank correlation test supposes that prices and yields are independent and it is kept at the 5% level.

### 4.2 Price and yield modelling copulas

Several goodness-of-fit (GOF) tests are performed where candidate families considered are the Gumbel-Hougaard, Clayton, Frank, Normal and Student. Here both formal and informal ways to tackle the issue of the right choice of the modelling copula will be discussed in turn. For the informal way, we use graphical diagnostics. We focus on the method based on Rosenblatt’s transformation (Hofert & Mächler, 2014). We use our observations to compute the pairwise Rosenblatt transformed data under different hypotheses, meaning different copulas. Afterwards, we apply the pairwise test of independence to compute a matrix of p-values, converted to colours as shown on Figure 2.

We conclude that Frank copula fits the best wheat for the three different years and this can be confirmed by checking tail dependence coefficients where we find that both estimated lower and upper tail dependence coefficients are null. Figure 2 shows that apparently Normal, Gumbel and Frank copulas match well the observations of maize. For wine, the pairwise Rosenblatt transformed data under different hypotheses show that Frank copula does not fit well the model. However, in terms of empirical quantiles, it fits almost with the theoretical ones.
Figure 2. QQ-plot Pairwise Rosenblatt transformed observations of wheat

2014

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Normal with } \tau = -0.05889119 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Frank with } \tau = -0.05889119 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Gumbel with } \tau = -0.05889119 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Clayton with } \tau = -0.05889119 \)

2015

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Normal with } \tau = -0.1287973 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Frank with } \tau = -0.1287973 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Gumbel with } \tau = -0.1287973 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Clayton with } \tau = -0.1287973 \)

2016

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Normal with } \tau = 0.04397379 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Frank with } \tau = 0.04397379 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Gumbel with } \tau = 0.04397379 \)

Pairwise Rosenblatt transformed observations to test
\( H_0^C : \text{C is Clayton with } \tau = 0.04397379 \)

Key: Colours are orange to white colours for p-values ≥ 5% which is the chosen significant level, and blue to red for p-values ≤ 5%.

4.3 Influence of covariates

4.3.1. Crop insurance purchase and claims

Crop insurance and claims are classified into two binary classes: farmers who purchased or not a crop insurance and farmers who received or not claims. First of all, we use a multivariate analysis of variance (MANOVA) to determine whether these different classes, also their combinations, influence the relationship between prices and yields. In this analysis, the null hypothesis assumes that the class does not affect the couple. The p-value allows to choose classes having a strong effect on the joint distribution. Therefore, we consider a classification according to classes having an impact for each crop and for each year of the study. For all five families tested, Frank copula fits well the observations. Now, to tell whether the classification made according to crop insurance

---

3 Multivariate Analysis of Variance is a statistical test that stands for multivariate analysis of variance for multiple dependent variables.
purchase and claims, is efficient or not, we estimate the parameter of Frank copula $\theta$ and the medial correlation coefficient $\beta$ for each case and notice whether it differs significantly.

Table 2. Dependence measures of the selected (Frank) copula for each classification according to crop insurance purchase and claim classes

<table>
<thead>
<tr>
<th>Year</th>
<th>Class</th>
<th>Wheat</th>
<th>Maize</th>
<th>Wine</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta$</td>
<td>$\rho$</td>
<td>$\beta$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>2014</td>
<td>No insurance</td>
<td>-0.05</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>With insurance</td>
<td>-0.57</td>
<td>-0.09</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>No claims</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td></td>
<td>With claims</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>2015</td>
<td>No insurance</td>
<td>-0.93</td>
<td>-0.15</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>With insurance</td>
<td>-1.17</td>
<td>-0.19</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>No claims</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td></td>
<td>With claims</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>2016</td>
<td>No insurance</td>
<td>0.13</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>With insurance</td>
<td>0.46</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>No claims</td>
<td>0.75</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>With claims</td>
<td>0.14</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Key: values are displayed when significant at a 5% level. n.s. denotes non-significant variables.

Table 2 shows how parameters $\theta$ and $\beta$ change according to MANOVA-relevant classes. We notice that the insured farms are those that have a strong negative dependence $\beta$ between prices and yields, for wheat in 2014/2015 and very strong for wine in particular in 2015/2016. This is due to a perfect match between supply and demand. Indeed, on a perfect market, prices are expected to move downwards when yields are better and vice versa, which means the balance between supply and demand determines the price. This was the case for wheat, as production was at a world record, resulting in lower market prices (as explained earlier). Because wine is a very particular asset, out of global markets, it behaves in a different way, linked to an elastic market impacted by quality and stocks. The correlation becomes positive in 2016 for wheat, while there is no insurance effect for maize.
In conclusion, we note that insured wheat producers are those with the most volatile couple (price, yield), and conversely for wine. This can result in a slight anti-selection effect, because the farmer observes his yields (over the last 3 years for example) and can anticipate a future potential use of crop insurance. We also note that existing crop insurance contracts (which hedge only yield risks) are more adapted to wine than to field crops, as wine prices are determined on productive regions and follow closely yield trend. Conversely, setting up income insurance is more conceptually adapted to cereals rather than wine.

4.3.2. Temperature, precipitation and sunshine deviations

Figure 3 plots the estimated parameter of the copula according to temperature and sunshine deviations for wheat, maize and wine. We extract a relationship between these covariates and the structure of yield and price dependence using Spearman’s ρ. To do so, we use the approach based on the conditional copula estimation described previously. For wheat, Figure 3 displays respectively an increasing function of Spearman’s ρ depending on temperature deviation of 2014 the average of the last five years, a slight upward trend in 2015 but still a negative correlation, and stabilization around a very low dependency in 2016. This means that when the gap increases, wheat yields and prices tend to vary in the same direction.

**Figure 3. Spearman’s ρ conditionally on temperature and sunshine**
Figure 3 represents a downward trend for large number of days of sunshine as in 2015, and an upward trend for little sunshine in 2016 (the difference between this year’s average and the average of the last 5 years is lower than 0). The reason behind this trend is that wheat crops are very sensitive to climate change. In fact, price volatility and the decrease in agricultural yields are linked to natural risks due to record temperatures (2016 was an extremely hot year). Existing studies indicated that yields decline with higher temperatures and decreased precipitation (as in 2016) and increase with higher precipitation (as in 2015) (Pirttioja et al., 2015).

For wine, Figure 3 gives different trends for temperature: a decreasing one for 2014, an increasing one in 2015 and in 2016 with some fluctuations. It is clear that the correlation seems to be negatively very strong when the temperature deviation increases until 1.2 C°. Spearman’s $\rho$ for sunshine deviation tends to decrease for long periods of sunshine. Vines require good sunshine, average high temperatures and regular rainfall for their growth. Solar radiation is an important element of photosynthesis that allows the vine to accumulate reserves (sugars) in its fruits. However, the vine is sensitive to very high temperatures accompanied by long periods of drought because it causes a slowdown or even a halt in the growth of leaves and grapes. Also, in the context of climate change, extreme temperatures reduce the chance to produce a quality wine (White et al., 2006).

5. Conclusion

This paper aimed at modelling the dependence structure between yield and price using a copula model approach. The study used a real data set of French farms extracted from the Farm Accountancy Data Network (FADN) considering two main productions: cereals (wheat and maize) and wine growing.

The results show that the dependence between prices and yields is relatively high and it is described with a Frank Copula, regardless the type of crop. Moreover, the two variables show different types of dependence for each crop, according to events related to the year of the study, whether linked to local climatic change affecting local production and yields, or to global fluctuations of the commodity markets as a result of global production and other external factors. We showed that the dependence structure between prices and yields is unstable for wheat and maize, while wine has always a negative correlation. This reflects the organisation of the wine growing sector, which is structured in terms of territory and quality. This is not the case for wheat and maize, which are completely standard cereals whose prices follow world market trends. On perfect markets, prices and yields use to vary in opposite directions.

This study also examined the effectiveness of existing insurance contracts. The empirical analysis showed that existing crop policies are more suited to wine than to cereals because they hedge directly yield only and not price risks. Indeed, ignoring the dependence between price risk and yield risk could lead to an overestimation of the cereal income risk, in the case of “natural hedge” where income is stabilized due to the negative relationship between crop yields and prices. Conversely, in the case of a positive relationship between yields and prices (for instance, in a low-price market environment), this may lead to an under-hedging of income for the producer. This study also shows that French cereal and wine productions are significantly influenced by extreme weather. Crop yields were sensitive to very high temperatures in 2016.
For future studies, this work offers many insights, such as an overview related to the development and pricing of farm income insurance that would be more suitable for the protection of cereal incomes. The results of this analysis support the idea of combining price and yield risk hedging into a single insurance policy that would provide increased insurance coverage, especially for cereal producers.
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