
HAL Id: hal-02933646
https://inria.hal.science/hal-02933646

Submitted on 14 Oct 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Fully-Connected Neural Network and
Spherical-Harmonics Rotation Invariant Features

improve the estimation of brain tissue microstructure in
Diffusion MRI

Mauro Zucchelli, Samuel Deslauriers-Gauthier, Rachid Deriche

To cite this version:
Mauro Zucchelli, Samuel Deslauriers-Gauthier, Rachid Deriche. Fully-Connected Neural Network and
Spherical-Harmonics Rotation Invariant Features improve the estimation of brain tissue microstructure
in Diffusion MRI. SOPHI.A Summit 2020, Nov 2020, Sophia Antipolis, France. �hal-02933646�

https://inria.hal.science/hal-02933646
https://hal.archives-ouvertes.fr


Fully-Connected Neural Network and Spherical-Harmonics Rotation Invariant 
Features improve the estimation of brain tissue microstructure in Diffusion MRI 

Mauro Zucchelli​1​,  Samuel Deslauriers-Gauthier​1​, and Rachid Deriche​1 

 
1 Athena Project-Team, Inria Sophia Antipolis - Méditerranée, Université Côte d'Azur, France 
 
 
Diffusion Magnetic Resonance Imaging (dMRI) is the only available imaging technique for probing the brain 
tissue microstructure ​in-vivo.​ Through the years, dMRI has been used for both estimating brain connectivity via 
the use of tractography algorithms [1] and to obtain indices that represent numerically the brain tissue 
microstructure. Examples of such indices are the Fractional Anisotropy and Mean Diffusivity [2] which are 
commonly used in clinical practice. In order to better investigate the brain tissue, the dMRI community is 
interested in the estimation of more fine-scaled indices such as the intracellular volume fraction, and the 
extracellular parallel and perpendicular diffusivity. These indices are calculated by fitting a multi-compartment 
non-linear model to the diffusion signal, which has been proved to be challenging [3]. Microstructural indices 
are inherently rotation invariant, meaning for example, that the intracellular volume fraction in a voxel does not 
depend on the orientation of the axonal bundles underneath it. However, dMRI signal is very sensitive to the 
neurons orientation. The same axonal bundle oriented in two different directions has the same microstructural 
indices but completely different diffusion signal.  
To overcome this limitation, our group developed a series of algebraic independent rotation-invariant features 
(RIF) from the diffusion signal Spherical Harmonics (SH) expansion [4]. The use of our RIF in combination with 
multicompartmental models was able to increase the accuracy of the microstructural indices estimation [4]. 
Fully connected neural networks (FC-NN) have also been successfully trained on the diffusion signal in each 
brain voxel to fit microstructural indices [5]. Golkov and colleagues [5] were able to achieve the same 
performance of a multi-compartment model with FC-NN using fewer diffusion signal samples as input.  
In this work, we propose to combine the FC-NN and the new invariants testing if the combination of these two 
approaches improves the estimation of the microstructural indices with respect to each method taken by itself.  
In order to test this hypothesis, we created a set of 300000 synthetic voxels simulated using the state of the art 
multi-compartment models to train 12 FC-NN with an increasing number of perceptrons and hidden layers. The 
output of the networks are three microstructural features, namely the intracellular volume fraction, the 
extracellular parallel diffusivity, and the extracellular perpendicular diffusivity. We considered three inputs for 
the FC-NN: the raw diffusion signal (rds) as in [5], the 15 SH coefficients representing the rds approximated by 
a 4th-order SH, and the 12 RIF derived from the same 15 SH coefficients. We considered FC-NN with 2, 3, 4, 
and 5 hidden layers with 16, 32, 64, and 128 perceptrons per layer respectively. We split the dataset into 80% 
training and 20% testing considering batches of 100 voxels and trained the networks for 100 epochs using the 
Adam optimizer and MSE loss.  
Our results show that all the networks are able to outperform the classical fitting using multi-compartment 
models. 
RIF-based FC-NN is able to obtain better performances with respect to SH-coefficients and signal based 
FC-NN for all the networks with less than 64 perceptrons per hidden layer. Increasing the number of 
perceptrons leads to a convergence of the accuracy of the estimation of the microstructural indices for the 
three networks.  
In conclusion, increasing the number of hidden layers from 2 to 5 leads to a general improvement of the 
estimation of the indices for all the inputs. 
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