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Abstract

A child dies from malaria every two minutes worldwide, according to the World Health Organization. When prescribing antimalarial drugs, a challenging problem for physicians consists in estimating sequestered parasites \textit{Plasmodium falciparum} populations from noisy measurements of circulating parasite concentrations, while handling uncertainty. In this article, we design an interval state estimator for uncertain models of malaria patients. We consider the ubiquitous case in which only intervals of admissible values are available for all parameters in the model except for infection rates, whose bounding values are unavailable. Furthermore, we compute optimal gains for the interval observer by using linear programming to minimize the estimated interval width. We test the observer’s efficiency in simulation for a model and for real measured data collected by the US Public Health Service at the National Institutes of Health laboratories in Columbia, South Carolina and Milledgeville, Georgia.
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1. Introduction

Malaria is an important life-threatening disease that caused 228 million cases of severe illness and resulted in 405 000 deaths worldwide in 2018, according to
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the World Health Organization [1]. The disease is caused by *Plasmodium* parasites, which are spread among the population through bites of infected female *Anopheles mosquitoes*. The most virulent species called *Plasmodium falciparum* are responsible for most malaria-related deaths. Sequestration is characteristic of *Plasmodium falciparum* infections, which is related to the *Plasmodium* life cycle. The cycle begins when a parasite enters the human body. Next, it migrates to the liver and starts to multiply within it. Free forms resulting from this multiplication, the so-called *merozoites*, invade the red blood cells (erythrocytes). The infected erythrocytes grow up during the erythrocytic cycle. At roughly the middle stage of trophozoite development (in 24 hours), molecules on the surface of infected erythrocytes are able to connect to receptors of endothelial cells. An effect of this bind consists of hiding infected erythrocytes within vessels of organs (such as the brain), where they remain until the erythrocytes break and the merozoites are released. During this phase of attachment, called *sequestration*, the infected erythrocytes cannot be detected in the blood flow, they are “sequestered”. Moreover, it is difficult to evaluate a reliable response to antimalarial therapies without knowing a priori the sequestered parasite concentration [2, 3]. Since antimalarial drugs act differently depending on the stage of parasite development, it becomes necessary to estimate sequestered parasites concentrations.

**Related work.** In practice, to determine the stage of infection for a patient, the total parasite concentration \( \sum_{i=1}^{n} y_i \) in the bloodstream is required, with \( y_i \) representing the population of parasites of certain age, from the youngest \( y_1 \) to the oldest \( y_n \) and \( n > 1 \) establishing the grid of age differentiation. However, only the presence of peripheral infected erythrocytes, i.e. the young parasites \( y_1 + y_2 + ... y_k \) for some \( k < n \), also called *circulating*, are detectable on peripheral blood smears. The other ones (sequestered \( y_{k+1},...,y_n \)), which are hidden in some organs like brain and heart, cannot be measured. Nowadays, the concentration of sequestered infected cells cannot be measured directly by clinical methods, and the measurements of circulating parasites are rather costly and corrupted by noise. This reasoning explains why the estimation of sequestered parasite population is an important challenge, with many authors having investigated this issue [4, 5]. The estimation methods that are proposed in the existing literature assume that the exact value of the infection rate parameter \( \beta \) is known. This constitutes a real drawback since \( \beta \) is a highly uncertain parameter and this strong assumption decreases efficiency of the proposed estimators in practice. In contrast, control theory can be used to circumvent this
issue by designing observers. From the control-theoretic perspective, only [5] has designed a pointwise observer to solve this issue. However, [5] assumed that the measurements of circulating parasites are not corrupted by noise and it assumed that exact values are known for uncertainty on the model parameters of patients, which is a real drawback in practice. In addition, [5] has designed an observer that has difficulties to handle positivity of the estimated values (the estimated variables have to take only positive values since all elements of the state vector for infected patient are concentrations).

**Contributions.** The novelty of this paper lies in designing an interval observer to estimate interval of admissible values for sequestered parasites populations, for given uncertainty in patient models[1]. In contrast to [5], we consider, for the first time, patient models in which only intervals of admissible values are available for all parameters except for infection rates, whose bounding values are unavailable. Indeed, in practice, uncertainty plays an important impact and needs to be taken into account. In such a case, a conventional estimator converging to the ideal value of the state cannot be synthesized [7, 8]. Therefore, we design an interval estimator that, using input-output information, evaluates the set of admissible values (interval) for the state at each instant of time. The interval length is proportional to the size of the model uncertainty and has to be minimized by tuning the observer parameters. Several approaches to design interval/set-membership estimators have been proposed [9, 10, 11, 12, 13, 14]. This work is devoted to a subclass of set-membership estimators, the so-called interval observers, whose design is based on the monotone systems theory [15, 12, 16, 17, 18, 19, 20, 21, 22]. In contrast to [5], since the estimated variables take positive values, the obtained estimates provided by our observer take positive values only, which poses an additional constraint to satisfy in this rather complex estimation problem. Instead of selecting the observer gains manually as in [5], we optimize these gains by computing linear programs that can be solved by using standard numerical solvers. In addition, instead of assuming that the value of the parameter $\beta$ is known as in the existing literature, we design an interval observer that does not use such an assumption and we provide a method to estimate lower and upper bounds of this parameter since $\beta$ is a highly uncertain parameter that cannot be obtained from biological considerations in practice [5, 23]. Moreover, only linear systems and unknown
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[1] A preliminary version of this research was presented at ECC 2016 [6].
inputs that have no impact on the output are considered in [24]. In contrast, we consider a nonlinear system with unknown inputs that affect the output in this work, leading us to design upper and lower bounds for the uncertain input before constructing an interval observer for the system.

**Paper organization.** The outline of this paper is as follows. We present the problem statement in Section 2. Section 2 provides some background from the theories of interval estimation, introduces tools to compute norms for signals and systems for the case in which the dynamical model is nonnegative. Section 3 provides some background from the theories of interval estimation, the stability of positive systems and presents some results on non-homogenous sliding mode differentiation. Then, these results are used to design the interval observer after determining upper and lower bounds for the system uncertainties, and to evaluate lower and upper bounds of the uncertain infection rate parameter $\beta$. Section 4 describes an efficient methodology to compute the corresponding observer gains while evaluating the closeness of the estimated bounds to the state. Numerical simulations with selected model and really measured data collected by the US Public Health Service at the National Institutes of Health laboratories in Columbia, South Carolina and Milledgeville, Georgia are described in Section 5.

**Notation:** Throughout the paper, we denote the real numbers by $\mathbb{R}$, $\mathbb{R}_+ = \{\tau \in \mathbb{R} : \tau \geq 0\}$. We denote the cones of positive and nonnegative vectors of dimension $n$ by $\mathbb{R}_{n>0}$ and $\mathbb{R}_n^+$ respectively. We denote Euclidean norm for a vector $x \in \mathbb{R}^n$ as $|x|$, for $A \in \mathbb{R}^{n \times n}$ the corresponding induced matrix norm as $||A||$, and for a measurable and locally essentially bounded input $u : \mathbb{R}_+ \rightarrow \mathbb{R}$ the symbol $||u||_{[t_0,t_1]}$ denotes its $L_\infty$ norm

$$||u||_{[t_0,t_1]} = ess \sup_{t \in [t_0,t_1]} |u(t)|,$$

if $t_0 = 0$ and $t_1 = +\infty$ we simply write $||u||_{\infty}$. We denote as $\mathcal{L}_\infty$ the set of all inputs $u$ with the property $||u||_{\infty} < \infty$. The symbols $I_n$, $1_{n \times m}$ and $1_p$ denote the identity matrix with dimension $n \times n$, the matrix with all elements equal 1 with dimensions $n \times m$ and $p \times 1$, respectively. For two vectors $x_1, x_2 \in \mathbb{R}^n$ or matrices $A_1, A_2 \in \mathbb{R}^{n \times n}$, the relations $x_1 \leq x_2$ and $A_1 \leq A_2$ are understood elementwise. The relation $P < 0$ ($P > 0$) means that the matrix $P \in \mathbb{R}^{n \times n}$ is negative (positive) definite. A matrix $A \in \mathbb{R}^{n \times n}$ is Hurwitz if all its eigenvalues have negative real parts; it is called Metzler if all its elements outside of the main
diagonal are nonnegative, \( i.e. \) if there is \( s > 0 \) such that \( sI_n + A \geq 0 \). Given a matrix \( A \in \mathbb{R}^{m \times n} \), define \( A^+ = \max\{0, A\} \) applied elementwise, \( A^- = A^+ - A \) (the same for vectors) and denote the matrix of absolute values of all elements by \( |A| = A^+ + A^- \). We denote the set of diagonal matrices of dimension \( n \) by \( \mathbb{D}^n \) and the subsets of those with positive diagonal entries and nonnegative entries, respectively, by \( \mathbb{D}^n_{>0} \) and \( \mathbb{D}^n_{\geq 0} \).

2. Problem statement and preliminary results

Although in practice, the exact number of stages of parasitized erythrocytes is usually unknown, five main stages by simple morphology can be distinguished: young ring, old ring, trophozoite, early schizont and late schizont [5]. Hence, we reasonably assume that the parasitized erythrocytes population within the host is divided in 5 different stages: \( y_1, y_2, y_3, y_4 \) and \( y_5 \). The first two stages (\( y_1 \) and \( y_2 \)) stand for the concentration of the free circulating parasitized erythrocytes and the last three stages correspond to the sequestered ones. The healthy cells \( x \) are generated with a constant recruitment \( \Lambda \) from the thymus and get infected by an effective contact with a merozoite \( m \). During the late stage of infected cells, the erythrocyte ruptures and sets free \( r \) merozoites.

We assume that one can measure the concentration of circulating parasitaemia, \( i.e. \) \( y_1 + y_2 \). The main goal of this paper is to determine an estimate of the concentration of the sequestered parasitaemia, \( i.e. \) \( y_3 + y_4 + y_5 \). The following system is used to describe the dynamics of the parasitized erythrocytes for all \( t \geq 0 \), [5, 6]:

\[
\begin{align*}
\dot{z}(t) &= A(t)z(t) + E\beta(t)x(t)m(t) + e_1\Lambda(t), \\
Y(t) &= Cz(t) + v(t),
\end{align*}
\]

where \( z = (x, y_1, \ldots, y_5, m)^T \in \mathbb{R}_+^7 \) is the state vector and \( Y \in \mathbb{R}_+ \) is the measured output, \( v \in \mathcal{L}_\infty \) is the measurement noise, \( ||v||_\infty \leq V \) for some known \( V > 0 \); \( y_1 \) and \( y_2 \) represent the concentrations of free circulating parasitized erythrocytes and \( y_3, y_4, y_5 \) stand for the sequestered ones; \( x \) corresponds to the concentration of healthy cells, and \( m \) is the concentration of merozoites; \( \Lambda(t) \in \mathbb{R}_+ \), \( \Lambda \in \mathcal{L}_\infty \) represents the recruitment of the healthy Red Blood Cells (RBC) and \( \beta(t) \in \mathbb{R}_+ \), \( \beta \in \mathcal{L}_\infty \) is the rate of infection of RBC by merozoites.

Note that in contrast to [5], we consider the practical and more realistic case in which the measurement output \( Y \) is corrupted by noise. The variables \( \beta(t) \)
and \( \Lambda(t) \) serve as exogenous uncertain inputs in (1). We define the time-varying matrix \( A(t) \) and the constant matrices \( C, E, e_1 \) as follows

\[
C = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
E = \begin{bmatrix}
-1 & 1 & 0 & 0 & 0 & 0 & -1
\end{bmatrix}^T,
\]

\[
e_1 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T,
\]

\[
A(t) = \begin{bmatrix}
-\mu_x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\mu_1 - \gamma_1 & 0 & 0 & 0 & 0 & 0 \\
0 & \gamma_1 & -\mu_2 - \gamma_2 & 0 & 0 & 0 & 0 \\
0 & 0 & \gamma_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\mu_3 - \gamma_3 & 0 & 0 & 0 & 0 & 0 & 0 \\
\gamma_3 & -\mu_4 - \gamma_4 & 0 & 0 & 0 & 0 & 0 \\
0 & \gamma_4 & -\mu_5 - \gamma_5 & 0 & 0 & 0 & 0 \\
0 & 0 & r\gamma_5 & -\mu_m & 0 & 0 & 0
\end{bmatrix},
\]

where \( \mu_x > 0 \) is the natural death rate of healthy cells; \( \mu_i > 0 \) is the natural death rate of \( i^{th} \) stage of infected cells, \( \gamma_i > 0 \) represents the transition rate from \( i^{th} \) stage to \((i+1)^{th}\) stage of infected cells, \( i = 1, \ldots, 5; r > 0 \) correspond to the number of merozoites released by the late stage of infected cells, \( \mu_m > 0 \) stand for the natural death rate of merozoites.

The time-varying parameters \( \mu_x, \mu_i, \gamma_i, r \) and \( \mu_x \) have different values for different patients and they vary with time for each patient. Therefore, we assume that the instant value of \( A(t) \) is unavailable and

\[
\underline{A} \leq A(t) \leq \overline{A} \quad \forall t \geq 0
\]

for some known Hurwitz and Metzler matrices \( \underline{A}, \overline{A} \in \mathbb{R}^{7 \times 7} \) due to the structure of \( A(t) \). Such a hypothesis is rather natural since on-line identification of these parameters is complicated and the shape of dependence of these parameters
on time is unknown. In a similar way, we assume that for the healthy RBC recruitment $\Lambda(t)$, the values $\underline{\Lambda}, \overline{\Lambda} \in \mathbb{R}_+$ are given such that

$$\underline{\Lambda} \leq \Lambda(t) \leq \overline{\Lambda} \forall t \geq 0.$$  

Furthermore, we assume that for $\beta(t)$, there is no confidence interval since its instant value is highly uncertain in practice.

Moreover, we suppose that the measurement of the circulating *Plasmodium* concentration, *i.e.* $Y = y_1 + y_2 + v$ is obtained with a noise $v$, while estimation of the sequestered one $Z = y_3 + y_4 + y_5$ is required. We need the following assumption in the sequel to ensure nonnegativity and boundedness for the state vector $z(t)$ of (1) since it represents concentrations.

**Assumption 1.** The state $z(t)$ of (1) is nonnegative and is bounded ($z(t) \in \mathcal{L}^\infty_\infty$) for all $t \geq 0$.

The goal of this article is to design an interval observer, *i.e.*, state signal bounds $0 \leq \underline{z}(t) \leq z(t) \leq \overline{z}(t)$, for all $t \geq 0$, in order to estimate $Z(t)$. We aim to design this interval observer such that the interval $\overline{z}(t) - \underline{z}(t)$ is as tight as possible to obtain an accurate state estimation.

### 3. Interval observer design

In this section, we design an interval estimator for the patient’s model (1). We assume that neither $\beta(t)$ nor its bounding values are available, which makes the estimation problem more challenging but more realistic [5, 23, 6]. First, we determine upper and lower bounds for an auxiliary uncertain input for (1). Next, we design an interval observer for the model (1) providing a lower $\underline{z}(t)$ and an upper $\overline{z}(t)$ bounds for $z(t)$. We prove the inclusion relation $0 \leq \underline{z}(t) \leq z(t) \leq \overline{z}(t), \forall t \geq 0$. Finally, we evaluate bounds for $\beta(t)$.

Define an auxiliary uncertain input for (1):

$$w(t) = \beta(t)x(t)m(t),$$

which is a new unmeasurable variable. By using the equation (1), we deduce that

$$w(t) = ((CE)^TCE)^{-1}(CE)^T(C\dot{z}(t) - CA(t)z(t) - C\epsilon_1\Lambda(t)), $$

where $C\dot{z}$ is proportional to the derivative of the output $\dot{Y}$. By using the structure of the patient’s model (1), one can notice that $CE = 1$. To design lower
and upper bounds for the uncertain input \( w \), we need to estimate the derivative \( \dot{z} \). For this purpose, we will use the following non-homogenous sliding mode differentiator: consider a measured signal \( \hat{y}(t) = y(t) + \nu(t) \), where \( y : \mathbb{R}_+ \to \mathbb{R} \) is a signal to be differentiated and \( \nu \in \mathcal{L}_\infty \) represents a bounded measurement noise, then a differentiation algorithm can be formulated in the form

\[
\begin{align*}
\dot{x}_1 &= -\alpha \sqrt{|x_1 - \hat{y}(t)|} \text{sign}(x_1 - \hat{y}(t)) + x_2, \\
\dot{x}_2 &= -\rho \text{sign}(x_1 - \hat{y}(t)) - \chi \text{sign}(x_2) - x_2, \\
x_1(0) &= \hat{y}(0), \ x_2(0) = 0,
\end{align*}
\]

where \( x_1, x_2 \in \mathbb{R} \) represent the state variables of the system (2), \( \alpha, \rho \) and \( \chi \) are the tuning parameters with \( \alpha > 0 \) and \( \rho > \chi \geq 0 \). The variable \( x_1(t) \) stands for an estimate of the function \( y(t) \), and \( x_2(t) \) corresponds to an estimate of \( \dot{y}(t) \). Hence, the system (2) has \( \hat{y}(t) \) as the input and \( \dot{\hat{y}}(t) = x_2(t) \) as the output.

**Lemma 1.** \cite{25} Let \( \hat{y}, \nu \in \mathcal{L}_\infty \). There exist \( \alpha > 0 \) and \( \rho > \chi \geq 0 \) such that \( x_1, x_2 \in \mathcal{L}_\infty \) and there exist \( T_0 > 0, c_1 > 0 \) and \( c_2 > 0 \)

\[
|x_2(t) - \dot{y}(t)| \leq \sqrt{c_1||\nu||_\infty} + \sqrt{c_2||\nu||_\infty} \quad \forall t \geq T_0.
\]

For information on estimates on \( T_0 > 0, c_1 > 0, c_2 > 0 \) and guidelines for tuning \( \alpha, \rho, \chi \), we refer an interested reader to \cite{25}.

**Remark 1.** The differentiator (2) provides us essentially with an on-line estimate of the derivative of a noisy signal. The advantages of the differentiator (2) consist in its simplicity of evaluation of the estimation error convergence time, accuracy of derivative calculation and robustness against a non-differentiable noise of any amplitude (the Lyapunov function method was used to achieve these goals in \cite{25}). These advantages are very useful, especially for numerical simulations with non-differentiable noise (see Section 5).

By applying Lemma 1 and the differentiator (2), we determine an estimate \( \hat{Y} \) of \( C \dot{z} \) (or \( \dot{Y} \)) such that for all \( t \geq 0 \)

\[
\dot{Y}(t) = \hat{Y}(t) + v'(t),
\]

where \( v' \in \mathbb{R} \) represents an error of differentiation of the noisy output \( Y \), and \( ||v'||_\infty < V' \) for some known \( V' > 0 \) according to Lemma 1 (\( v' \) can be viewed as a kind of measurement noise for \( \dot{Y} \)).
Next, we review some basic facts about interval estimation and positive systems, which are needed in the following.

Lemma 2. [17] Let \( x \in \mathbb{R}^n \) be a vector variable, \( \underline{x} \leq x \leq \bar{x} \) for some \( \underline{x}, \bar{x} \in \mathbb{R}^n \). If \( A \in \mathbb{R}^{m \times n} \) is a constant matrix, then

\[
A^+ \underline{x} - A^- \bar{x} \leq Ax \leq A^+ \bar{x} - A^- \underline{x}. \tag{3}
\]

(2) If \( A \in \mathbb{R}^{m \times n} \) is a matrix variable and \( \underline{A} \leq A \leq \bar{A} \) for some \( \underline{A}, \bar{A} \in \mathbb{R}^{m \times n} \), then

\[
A^+ \underline{x} - \bar{A}^+ \bar{x} - A^- \underline{x} + \bar{A}^- \underline{x} \leq Ax \leq \bar{A}^+ \bar{x} - A^- \bar{x} + \bar{A}^- \underline{x} \tag{4}
\]

Moreover, if \( -\bar{A} = A \leq 0 \leq \underline{A} \), then one can simplify the inequality (4) as

\[-\bar{A}(\underline{x} + \underline{z}) \leq Ax \leq \bar{A}(\bar{x} + \bar{z})\].

Lemma 3. [26, 27] Consider the following linear time-invariant (LTI) system

\[
\begin{align*}
\dot{x} &= A x + B \omega(t), \quad \omega : \mathbb{R}_+ \to \mathbb{R}^q, \\
y &= C x + D \omega(t),
\end{align*}
\tag{5}
\]

where \( x \in \mathbb{R}^n \), \( y \in \mathbb{R}^p \) and the matrix \( A \in \mathbb{R}^{n \times n} \) is Metzler. Any solution of the LTI system (5) is elementwise nonnegative for all \( t \geq 0 \) provided that \( x(0) \geq 0 \) and \( B \in \mathbb{R}^{n \times q}_+ \). Also, the output solution \( y(t) \) of such a system is nonnegative if \( C \in \mathbb{R}^{p \times n}_+ \) and \( D \in \mathbb{R}^{p \times q}_+ \). A dynamical system satisfying all these restrictions is called cooperative (monotone) or nonnegative.

For the patient’s model (1), assume that the estimates \( \underline{z}(t) \) and \( \bar{z}(t) \) are available such that \( 0 \leq \underline{z}(t) \leq z(t) \leq \bar{z}(t) \) for all \( t \geq 0 \). By applying Lemma 2 since the matrix \( C \) is nonnegative, we obtain the following relations for \( t \geq 0 \):

\[
w(t) \leq w(t) \leq \bar{w}(t), \tag{6}
\]

where \( w = \hat{Y} - V' - C e_1 \bar{X} - (C \bar{A})^+ \underline{z} + (C \bar{A})^- \bar{z} \) and \( \bar{w} = \hat{Y} + V' - C e_1 \underline{A} - (C \underline{A})^+ \underline{z} + (C \underline{A})^- \bar{z} \).
Then an interval observer equations for (1) take the form

\[ \zeta(t) = A \zeta(t) + \epsilon_1 \Lambda + E^+ w(t) - E^- w(t) + L(Y(t) - C \zeta(t)) - |L| V, \]

where \( \zeta \in \mathbb{R}^7 \) and \( \bar{\zeta} \in \mathbb{R}^7 \) represent respectively the lower and the upper interval estimates for the state \( z; \zeta, \bar{\zeta} \in \mathbb{R}^7 \) is the state of (7).

We select the observer gains \( L \in \mathbb{R}^{7 \times 1}, L \in \mathbb{R}^{7 \times 1} \) such that the matrices \( A - LC \) and \( A - L \) are Hurwitz and Metzler, to ensure positivity and asymptotic stability for the error dynamics (Lemma 3). Observer gains that satisfy such conditions exist since the matrices \( A \) and \( A \) are Hurwitz and Metzler by construction (for example \( L = L = 0 \) is an admissible choice).

**Theorem 1.** Let the Assumption [1] be satisfied. The estimates \( \underline{z}(t) \) and \( \overline{z}(t) \) given by (7) yield the relations

\[ 0 \leq \underline{z}(t) \leq z(t) \leq \overline{z}(t) \quad \forall t \geq 0 \]  

for all \( t \in \mathbb{R}_+ \) provided that \( 0 \leq \underline{z}(0) \leq z(0) \leq \overline{z}(0) \).

**Proof.** We rewrite the equation (1) as follows

\[ \dot{z} = (A' - LC)z + (A(t) - A')z + Ew + \epsilon_1 \Lambda + LY - Lv \]

for some \( A' \in \mathbb{R}^{7 \times 7} \) (\( A \) or \( A \)) and \( L \in \mathbb{R}^{7 \times 1} \) (\( L \) or \( L \)). Define the errors \( \epsilon(t) = z(t) - \zeta(t), \bar{\epsilon}(t) = \bar{\zeta}(t) - z(t) \), then the error dynamics obey the equations

\[ \dot{\epsilon}(t) = (A - LC)\epsilon(t) + g(t), \]

\[ \dot{\bar{\epsilon}}(t) = (A - L \bar{\epsilon})\bar{\epsilon}(t) + \bar{g}(t), \]  

(9)
where

\[
g = (A(t) - A)z + Ew - E^+w + E^-w + e_1(A - \Lambda) - Lv + |L|V,
\]

\[
\bar{g} = (\bar{A} - A(t))z + E^+w - E^-w - Ew + e_1(\bar{A} - \Lambda) + \bar{L}v + |\bar{L}|V.
\]

By applying Lemma 2, we conclude that \(g(t) \geq 0, \bar{g}(t) \geq 0 \forall t \geq 0\). Since the matrices \(\bar{A} - LC\) and \(\bar{A} - LA\) are Metzler, we deduce by applying the Lemma 3 that \(\varepsilon(t) \geq 0\) and \(\tau(t) \geq 0\) since \(\varepsilon(0) \geq 0\) and \(\tau(0) \geq 0\) (the system (9) is cooperative). Consequently, the order relation \(\zeta(t) \leq z(t) \leq \bar{z}(t)\) is satisfied for all \(t \geq 0\). Hence (8) is true by construction of \(\bar{z}, \bar{z}\).

The obtained interval estimates \(\bar{z}, \bar{z}\) are nonnegative as the state \(z\) is. To conclude this section, recall that apart from [5], estimation approaches in the existing literature assume that the value of the infection rate parameter \(\beta\) is known, whereas this parameter is highly uncertain in practice. To circumvent this issue, our interval observer (7) does not impose such an assumption. Moreover, we use an estimation method that allows lower and upper bounds of \(\beta\) to be evaluated when \(x_m \neq 0\) (and then \(\bar{x}_m \neq 0\)). We deduce from (6) that for all \(t \geq 0\)

\[
\underline{\beta}(t) \leq \beta(t) \leq \overline{\beta}(t),
\]

with

\[
\underline{\beta} = (x_m)^{-1}(\dot{Y} - V' - C e_1 \bar{A})
\]

\[
- (C \bar{A})^+ \bar{z} + (C \bar{A})^- \bar{z},
\]

\[
\overline{\beta} = (x_m)^{-1}(\dot{Y} + V' - C e_1 \bar{A})
\]

\[
- (C \bar{A})^+ \bar{z} + (C \bar{A})^- \bar{z}.
\]

Notice that when \(x_m\) is close to 0 (and then \(\bar{x}_m\) is close to 0), the estimates \(\underline{\beta}\) and \(\overline{\beta}\) become conservative.

Assumption 1 implies that the state vector \(z\) is a finite vector \((z \in L^\infty)\). Next, we introduce conditions that are efficiently computable by using linear programming and under which the interval observer is stable, \(i.e.,\) the estimates \(\bar{z}, \bar{z} \in L^\infty\).
4. Computational considerations

The result of Theorem 1 does not indicate a way how the corresponding observer gains $L, \bar{L}$ can be computed to ensure boundedness for $\bar{z}, \bar{\pi}$. Hence, we need to develop an efficient method to solve this issue. We aim at computing observer gains that minimize the estimation errors $z - \bar{z}$ and $\pi - \bar{\pi}$.

Our approach consists in computing the observer gains $L, \bar{L}$ as solutions of an optimization problem of the $L_\infty$ gain of the interval estimation error dynamics [28]. For this purpose, let us introduce upper $Z(t)$ and lower $\bar{Z}(t)$ estimates for the variable of interest $Z(t)$:

$$Z(t) = \sum_{i=4}^{6} \zeta_i(t), \quad \bar{Z}(t) = \sum_{i=4}^{6} \bar{\zeta}_i(t),$$

and the corresponding estimation errors

$$\epsilon(t) = Z(t) - Z(t) = \sum_{i=4}^{6} e_i(t),$$

$$\bar{\epsilon}(t) = \bar{Z}(t) - Z(t) = \sum_{i=4}^{6} \bar{e}_i(t).$$

Considering $\epsilon(t), \bar{\epsilon}(t)$ as the outputs for the error system (9) we can rewrite it as follows

$$\dot{\epsilon}(t) = (A - LC)e(t) + \omega(t) + L^+(V - v) + L^-(V + v),$$

$$\bar{\epsilon}(t) = \Theta \epsilon(t),$$

$$\dot{\bar{\epsilon}}(t) = (A - \bar{L}C)\bar{\epsilon}(t) + \bar{\omega}(t) + \bar{L}^+(V + v) + \bar{L}^-(V - v),$$

$$\bar{\epsilon}(t) = \Theta \bar{\epsilon}(t),$$

where

$$\Theta = [0 0 0 1 1 1 0],$$

$$\omega = (A(t) - \bar{A})z + Ew - E^+w$$

$$+ E^-w + e_1(\Lambda - \bar{\Lambda}),$$

$$\bar{\omega} = (\bar{A} - A(t))z + E^+\bar{w} - E^-\bar{w}$$

$$- Ew + e_1(\bar{\Lambda} - \Lambda).$$
Define
\[
\varsigma = \begin{bmatrix} \omega \\ V - v\end{bmatrix}, \quad \xi = \begin{bmatrix} \omega \\ V + v\end{bmatrix}.
\]

We aim at selecting observer gains \( L \), \( \bar{L} \) that minimize the \( L_\infty \) gain (peak-to-peak gain) from \( \varsigma \) to \( \xi \) in (11) and from \( \varsigma \) to \( \tau \) in (12). Notice that these systems are nonnegative since the matrices \( \bar{A} - L \bar{C} \) and \( A - \bar{L} C \) are Metzler (Lemma 3).

First, we review some basic facts and definitions about the \( L_\infty \) gain of nonnegative systems [29, 30, 28]. We denote the output signal of the system (5) with the initial condition \( x(0) = 0 \) and the input \( \omega \) as \( y := G\omega \), where \( G(s) = C(sI_n - A)^{-1}B \) is the corresponding transfer function.

**Definition 1.** For the system (5), its input-output \( L_\infty \) gain is defined as
\[
\sup_{\|\omega\|_\infty = 1} \|G\omega\|_\infty.
\]

The next result presents a way for efficient evaluation of this gain:

**Theorem 2.** [28] Let the matrix \( A \in \mathbb{R}^{n \times n} \) be Metzler and \( B \in \mathbb{R}^{n \times q} \), \( C \in \mathbb{R}^{p \times n} \), \( D \in \mathbb{R}^{p \times q} \). For a scalar \( \gamma > 0 \) the following statements are equivalent:

(a) The nonnegative LTI system (3) is asymptotically stable for \( \omega = 0 \) and its \( L_\infty \) gain is strictly less than \( \gamma \).

(b) The following Linear Program (LP) is feasible:

There exists \( \lambda \in \mathbb{R}^n_+ \) such that
\[
\begin{bmatrix}
A\lambda + B1_q \\
C\lambda - \gamma 1_p + D1_q
\end{bmatrix} < 0. \quad (13)
\]

Theorem 2 constitutes the basis for the optimization of the interval observer gains \( L, \bar{L} \) using linear programming, as developed in Proposition 1 below. Notwithstanding that one can derive this proposition by using arguments from Theorem 14 in [28], we provide direct proofs in this article for clarity and completeness of exposition. To this end the following theorem about stability of Metzler matrices is needed:

**Theorem 3.** [28] Let a matrix \( A \in \mathbb{R}^{n \times n} \) be Metzler. The following statements are equivalent:

(a) The matrix \( A \) is Hurwitz.

(b) There exists \( h \in \mathbb{R}^n_0 \) such that \( Ah < 0 \).

(c) There exists \( h \in \mathbb{R}^n_0 \) such that \( h^T A < 0 \).
Next, we derive a more suitable version of the LP (13) for the scenario in which $D = 0$ and the system (5) has a single output by using Theorem 3:

**Theorem 4.** Consider the system (5) and let the matrix $A \in \mathbb{R}^{n \times n}$ be Metzler and $B \in \mathbb{R}^{n \times q}$, $C \in \mathbb{R}^{1 \times n}$, $D = 0$. For a scalar $\gamma > 0$ the following statements are equivalent:

(a) The nonnegative LTI system (5) is asymptotically stable and its $L_\infty$ gain is strictly less than $\gamma$.

(b) The following Linear Program (LP) is feasible:

\[
\text{There exists } \Omega \in \mathbb{D}_{>0} \text{ such that } 1^T_{n+1} \begin{bmatrix} \Omega A & \Omega B_{1q} \\ C & -\gamma \end{bmatrix} < 0. \tag{14}
\]

**Proof.** For the case in which $D = 0$ and $p = 1$, the LP (13) is equivalent to

\[
\text{There exists } \lambda \in \mathbb{R}^n_{>0} \text{ such that } \begin{bmatrix} A & B_{1q} \\ C & -\gamma \end{bmatrix} \lambda < 0. \tag{15}
\]

One can remark that in (15), the matrix in the left-hand side is Metzler since $A \in \mathbb{R}^{n \times n}$ is Metzler, $B \in \mathbb{R}^{n \times q}$ and $C \in \mathbb{R}^{1 \times n}$. We deduce by applying Theorem 3 that the LP (15) can be replaced by

\[
\text{There exists } \varsigma \in \mathbb{R}^{n+1}_{>0} \text{ such that } \varsigma^T \begin{bmatrix} A & B_{1q} \\ C & -\gamma \end{bmatrix} < 0.
\]

Then, the following LP can be obtained by normalizing the vector $\varsigma$

\[
\text{There exists } \kappa \in \mathbb{R}^n_{>0} \text{ such that } \begin{bmatrix} \kappa \\ 1 \end{bmatrix}^T \begin{bmatrix} A & B_{1q} \\ C & -\gamma \end{bmatrix} < 0. \tag{16}
\]

By using the identity

\[
\begin{bmatrix} \kappa \\ 1 \end{bmatrix}^T = 1^T_{n+1} \begin{bmatrix} \Omega \\ 0 \\ 0 \\ 1 \end{bmatrix},
\]

while writing $\kappa = \Omega n$ with $\Omega = \text{diag}\{\kappa\}$, the result (14) can be deduced directly from (16).

Next, we solve the problem of selecting the observer gains $L, \bar{L}$ that minimize the $L_\infty$ gains of the estimation errors dynamics. First, we derive the following
Proposition 1. Let the Assumption [1] be satisfied and the matrices \((\mathbf{A} - \mathbf{L} \mathbf{C})\) and \((\mathbf{A} - \mathbf{L} \mathbf{C})\) be Metzler. The \(L_\infty\) gain of the system [11] with input \(\varsigma\) and output \(\epsilon\) is smaller than \(\gamma > 0\) if there exists \(\mathbf{\Omega} \in \mathbb{D}_{>0}\) such that

\[
\begin{bmatrix}
\mathbf{\Omega}(\mathbf{A} - (\mathbf{L}^+ - \mathbf{L}^-) \mathbf{C}) & \mathbf{\Omega}\mathbf{\Pi}_1 \\
\mathbf{\Theta} & -\gamma \\
\end{bmatrix} < 0,
\]

\[\Pi_1 = \mathbf{1}_7 + \mathbf{L}^+ + \mathbf{L}^-.
\]

The \(L_\infty\) gain of the system [12] with input \(\varsigma\) and output \(\epsilon\) is smaller than \(\gamma > 0\) if there exists \(\mathbf{\Omega} \in \mathbb{D}_{>0}\) such that

\[
\begin{bmatrix}
\mathbf{\Omega}(\mathbf{A} - (\mathbf{L}^+ - \mathbf{L}^-) \mathbf{C}) & \mathbf{\Omega}\mathbf{\Pi}_2 \\
\mathbf{\Theta} & -\gamma \\
\end{bmatrix} < 0,
\]

\[\Pi_2 = \mathbf{1}_7 + \mathbf{L}^+ + \mathbf{L}^-.
\]

Moreover, when the conditions (17)–(18) occur, \(\zeta, \zeta \in \mathcal{L}_\infty^7\) and so \(\zeta, \zeta \in \mathcal{L}_\infty^7\) provided that

\[
\gamma < \frac{1}{\|E^+(CA)^- + E^-(CA)^+\|}, \quad \gamma < \frac{1}{\|E^+(CA)^- + E^-(CA)^+\|},
\]

\[
2\gamma < \frac{1}{\|E^-(CA)^- + E^+(CA)^+\|} \|E^+(CA)^+ + E^-(CA)^-\|}.
\]

Proof. By definition, we get \(\mathbf{L} = \mathbf{L}^+ - \mathbf{L}^-\) and \(\mathbf{L} = \mathbf{L}^+ - \mathbf{L}^-\). Since the error systems [11] and [12] are nonnegative, one can deduce the following LPs directly by using [14]:

\[
\begin{bmatrix}
\mathbf{\Omega}(\mathbf{A} - (\mathbf{L}^+ - \mathbf{L}^-) \mathbf{C}) & \mathbf{\Omega}\mathbf{B}_1 \\
\mathbf{\Theta} & -\gamma \\
\end{bmatrix} < 0,
\]

\[\mathbf{B}_1 = \begin{bmatrix} \mathbf{1}_7 & \mathbf{L}^+ & \mathbf{L}^- \end{bmatrix},\]
and
\[
\begin{bmatrix}
\mathbf{1}_T^T \\
\mathbf{1}_T \\
\end{bmatrix}
\begin{bmatrix}
\Omega(\mathbf{A} - (\mathbf{T}^+ - \mathbf{T}^-)C) - \Omega \mathbf{B}_2 \\
\Theta - \gamma
\end{bmatrix} < 0,
\]
\[
\mathbf{B}_2 = \begin{bmatrix} I_\gamma & \mathbf{T}^+ & \mathbf{T}^- \end{bmatrix}.
\]

Furthermore, it can be inferred from Theorem 2 that the internal error dynamics (11) and (12) are stable, and the small-gain conditions imposed on \( \gamma \) and \( \tau \) take into account the nonlinearities appeared in \( \omega \) and \( \omega' \), which implies that \( \bar{\zeta}, \bar{\pi} \in \mathcal{L}_\infty^\gamma \). We conclude that \( \bar{\zeta}, \bar{\pi} \in \mathcal{L}_\infty^\gamma \) since \( z \in \mathcal{L}_\infty^\gamma \) by Assumption 1. It can be inferred that \( \bar{z}, \bar{\pi} \in \mathcal{L}_\infty^\gamma \).

The next theorem optimizes the interval observer gains \( L, T \):

**Theorem 5.** Consider the following optimization problems under linear inequalities constraints with respect to \( \Omega, \bar{\Omega} \in \mathbb{D}_+ \), \( U_1, U_2, U_3, U_4 \in \mathbb{R}_+^{T \times 1} \), \( \gamma, \tau \in \mathbb{R}_+ \) and auxiliary diagonal matrices \( \Gamma_1, \Gamma_2 \in \mathbb{D}_+^{T \times T} \):

\[
\inf \gamma \quad s.t. \begin{bmatrix}
\Omega \mathbf{A} - (U_1 - U_2)C & \Psi_1 \\
\Theta & -\gamma
\end{bmatrix} < 0,
\]
\[
\Psi_1 = U_1 + U_2 + \Omega \mathbf{1}_\gamma,
\]
\[
\Omega \mathbf{A} - (U_1 - U_2)C + \Gamma_1 > 0,
\]
\[
\gamma > 0, U_1, U_2 > 0,
\]
\[
\Omega \mathbf{1}_\gamma > 0, \Gamma_1 \mathbf{1}_\gamma \geq 0,
\]
and

\[
\inf_{\tau, \Omega, U_3, U_4, \Gamma_2} \gamma, \quad \text{s.t.} \quad \begin{bmatrix} \Omega \bar{A} - (U_3 - U_4)C & \Psi_2 \\ \Theta & -\gamma \end{bmatrix} < 0, \tag{25}
\]

\[
\Psi_2 = U_3 + U_4 + \Omega \mathbf{1}_7, \tag{26}
\]

\[
\Omega \bar{A} - (U_3 - U_4)C + \Gamma_2 > 0, \tag{27}
\]

\[
\tilde{\gamma} > 0, U_3, U_4 > 0, \tag{28}
\]

\[
\Omega \mathbf{1}_7 > 0, \Gamma_2 \mathbf{1}_7 > 0. \tag{29}
\]

Then, we can compute the optimal gains \( L_1, L_2 \) for the interval observer \([7]\) as follows

\[
L_1^* = (\Omega^* \mathbf{1}_7)^{-1} (U_1^* - U_2^*),
\]

\[
L_2^* = (\Omega^* \mathbf{1}_7)^{-1} (U_3^* - U_4^*),
\]

where \( \Omega^* \), \( U_1^* \) and \( U_2^* \) are optimal solutions of the problem \([19] - [24] \) and \( \Omega^*, U_3^* \) and \( U_4^* \) are optimal solutions of the problem \([25] - [30] \).

Proof. We obtain the linear inequalities \([20] \) and \([26] \) by substituting

\[
U_1 = \Omega L^+, U_2 = \Omega L^-, U_3 = \Omega \mathbf{1}_7^+, U_4 = \Omega \mathbf{1}_7^-
\]

in \([17] - [18] \). The constraints \([22] \) and \([28] \) are equivalent to say that the matrices \((\bar{A} - LC)\) and \((\bar{A} - LC)\) are Metzler, while the constraints \([24] \) and \([30] \) are equivalent to say that \( \Omega \in \mathbb{D}_+^7 \), \( \Gamma_1 \in \mathbb{D}_+^7 \), and \( \Omega \in \mathbb{D}_+^7 \), \( \Gamma_2 \in \mathbb{D}_+^7 \).


Next, we demonstrate efficiency of the proposed interval observer and the tuning procedure in simulation and using a real data.

5. Simulation of the interval observer

In this section, first, the result of numerical simulations are reported for the model \([1]\). Next, we validate the efficiency of the approach by using real data measured for an infected patient.
5.1. Model simulations

Parameters of the matrix $A(t)$ have the following constant values for patients without fever, i.e. at $37^\circ C$ as in [5]:

$$
\begin{align*}
\gamma_1 &= 1.96, \quad \gamma_2 = 3.78, \quad \gamma_3 = 2.85, \quad \gamma_4 = 1.76, \quad \gamma_5 = 3.26; \\
\mu_1 &= 0, \quad \mu_2 = 1.86, \quad \mu_3 = 0, \quad \mu_4 = 0.1, \quad \mu_5 = 0; \\
\mu_x &= \frac{1}{120}, \quad r = 16, \quad \mu_m = 72.
\end{align*}
$$

(31)

Consider the case in which admissible deviations of these parameters from the nominal values are given above $\sigma\%$ (where $\sigma$ is an adjusted parameter). Therefore, we determine the matrices $A$ and $\overline{A}$. The healthy RBC recruitment’s nominal value is $\Lambda_0 = 5 \times 10^6$ cells$\mu l^{-1}$day$^{-1}$ (as in [5], the volume unit considered is micro-liter ($\mu l$) and the time unit is day) with admissible deviations $\pm 20\%$, i.e.

$$
0.8\Lambda_0 = A \leq \Lambda(t) \leq \overline{A} = 1.2\Lambda_0 \forall t \geq 0.
$$

For an abstract model simulations, we use the following values

$$
\begin{align*}
\Lambda(t) &= \text{rand}(0.8\Lambda_0, 1.2\Lambda_0) \\
\beta(t) &= 10^{-6}(1 + 0.25\sin(5t))e^{\text{mod}^2(t, 2.5 + 0.5\sin(0.25t))}, \\
v(t) &= \text{rand}(-V, V), \quad V = 100, \\
A(t) &= \sin^2(3t)A + \cos^2(3t)\overline{A},
\end{align*}
$$

(32)

where $\text{rand}(a,b)$ provides us with independent random numbers that follows a continuous uniform distribution over the interval $[a,b]$. Let $\underline{z}(0) = \frac{1}{4} \bar{z}(0) = [500 100 150 50 50 50 50]^T$ and $z(0) = 2\bar{z}(0)$. For the differentiator (2), we select $\alpha = 2 \times 10^3$, $\rho = 3\alpha$ and $\chi = 0.25\alpha$, $V' = 80V$, and the sampling period is the same as the measurement period for simulations. To solve the optimization problems of Theorem 5, we use Matlab YALMIP toolbox [31] with the solver MOSEK.

Let us perform simulations with some values of $\sigma$ to test the accuracy and robustness of our interval observer (7). When $\sigma = 5$, i.e., in the case in which parameters of the matrix $A(t)$ deviate from their nominal values by 5%, using
Theorem 5, we obtain the optimal interval observer gains
\[
L^* = [0 \ 0 \ 1.862 \ 0 \ 0 \ 0 \ 0]^T, \\
T^* = [0 \ 0 \ 2.058 \ 0 \ 0 \ 0 \ 0]^T.
\]

When \(\sigma = 10\), we obtain the optimal interval observer gains
\[
L^* = [0 \ 0 \ 1.764 \ 0 \ 0 \ 0 \ 0]^T, \\
T^* = [0 \ 0 \ 2.156 \ 0 \ 0 \ 0 \ 0]^T.
\]

Finally, when \(\sigma = 20\), we obtain the optimal interval observer gains
\[
L^* = [0 \ 0 \ 1.568 \ 0 \ 0 \ 0 \ 0]^T, \\
T^* = [0 \ 0 \ 2.352 \ 0 \ 0 \ 0 \ 0]^T.
\]

By visualizing the results of interval estimation for sequestered \(Plasmodium\) \(Z = y_3 + y_4 + y_5\) for \(\sigma = 5\), \(\sigma = 10\) and \(\sigma = 20\), we deduce that the inclusion relation (8) is satisfied when using our interval observer, and the size of uncertainty \(\sigma\) influences directly the estimation accuracy (Fig. 1).

5.2. Real data simulations

In this subsection, the measured concentration of circulating parasites (peripheral parasitaemia, which consists of parasites density in the blood) consists of data collected by the US Public Health Service at the National Institutes of Health laboratories in Columbia, South Carolina and Milledgeville, Georgia [32, 33], where malaria was used for therapy of neurosyphilis, and patients were inoculated through mosquito bite or infected blood (see also [3] for more details). We use the data of the patient named S1204 for simulations (Fig. 2). We select the same parameters for the model as in [5]. For the parameters \(\Lambda(t)\), \(\beta(t)\) and \(v(t)\), we use the same formulas as in (32), with \(V = 7500\).

For the differentiator (2), we select \(\chi = 1000\), \(\alpha = 4(2\sqrt{2}\chi + \sqrt{\chi})\), \(\rho = 2.7 \times 10^8 + 2\chi\) and \(V' = 9V\). We perform the simulations with the same values of deviation \(\sigma\%\) as in Subsection 5.1. By visualizing the results of interval estimation, we notice that the inclusion relation (8) is satisfied when using our interval observer with the real data of the patient S1204. Furthermore, as in Subsection 5.1, we remark that the size of uncertainty \(\sigma\) has a direct impact on the estimation accuracy (Fig. 3).
Figure 1: Results of interval estimation for sequestered parasites
6. Conclusion

This article solves the problem of sequestered erythrocytes estimation from the measured circulating parasites in malaria patients. We have designed an interval observer that provides intervals of admissible values for the sequestered parasite population. We have assumed that almost all parameters and inputs of the model are uncertain (just intervals of admissible values are given except for infection rates, whose bounding values are unavailable) and we have considered noisy measurements. Despite of that, the proposed observer demonstrates a reasonable accuracy of interval estimation. Furthermore, we have designed an algorithm for optimization of the corresponding interval observer $L_\infty$ gains from the uncertain signals to the estimated quantities. We demonstrated the efficiency of the proposed approach by numerical simulations for a theoretical model and for real measured data. Future research can extend the methodology to a scenario with discrete-time measurement output and continuous-time model, following the approach proposed in [34]. Another direction to consider for future work could consist in a joint estimation of the state $x$ and the unknown input $w$.
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