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Abstract

We provide a generalization of Halanay’s inequality, where the decay rate is constant but the gain multiplying the delayed term is
time varying. While the usual Halanay’s conditions require the decay rate to be strictly larger than an upper bound on the gain, our
less restrictive results allow times when the gain can exceed the decay rate. This allows us to prove asymptotic stability in significant
cases that were not amenable to previous Lyapunov function constructions, and in cases that violate the contraction requirement
that was needed to prove asymptotic stability in previous trajectory based results. We apply our work to stability problems for
linear continuous time systems with switched delays, and to observers for nonlinear systems with discrete measurements.
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1 Introduction

This paper continues the development (which was begun in
Ahmed et al. (2018); Mazenc and Malisoff (2015); Mazenc
et al. (2017, 2018)) of trajectory based and contractivity
methods that can be used to prove asymptotic stability
properties for control problems with delays and switching,
in cases that may not lend themselves to standard Lya-
punov functional methods. See for instance Mazenc et al.
(2017, 2018) for applications to systems with discontinuous
delays, and to switched systems for which some of the sub-
systems enjoy asymptotic stability properties while other
subsystems may be unstable. One situation where trajec-
tory based and contractivity methods have been useful is
for systems whose vector field is not necessarily continu-
ous that are encountered in many cases including systems
that are asymptotically stabilized using piecewise constant
feedbacks, systems with switched delays, and observers
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whose measurements are only available at discrete instants.
For proving asymptotic stability of these systems, some
available tools include extensions of Razumikhin’s theorem
(e.g., from Zhou and Egorov (2016)), as well as Halanay’s
approach (as in Halanay (1966)).

While there is a large and growing literature on construct-
ing Lyapunov functions (such as Malisoff and Mazenc
(2009); Zhou (2019); Zhou et al. (2020)), it is sometimes
easier to find constants ρ ∈ (0, 1) and T∗ > 0 such that ev-
ery solution ζ of a system satisfies an inequality of the type
|ζ(t)| ≤ ρ supl∈[t−T∗,t]

|ζ(l)| for all t ≥ T∗. In such cases, ρ
is called a contractivity constant, and we say that the solu-
tions of the system satisfy a contractivity condition. Con-
tractivity conditions can often be verified, by first proving
that the solutions satisfy a Halanay type inequality of the
form V̇ (ζ(t)) ≤ −cV (ζ(t)) + d(t) supt−T≤`≤t V (ζ(`)) for
some nonnegative valued function V , some positive con-
stants c (called a decay rate) and T , and some nonnegative
valued function d(t) (called a gain); see, e.g., (Fridman,
2014, Lemma 4.2), (Selivanov and Fridman, 2015, Lemma
1), or (Selivanov and Fridman, 2016, Lemma 1) for the
usual Halanay’s inequality conditions, which ensure that
V converges exponentially to 0 if c > supt d(t). However,
if c ≤ supt d(t), then the usual Halanay’s inequality con-
ditions cannot be used to prove exponential stability, and
then standard contractivity conditions cannot be used to
prove exponential stability. As we will see below, the usual
Halanay’s inequality in conjunction with contractivity can
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lead to conservative results.

Therefore, in the present paper, we improve on several sta-
bility conditions available in the literature, by providing a
relaxed version of Halanay’s inequality. We are motivated
by the theoretical importance of Halanay’s inequality and
problems of convergence of observers with sampled data
that were designed in the pioneering paper Karafyllis and
Kravaris (2009). However, the present paper covers cases
where the size of the sampling interval can violate the con-
ditions in Karafyllis and Kravaris (2009), and where the
contractivity conditions from Mazenc et al. (2017) cannot
be satisfied. Our objectives differ significantly from other
variants of Halanay’s inequality, such as the notable works
by Baker (2010) (which provides discrete time versions and
nonlinear bounds) and Hien et al. (2015) (which uses inte-
gral conditions involving time varying decay rates and time
varying gains, which we do not use in this work). We also
cover systems with sampled outputs with scarce arbitrarily
long sampling intervals in the sense of Mazenc (2019), but
our results give more easily checked sufficient conditions
than the integral condition in (Mazenc, 2019, Assumption
A3). Our less restrictive results allow the sampling to be
more frequent outside those intervals where violations of
the usual Halanay’s conditions occur. Therefore, we use
the sampling to compensate for the failure of the usual
Halanay’s conditions to hold, to apply our less restrictive
version of Halanay’s conditions. This paper improves on
our conference version Mazenc et al. (2020) by including
proofs and an application to observers; the work Mazenc
et al. (2020) only provides sketches of proofs and did not
include the material on observers.

In Section 2, we motivate our work by illustrating why the
contractivity condition from Mazenc et al. (2017) is con-
servative. In Sections 3-4, we provide our generalization
of Halanay’s inequality and applications to systems with
switching delays, and to observers with sampled measure-
ments where some intervals between the sampling times
can be arbitrarily large. We conclude in Section 5 by sum-
marizing our findings and suggestions for future research.

We use standard notation, which is simplified when no con-
fusion would arise from the context, and where the dimen-
sions of our Euclidean spaces are arbitrary unless otherwise
noted. The standard Euclidean 2-norm, and the induced
matrix norm, are denoted by | · |, | · |S is the supremum
over any set S, and | · |∞ is the usual sup norm. We define
Ξt by Ξt(s) = Ξ(t + s) for all Ξ, s ≤ 0, and t ≥ 0 such
that t + s is in the domain of Ξ. We set Z≥0 = {0, 1, . . .}
and N = Z≥0 \{0}. Throughout the paper, we consider se-
quences ti ∈ [0,+∞) such that t0 = 0 and such that there
are two constants T̄ > 0 and T > 0 such that

T ≤ ti+1 − ti ≤ T̄ (1)

for all i ∈ Z≥0. For square matrices M1 and M2 of the
same size, we use M1 ≤ M2 to mean that M2 − M1 is
a nonnegative definite matrix, and I denotes the identity
matrix in the dimension under consideration. For delay
systems, our initial functions are assumed to be continuous.

2 Motivation: Limitation of contraction approach
of Mazenc et al. (2017)

This subsection provides an example where a violation of
the usual Halanay inequality condition may preclude the
possibility of using contractivity arguments (such as those
of Mazenc et al. (2017)) to prove asymptotic convergence
results. Later (in Section 4.1), we show how to prove asymp-
totic convergence results in the setting of this subsection,
using an alternative argument.

Let T > 0 be a constant and the sequence ti satisfy the
requirements from Section 1 with T > T . Consider a func-
tion v : [−T,+∞)→ [0,+∞) that satisfies

v̇(t) = −v(t) + b(t) sup
`∈[t−T,t]

v(`) (2)

for all t ≥ 0, where b : [0,+∞)→ {0, 2} is defined by

b(t) =

{
0, if t ∈ ∪i∈Z≥0

[ti + T, ti+1)

2, if t ∈ ∪i∈Z≥0
[ti, ti + T ).

(3)

The classical Halanay’s result does not make it possible to
conclude anything on the asymptotic behavior of the func-
tion v, because b takes values above the coefficient value 1
of the negative right side term in (2). On the other hand,
we now show that without additional conditions on the se-
quence ti, one cannot prove that the function v(t) converges
to zero via the trajectory based approach by simply inte-
grating (2) over an interval [t− g, t], where g is a positive
constant that one can choose as in Mazenc et al. (2017).

Let us try to prove that v(t) converges to zero by applying
the trajectory based method from Mazenc et al. (2017).
For any i ∈ Z≥0, we first integrate (2) over an interval [ti, t]
with t ∈ [ti, ti+1) and obtain

v(t) = eti−tv(ti) +
∫ t
ti
em−tb(m) sup

`∈[m−T,m]

v(`)dm

≤ eti−tv(ti) +
∫ t
ti
em−tb(m)dm sup

`∈[ti−T,t]
v(`).

(4)

As an immediate consequence it follows that for any t ∈
[ti, ti + T ), we have

v(t) ≤ eti−tv(ti) + 2
∫ t
ti
em−tdm sup

`∈[ti−T,t]
v(`)

= eti−tv(ti) + 2[1− eti−t] sup
`∈[ti−T,t]

v(`)

≤ [2− eti−t] sup
`∈[ti−T,t]

v(`).

(5)

For any t > ti, the inequality

2− eti−t > 1 (6)

holds. It follows that one cannot deduce from (5) that the
stability conditions of the usual contraction approach are
satisfied, namely that there are a constant g > 0 and a
constant ρ ∈ [0, 1) such that

v(t) ≤ ρ sup
`∈[t−g,t]

v(`) (7)
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for all t ≥ g. Thus, the trajectory based approach does
not make it possible to prove a stability result for (2). In
Section 4.1, we prove that v asymptotically converges to 0
under suitable conditions on the ti’s that ensure that T/T
is large enough.

3 Improvement of Halanay’s Inequality

This section provides an extension of Halanay’s inequality,
whose value lies in the fact that the analysis of switched
systems with delays often leads to the study of generalized
Halanay’s inequalities of the type we consider in this sec-
tion, as we will illustrate in Section 4.

3.1 Definitions and studied equation

Let ti be a sequence of instants that satisfies the require-
ments of Section 1 for some constant T > 0. Let

E = ∪i∈N[ti, ti + T ) (8)

where T > 0 is a constant such that

T > 2T. (9)

Condition (9) ensures that the intervals [ti, ti + T ) in the
set E are disjoint. Let us introduce the constants

c > 0, ε ∈ [0, c), and ϕ > 0 (10)

and the functions

ϕ(t) =

{
0, if t /∈ E
ϕ, if t ∈ E

and ε(t) =

{
ε, if t /∈ E
0, if t ∈ E .

(11)

Consider a continuous and piecewise C1 function v :
[−T ,+∞)→ [0,+∞) such that

v̇(t) ≤ −cv(t) + [ε(t) + ϕ(t)]|v|[t−T,t] (12)

for all t ≥ 0, where the derivatives in our differential in-
equalities should be understood in the Lebesgue almost
everywhere sense, under the assumption:

Assumption 1 Either

ϕ < c (13)

or the inequality

ϕ

[
ec(2T−T ) +

ε

c

]
e2Tϕ +

2Tϕ

T
< c (14)

is satisfied. �

3.2 Main result

We are ready to state and prove the following result (but
see Remark 1 for constructions of the constants C̄1 and C̄2):

Theorem 1 Let v : [−T ,+∞)→ [0,+∞) be a continuous
nonnegative valued solution of (12) under Assumption 1.
Then we can construct positive constants C̄1 and C̄2 such
that

v(t) ≤ C̄1e
−C̄2t|v|[−T ,0] (15)

holds for all t ≥ 0. �

Remark 1 Basically, Assumption 1 means that no matter
how large the constants ϕ and T are, v exponentially con-
verges to zero, provided that T is sufficiently large and ε is
sufficiently small. The constant ε can be interpreted to be
the amount by which (12) differs from being a Lyapunov-
like decay condition of the form

v̇(t) ≤ −cv(t) (16)

with decay rate c > 0 at times t 6∈ E. Using (Fridman, 2014,
Lemma 4.2), we can show that the requirements of Theorem
1 are met with C̄1 = eT (2δ+ϕ̄/2+max{ϕ̄,ε̄}) and C̄2 = 2δ, where
δ > 0 is such that δ = δ0−δ1e2δT , and δ0 = 0.5(c−2Tϕ/T )
and δ1 = 1

2 κ̄e
2Tϕ; see Appendix B below for details. �

Remark 2 The intervals of E are still disjoint if we relax
(9) to the assumption that T > T . However, (9) is required
in our proof of the theorem to ensure that [t − T, tj) ⊆
[tj−1 + T, tj) holds for all t ∈ [tj , tj + T ) and j ∈ N. We
can extend Theorem 1 to an inequality of the type

v̇(t) ≤ −cv(t) + [ε(t) + ϕ(t)]|v|[t−r,t] (17)

with r ∈ [0, T ) because in this case (12) is satisfied. We can
also extend this theorem to the case where r ∈ (T, T/2) and
ϕ ≥ ε, by replacing the functions ε(t) and ϕ(t) by functions
εr(t) and ϕr(t) defined by

ϕr(t) =

{
0, if t /∈ Er
ϕ, if t ∈ Er

and εr(t) =

{
ε, if t /∈ Er
0, if t ∈ Er

(18)

with Er = ∪i∈N[ti, ti + r) because then any solution of (12)
is a solution of (17). Our condition r ∈ (T, T/2) is more
stringent than saying that T can be increased under the
conditions of Theorem 1, since it does not allow r ≥ T/2. �

3.3 Proof of Theorem 1

Without loss of generality, we can assume that v is non-
negative valued and satisfies

v̇(t) = −cv(t) + [ε(t) + ϕ(t)]|v|[t−T,t] (19)

for all t ≥ 0, because if this equality is not satisfied then
we can prove the exponential convergence of the functions
satisfying (12) with the help of a comparison system of the
type of the equality (19); see the appendix below. Through-
out the proof, we only consider the case where ϕ ≥ c, be-
cause the case ϕ < c is a consequence of the usual version
of Halanay’s inequality and our assumption that ε̄ < c. We
distinguish between two cases.

First case: t /∈ E. Then (19) gives

v̇(t) = −cv(t) + ε|v|[t−T,t]. (20)

Second case: t ∈ E and t ≥ t1. Then, according to (19),
there is a j ∈ N such that t ∈ [tj , tj + T ) and

v̇(t) = −cv(t) + ϕ|v|[t−T,t]. (21)

Then

v̇(t) ≤ −cv(t) + ϕ|v|[t−T,tj ] + ϕ|v|[tj ,t]. (22)
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Also, (21) gives v̇(t) ≥ −cv(t) + ϕv(t) ≥ 0 for all t ∈
[tj , tj + T ) because ϕ ≥ c and v(t) is nonnegative for all
t ≥ 0. We deduce that |v|[tj ,t] = v(t) for all t ∈ [tj , tj + T ].
Consequently, (22) gives

v̇(t) ≤ (ϕ− c)v(t) + ϕ|v|[t−T,tj ]. (23)

From (20), we deduce that for all ` ∈ [tj−1 + T, tj) and
s ∈ [tj−1 + T, `], we have

v(`) = ec(s−`)v(s) + ε

∫ `

s

ec(m−`)|v|[m−T,m]dm. (24)

Let ` ∈ [t − T, tj). Then, according to (9), we have t ≥
tj ≥ tj−1 + T > tj−1 + 2T , so ` ∈ [tj−1 + T, tj ]. On
the other hand, (9) implies that t − T + T < t − T ≤ `.
Also, we have t − T + T ≥ tj − T + T ≥ tj−1 + T . Thus
t− T + T ∈ [tj−1 + T, `). Also, (9) gives t− T ≥ tj − T ≥
tj−1 + T − T ≥ tj−1 + T , so [t − T, tj) ⊆ [tj−1 + T, tj).
Thus, we can set s = t− T + T in (24) to get

v(`) = ec(t−T+T−`)v(t− T + T )

+ ε
∫ `
t−T+T

ec(m−`)|v|[m−T,m]dm

≤ ec(2T−T )v(t− T + T )

+ ε
∫ `
t−T+T

ec(m−`)|v|[m−T,m]dm

(25)

because ` ≥ t− T . We deduce from (9) that

v(`) ≤ ec(2T−T )v(t− T + T )

+ ε
∫ `
t−T+T

ec(m−`)dm|v|[t−T ,`]
≤ ec(2T−T )v(t− T + T ) + ε

c |v|[t−T ,`]
≤
[
ec(2T−T ) + ε

c

]
|v|[t−T ,`]

(26)

for all ` ∈ [t− T, tj). As an immediate consequence,

|v|[t−T,tj ] ≤
[
ec(2T−T ) + ε

c

]
|v|[t−T ,t]. (27)

Combining the last inequality with (23), we obtain

v̇(t) ≤ (ϕ− c)v(t) + ϕ
[
ec(2T−T ) + ε

c

]
|v|[t−T ,t]. (28)

General case. We deduce from (28) and (20) that

v̇(t) ≤ (ϕ(t)− c)v(t) + κ|v|[t−T ,t] (29)

with

κ = ϕ

[
ec(2T−T ) +

ε

c

]
(30)

for all t ≥ t1, because our condition ϕ ≥ c implies that
ϕ εc ≥ ε. Let us use (29) to prove the exponential conver-
gence conclusion of the theorem.

To this end, first notice that

1
T

∫ t
t−T

∫ t
`
ϕ(m)dmd` ≤

∫ t
t−T ϕ(m)dm ≤ 2Tϕ (31)

for all t ≥ T , where the second inequality follows by the
following argument. Let i be the largest index such that
ti ≤ t − T . If ti+1 > t, then the maximum interval J ⊆
[t−T , t] in which ϕ takes the value ϕ has length at most T .
Otherwise, we have ti ≤ t− T < ti+1 ≤ t ≤ ti+2 (because
ti+2 − ti+1 ≥ T ), so E ∩ [t− T , t] has length at most 2T .

Hence, the time derivative of the function

µ(t) = e
− 1
T

∫ t
t−T

∫ t
`
ϕ(m)dmd`

v(t) (32)

satisfies

µ̇(t) = e
− 1
T

∫ t
t−T

∫ t
`
ϕ(m)dmd`

[v̇(t)− ϕ(t)v(t)

+ 1
T

∫ t
t−T ϕ(m)dmv(t)

]
≤ e

− 1
T

∫ t
t−T

∫ t
`
ϕ(m)dmd` [

−cv(t) + κ|v|[t−T ,t]
+ 1

T

∫ t
t−T ϕ(m)dmv(t)

]
≤
(

2Tϕ
T − c

)
µ(t) + κ|v|[t−T ,t]

(33)

for all t ≥ T . It follows from (31) that

µ̇(t) ≤
(

2Tϕ
T − c

)
µ(t) + κe2Tϕ|µ|[t−T ,t] (34)

for all t ≥ T . Assumption 1 ensures that

κe2Tϕ < c− 2Tϕ

T
. (35)

We deduce from the classical Halanay’s result (e.g., (Frid-
man, 2014, Lemma 4.2)) that (34) and (35) imply that µ(t)
converges exponentially to zero when t goes to +∞. Since
ϕ is nonnegative valued and upper bounded by ϕ, the expo-
nential convergence of µ implies exponential convergence
of v. This allows us to conclude; see Appendix B below for
a construction of the constant C̄i’s from (15).

4 Applications

We provide three applications of Theorem 1. Our first one
will illustrate how Theorem 1 provides useful sufficient con-
ditions for (2) to satisfy asymptotic stability conditions.
Then we apply Theorem 1 to a class of systems whose de-
lays can switch between small and large values. Finally, we
apply Theorem 1 to an observer design problem with sam-
pled outputs, in which there are scarce arbitrarily large
sampling intervals in the same sense that scarce was used
in Mazenc (2019). However, unlike Mazenc (2019) where
the systems did not contain delays, the systems in our ob-
server design application are allowed to have arbitrarily
long delays, and our assumptions are less restrictive than
those of Mazenc (2019).

4.1 System (2)

Consider the system (2) under the condition that

T > 2T. (36)

We apply Theorem 1. For the particular case we consider,
we have

ϕ = 2, ε̄ = 0, and c = 1. (37)

Then Assumption 1 gives the stability condition

2e6T−T + 4T
T < 1. (38)

Then from Theorem 1, we conclude that limt→+∞ v(t) = 0
when (38) holds.
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4.2 Systems with switching delays

Let ti be a sequence as defined in Section 1 and τl and τs
be two constants such that τl > τs and

T > 2(τl + τs). (39)

Consider the family of systems

ẋ(t) = Mx(t) +Nx(t− τ(t)) (40)

where x valued in Rn, τ is a time-varying piecewise con-
tinuous unknown delay such that

0 ≤ τ(t) ≤ τs if t /∈ E, and 0 ≤ τ(t) ≤ τl if t ∈ E (41)

whereE was defined by (8) for some constant T ∈ (0, T/2),
and where M ∈ Rn×n and N ∈ Rn×n are constant matri-
ces.

We introduce these two assumptions, the second of which
is a largeness condition on T and a smallness condition on
τs:

Assumption 2 There are a symmetric positive definite
matrix Q ∈ Rn×n and a constant q > 0 such that

Q(M +N) + (M +N)>Q ≤ −qQ (42)

and
I ≤ Q (43)

are satisfied. �

Assumption 3 Either

|N>QN | < q2

16
(44)

or the inequality

|N>QN |
[
eq(2T−T )/2+

2Lτ2
s

q

]
e

16T |N>QN|
q + 2T |N>QN |

T

< q2

16

(45)

with
L = 2|N>QN |(|M |+|N |)2

q (46)

is satisfied. �

We prove the following proposition:

Proposition 1 Let the system (40) satisfy Assumptions
2 and 3. Then its origin is a globally exponentially stable
equilibrium point on Rn. �

Proof. For all t ≥ 0, we have

ẋ(t) = (M +N)x(t) +N [x(t− τ(t))− x(t)]. (47)

It follows from (42) that the time derivative of the positive
definite function

U(x) = x>Qx (48)

along all trajectories of (47) satisfies

U̇(t) ≤ −qU(x(t)) +
{

2x(t)>QNδ(xt)
}

≤ − q2U(x(t)) + 2
q [δ(xt)]

>
N>QNδ(xt),

(49)

where
δ(xt) = x(t− τ(t))− x(t) (50)

and where we used the triangle inequality to get

2
∣∣∣√q/2√Qx(t)

∣∣∣ ∣∣∣∣ √Q√q/2N(x(t− τ(t))− x(t))

∣∣∣∣
≤ q

2U(x(t)) + 2
q

∣∣√QN(x(t− τ(t))− x(t))
∣∣2 (51)

to bound the quantity in curly braces. It follows that

U̇(t)≤− q2U(x(t)) + 2|N>QN |
q [|x(t− τ(t))|+ |x(t)|]2

≤− q2U(x(t)) + 8|N>QN |
q sup

l∈[t−τl,t]
U(x(l))

(52)

where the last inequality is a consequence of (43). On the
other hand, the last inequality in (49) gives

U̇(t)≤− q2U(x(t))

+ 2
q

[∫ t
t−τ(t)

ẋ(s)ds
]>

N>QN
∫ t
t−τ(t)

ẋ(s)ds

≤− q2U(x(t)) + 2
q |N

>QN |
∣∣∣∫ tt−τ(t)

ẋ(s)ds
∣∣∣2

≤− q2U(x(t))

+ 2
q qN

∣∣∣∫ tt−τ(t)
[Mx(s) +Nx(s− τ(s))]ds

∣∣∣2
≤− q2U(x(t))

+ 2
q qN

∣∣∣∣∣∫ tt−τ(t)
[|M |+|N |] sup

m∈[s−τl,s]
|x(m)|ds

∣∣∣∣∣
2

(53)

for all t ≥ 0, where qN = |N>QN |. Consequently, we can
use Jensen’s inequality to get

U̇(t) ≤ − q2U(x(t))

+ 2|N>QN |(|M |+|N |)2τ2(t)
q sup

m∈[t−τl−τ(t),t]

U(x(m)).
(54)

We deduce from the last inequality in (54) and the last
inequality in (52) that

U̇(t) ≤ − q2U(x(t)) + Lτ2
s sup
m∈[t−τl−τs,t]

U(x(m)) (55)

with L defined in (46) when t /∈ E, while

U̇(t) ≤ − q2U(x(t)) + 8|N>QN |
q sup

l∈[t−τl,t]
U(x(l)) (56)

when t ∈ E. Assumption 3 ensures that Theorem 1 applies
to U(x(t)) with c = q

2 , ε = Lτ2
s , and ϕ = 8|N>QN |/q. It

follows that U(x(t)) converges exponentially to zero. Since
the function U(x) is a positive definite quadratic function,
we can conclude. �

4.3 Observer for systems with discrete measurements

In this section, we revisit Mazenc (2019), where continuous-
time systems with discrete measurements were studied us-
ing the technique of Karafyllis and Kravaris (2009). The
work Mazenc (2019) designed converging observers in cases
where the lengths of some intervals between the measure-
ments can exceed the upper bound that ensures conver-
gence of the observer that is provided in (Karafyllis and
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Kravaris, 2009, Equation (4.7)). This scarcity condition
on the intervals in Mazenc (2019) is improved by the re-
sult that we give below, because our result below does not
use the integral condition from (Mazenc, 2019, Assump-
tion A3). Moreover, by contrast with Mazenc (2019), the
system we consider has a delay.

4.3.1 Theoretical result

Let si be a strictly increasing sequence in [0,+∞) with
s0 = 0 such that there are two constants s] > 0 and s£ > s]
such that si+1 − si ∈ [s], s£] for all i ∈ Z≥0. We consider
the system{

ẋ(t) = Hx(t) +Kx(t− τ) + Φ(Cx(t)) ,

y(t) = Cx(si) if t ∈ [si, si+1) and i ∈ Z≥0.
(57)

where x is valued in Rn, K ∈ Rn×n and C ∈ Rq×n are
nonzero constant matrices, τ > 0 is a known constant delay,
H is a Hurwitz matrix, and Φ is a nonlinear function. The
assumption that H is Hurwitz is not restrictive. This is
because for any system ẋ(t) = Ax(t) + φ(Cx(t)) such that
(A,C) is observable, there is a matrix L such that the
matrixA+LC is Hurwitz. Then the system ẋ(t) = Ax(t)+
φ(Cx(t)) can be rewritten as ẋ(t) = Hx(t) + Φ(Cx(t))
with H = A + LC and Φ(q) = φ(q)− Lq and this system
is of the type (57). Since the matrix H is Hurwitz, there
are constants c1 > 0, p1 > 0, and p2 > 0 and a symmetric
positive definite matrix P ∈ Rn×n such that

PH +H>P ≤ −2c1P and p1I ≤ P ≤ p2I . (58)

We fix a matrix P and positive constants c1, p1, and p2

satisfying the preceding conditions (which can be selected
as design choices) in the rest of this subsection and assume:

Assumption 4 The function Φ is globally Lipschitz. �

Assumption 5 There is a sequence of instants tj that sat-
isfies the requirements of Section 1, and constants T ∈
(0, T/2) and s ∈ (0, T − T ), such that with the choice
(8) of the set E, the following two conditions hold: (A)
supj≥0(sj+1−sj) ≤ T and (B) max{si+1−si, si−si−1} ≤ s
for all i ∈ N such that si 6∈ E. �

Our key assumption in this section will be that s is small
enough as compared with the other parameters, which can
be interpreted to mean that during each time interval [tk+
T, tk+1) that is outside the union (8) that defines the set E,
the sampling points si are close enough together, but this
does not require any periodicity of the sampling interval
lengths si+1 − si. On the other hand, we allow T and so
also T to be arbitrarily large, which is a scarcity condition
as described in Mazenc (2019) that allows the si’s to be
further apart during the time intervals that define the set
E; see Figure 1 below.

Fig. 1. Frequentness in the sampling points si outside the set
E = ∪i∈N[ti, ti + T ) as required by our conditions.

To specify our requirements, we use the constants

K] = 2|P 1
2KP−

1
2 |, B? = 4|C|kΦ,

B† = max{|CK|2,|CH|2}
2|C|kΦp1

,
(59)

where kΦ > 0 is a global Lipschitz constant for Φ,

β = K] + 4
∣∣∣P 1

2

∣∣∣2 k2
ΦB
†

c1B?

(
eB

?T − 1
)

and

β = K] + 4
∣∣∣P 1

2

∣∣∣2 k2
ΦB
†

c1B?

(
eB

?s − 1
)
.

(60)

Our final assumption is as follows, and can be viewed as
smallness conditions on K and s and a largeness condition
on T :

Assumption 6 Either β < c1 or the inequality

β

[
ec1(2T−T ) +

β

c1

]
e2Tβ +

2Tβ

T
< c1 (61)

holds. �

We use the dynamic extension
ω̇(t) = CHz(t) + CKz(t− τ) + CΦ(ω(t))

if t ∈ [si, si+1) and i ∈ Z≥0

ω(si) = Cx(si) if i ∈ Z≥0

ż(t) = Hz(t) +Kz(t− τ) + Φ(ω(t))

(62)

with ω valued in Rq and z valued in Rn. This dynamic
extension is similar to the one in Karafyllis and Kravaris
(2009), but our allowing supi{si+1 − si} to be arbitrarily
large (by allowing T is arbitrarily large) puts our work out-
side the scope of Karafyllis and Kravaris (2009). We prove
the following (whose proof will show that the convergence
limt→∞(z(t)− x(t)) = 0 is of exponential type):

Theorem 2 Assume that the system (57) satisfies As-
sumptions 4 to 6. Then for all solutions x(t) of (57) and all
solutions (ω, z) of (62), we have limt→∞(z(t)−x(t)) = 0. �

Proof. We introduce the variables eω = ω − Cx and ex =
z − x. Elementary calculations give

ėω(t) = CHex(t) + CKex(t− τ) + CΦ(ω(t))

−CΦ(Cx(t)) if t ∈ [si, si+1) and i ∈ Z≥0

eω(si) = 0 if i ∈ Z≥0

ėx(t) = Hex(t) +Kex(t− τ) + Φ(ω(t))

−Φ(Cx(t)) if t ∈ [si, si+1) and i ∈ Z≥0.

(63)

Let us analyze (63) using the positive definite quadratic
functions

V (ex) = e>x Pex and U(eω) =
1

2
|eω|2. (64)

The inequality (58) and Assumption 4 ensure that the time
derivative of V along the trajectories of (63) satisfies

V̇ (t)≤−2c1V (ex(t)) + 2ex(t)>PKex(t− τ)

+ 2kΦ|ex(t)>P ||eω(t)|
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and therefore also

V̇ (t)≤−2c1V (ex(t))

+ 2ex(t)>P
1
2 (P

1
2KP−

1
2 )P

1
2 ex(t− τ)

+ 2kΦ|ex(t)>P
1
2 ||P 1

2 ||eω(t)|
≤ −2c1V (ex(t))

+ 2|P 1
2KP−

1
2 |
√
V (ex(t))

√
V (ex(t− τ))

+
{√

2c1V (ex(t))
}{

kΦ

√
2/c1|P 1/2||eω(t)|

}
.

(65)

Here and in the rest of the proof, all equalities and inequal-
ities are for all t ≥ 0 unless otherwise noted.

Applying the triangle inequality to the terms in curly
braces in (65) gives

V̇ (t) ≤ −c1V (ex(t))

+K]
√
V (ex(t))

√
V (ex(t− τ))+

2k2
Φ

c1

∣∣∣P 1
2

∣∣∣2 U(eω(t))
(66)

with K] defined in (59). On the other hand, since√
2U(eω(t)) = |eω(t)|, (67)

we get

U̇(t) ≤ 2|C|kΦU(eω(t))

+
√

2|CK|
√
U(eω(t))|ex(t− τ)|

+
√

2|CH|
√
U(eω(t))|ex(t)|

≤ 4|C|kΦU(eω(t))

+ max{|CK|2,|CH|2}
2|C|kΦ

(
|ex(t)|2+|ex(t− τ)|2

)
≤ B?U(eω(t)) +B† [V (ex(t))+V (ex(t−τ))|

(68)

for all t ∈ [si, si+1) and i ∈ Z≥0 with B? and B† defined
in (59), using the triangle inequality to get the relation
√

2|CK|
√
U(eω(t))|ex(t− τ)|

=
{√

2|C|kΦU(eω(t))
}{

|CK|√
kΦ|C|

|ex(t− τ)|
}

≤ |C|kΦU(eω(t)) + 1
2
|CK|2
kΦ|C| |ex(t− τ)|2,

(69)

and the same relation with K and ex(t− τ) replaced by H
and ex(t), respectively, and then using our condition on p1

from (58).

By integrating the last inequality in (68) over the interval
[si, t) with t ∈ [si, si+1), and recalling that eω(si) = 0 for
all i ∈ Z≥0, we obtain

U(eω(t)) ≤
B†
∫ t
si
eB

?(t−m) [V (ex(m)) + V (ex(m− τ))] dm.
(70)

Combining (66) and (70), we obtain

V̇ (t) ≤ −c1V (ex(t))+K]
√
V (ex(t))

√
V (ex(t− τ))

+ 2
c1

∣∣∣P 1
2

∣∣∣2 k2
ΦB
† ∫ t
si
eB

?(t−m) [V (ex(m))

+V (ex(m− τ))] dm, and so also

V̇ (t) ≤ −c1V (ex(t)) +K]

{√
sup

s∈[si,t]

V (ex(s))

}

×

{√
sup

s∈[si−τ,t−τ ]

V (ex(s))

}
+ 2
c1

∣∣∣P 1
2

∣∣∣2 k2
ΦB
†
∫ t

si

eB
?(t−m)dm

×

[
sup

s∈[si,t]

V (ex(s))+ sup
s∈[si−τ,t−τ ]

V (ex(s))

]
.

(71)

It follows from applying the triangle inequality to the terms
in curly braces in (71) that

V̇ (t) ≤ −c1V (ex(t)) + K]

2

[
sup

s∈[si,t]

V (ex(s))

+ sup
s∈[si−τ,t−τ ]

V (ex(s))

]

+
2k2

ΦB
†

c1

∣∣∣P 1
2

∣∣∣2 eB
?(t−si)−1
B?

[
sup

s∈[si,t]

V (ex(s))

+ sup
s∈[si−τ,t−τ ]

V (ex(s))

]
≤ −c1V (ex(t))

+

(
K] + 4

∣∣∣P 1
2

∣∣∣2 k2
ΦB
†

c1B?

(
eB

?(t−si) − 1
))

× sup
s∈[si−τ,t]

V (ex(s))

(72)

for all t ∈ [si, si+1) and i ∈ Z≥0.

Now, we distinguish between 2 cases:

First case. t ∈ E and t ≥ T + s£. Choose i ∈ Z≥0 such
that si ≤ t < si+1. Thus

t− si < si+1 − si ≤ T (73)

(where the last inequality is a consequence of Assumption
5). It follows that

V̇ (t) ≤ −c1V (ex(t)) + β sup
s∈[si−τ,t]

V (ex(s)) (74)

with β defined in (60).

Second case. t /∈ E and t ≥ T+s£. Then there is an i ∈ Z≥0

such that
si ≤ t < si+1 (75)

and such that either

si /∈ E or si+1 /∈ E, (76)

because s ∈ (0, T − T ], and because the distance between
any two subintervals [tj , tj + T ) of E is at least T − T . In
either case, Assumption 5 gives

si+1 − si ≤ s. (77)

It follows that t− si ≤ s. We deduce that

V̇ (t) ≤ −c1V (ex(t)) + β sup
s∈[si−τ,t]

V (ex(s)) (78)
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with β defined in (60).

Now, we can apply Theorem 1 with

c = c1, ε = β, and ϕ = β, (79)

because Assumption 6 ensures that Assumption 1 is satis-
fied. Then Theorem 1 ensures that

lim
t→+∞

V (ex(t)) = 0, (80)

which provides the desired result. �

4.3.2 Illustration

We illustrate Theorem 2 by applying it to a pendulum
model with friction, building on the corresponding analysis
for the pendulum without friction from Mazenc (2019). We
can derive conditions on the constants T > 0 and s > 0
and on the ratio k/m > 0 such that the assumptions of
Theorem 2 are satisfied for the pendulum dynamics with
output

ẋ1(t) = x2(t)

ẋ2(t) = − gl sin(x1(t))− k
mx2(t)

y(t) = x1(si) if t ∈ [si, si+1) and i ∈ Z≥0,

(81)

where the positive constants g, k, l, and m represent grav-
ity, friction, length, and mass, respectively.

To this end, we first rewrite the dynamics from (81) as

ẋ(t) = Hx(t) + Φ(x1(t)), (82)

where

H =

[
−2 1

−1 − k
m

]
and

Φ(x1) =

[
2x1

x1 − g
l sin(x1)

]
.

(83)

Then Assumption 4 is satisfied with the global Lipschitz
constant

kΦ =

√
4 +

(
1 +

g

l

)2

(84)

for Φ. With the notation from Theorem 2, we now choose

P =

[
1 − 1

2

− 1
2 1

]
and C = [1 0]. (85)

Then our requirement

PH +H>P ≤ −2c1P (86)

is equivalent to the nonnegative definiteness of the matrix

M =

[
3− 2c1 c1 − 1− k

2m

c1 − 1− k
2m −2c1 + 1 + 2k

m

]
. (87)

The preceding nonnegative definiteness condition will be
satisfied if

k

m
∈ (0, 20.39) (88)

and c1 > 0 is small enough, because the matrix valued

function

M0(`) =

[
3 −1− `

2

−1− `
2 1 + 2`

]
(89)

is positive definite for all ` ∈ (0, 20.39), and because of
the continuity of eigenvalues of any matrix as functions of
the entries of the matrix. However, the preceding bound
depends on the choice of P in (85), which also affects the
choice of c1. Hence, it may be useful in practice to consider
different choices of P to allow larger bounds on k/m.

Then we can choose

K = 0, p1 =
1

2
, p2 = 1.5, K] = 0, |P 1/2| = 1.224, (90)

and

B∗ = 4

√
4 +

(
1 +

g

l

)2

and B† =
5√

4 +
(
1 + g

l

)2 . (91)

The preceding choices give the values

β = 4(1.224)2 k
2
ΦB
†

c1B?

(
eB

?T − 1
)

=
7.49088

c1

(
e4
√

4+(1+ g
l )

2
T − 1

) (92)

and

β = 4(1.224)2 k
2
ΦB
†

c1B?

(
eB

?s − 1
)

=
7.49088

c1

(
e4
√

4+(1+ g
l )

2
s − 1

) (93)

and Assumption 6 requires that β < c1 or

β

[
ec1(2T−T ) +

β

c1

]
e2Tβ +

2Tβ

T
< c1. (94)

For each fixed c1, the preceding formulas then show how our
requirements from Assumption 6 will be satisfied if s > 0
is small enough and T is large enough. Then Theorem 2
applies. Thus, with the constants we have selected,

ω̇(t) = −2z1(t) + z2(t) + 2ω(t),

if t ∈ [si, si+1) and i ∈ Z≥0

ω(ti) = x1(si) if i ∈ Z≥0

ż1(t) = −2z1(t) + z2(t) + 2ω(t)

ż2(t) = −z1(t)− k
mz2(t) + ω(t)− g

l sin(ω(t))

(95)

provides an asymptotic observer for the system (81), be-
cause for all solutions (ω, z) of (95) and all solutions of (81),
we have limt→∞(z(t) − x(t)) = 0, and the convergence is
global (i.e., for all initial conditions) and of exponential
type.

In Fig. 2, we plot the convergence of the components z1(t)−
x1(t) and z2(t) − x2(t) of the estimation error for (81),
which was generated from (81) and (95) using NDSolve in
Mathematica. We used the initial state x(0) = (1, 1) of
(81), and with the initial states ω(0) = 0 and z(0) = (2, 1)
(in red), z(0) = (−2,−1) (in green), and z(0) = (4,−2) (in
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blue) for the observer (95). We chose l = 17, g = 9.8, c1 =
2.5, T = 0.1, k = 1, m = 1, T = 1, s = 0.1, and sj = 0.1j
for all j ∈ Z0, which satisfy the preceding requirements,
and then E is defined by the construction (8). Since the
plot shows rapid convergence of the observation error to
zero, it helps to validate our method, in the special case of
the pendulum dynamics (81).

0.5 1.0 1.5 2.0 2.5 3.0 3.5

-3

-2

-1

1

2

3

Fig. 2. Observer error z(t)−x(t) = (z1(t)−x1(t), z2(t)−x2(t))
converging to 0 with initial state x(0) = (1, 1) for (81) and
initial states z(0) = (2, 1) (in red), z(0) = (−2,−1) (in green),
and z(0) = (4,−2) (in blue) for observer.

5 Conclusion

The well known Halanay’s inequality condition plays an
important role in the analysis of dynamics with switch-
ing or delays, since it provides an alternative to the often-
times difficult task of constructing Lyapunov functions. We
proposed new stability analysis results which complement
both the Halanay’s and the trajectory based approach.
This is significant, because our less restrictive conditions
(which allow the gain on the delayed term to exceed the
decay rate in Halanay’s inequality) broadened the range
of applicability of trajectory based approaches to proving
asymptotic stability properties. We have shown the useful-
ness of our new approach, in the context of switched sys-
tems with delays, and observers for systems with discrete
measurements. A key feature of our work is that it allows
cases where some of the sampling intervals can be arbi-
trarily long, provided they occur in the scarce sense from
the work Mazenc (2019) and as explained above. In future
work, we hope to find methods to maximize the rates of
convergence in our theorems.

Appendix: Comparison Lemma

Lemma 1 Let v : [−T,+∞) → [0,+∞) be a nonnegative
valued continuous solution of

v̇(t) ≤ −cv(t) + Λ(t)|v|[t−T,t] (A.1)

where T > 0 and c > 0 are constants, and where Λ is a
piecewise constant function such that there is a constant
Λ > 0 such that Λ(t) > Λ for all t ≥ 0. Let w be a nonneg-

ative valued solution of

ẇ(t) = −cw(t) + Λ(t)|w|[t−T,t] (A.2)

for all t ≥ 0 such that there is a constant t0 ≥ 0 such that

v(m) < w(m) for all m ∈ [t0 − T, t0]. (A.3)

Then for all t ≥ t0, the inequality v(t) < w(t) is satisfied. �

Proof. For any continuous function w : [t0 − T, t0] →
[0,+∞), the solution of (A.2) is continuous and uniquely
defined on [t0−T,+∞); see (Hale and Verduyn Lunel, 1993,
Chapt. 2). Consider v and w such that (A.3) holds for all
t ∈ [t0 − T, t0]. We proceed by contradiction. Suppose for
the sake of obtaining a contradiction that the conclusion
v(t) < w(t) does not hold for all t ≥ t0. Then the continu-
ity of v and w implies that there is a tc > t0 such that

v(m) < w(m) for all m ∈ [t0 − T, tc) (A.4)

and v(tc) = w(tc). Also, (A.1) and (A.2) imply that for all
t ∈ [t0, tc), the function

w̃(t) = w(t)− v(t) (A.5)

satisfies

˙̃w(t) ≥ −cw̃(t) + Λ(t)[|w|[t−T,t] − |v|[t−T,t]]. (A.6)

Let
ς(t) = ectw̃(t). (A.7)

Then
ς̇(t) ≥ ectΛ(t)[|w|[t−T,t] − |v|[t−T,t]], (A.8)

which we can integrate over [t, tc] with t ∈ [t0, tc) to get

ς(tc)− ς(t) ≥∫ tc
t
ecmΛ(m)[|w|[m−T,m] − |v|[m−T,m]]dm

(A.9)

for all t ∈ [t0, tc). Since v(tc) = w(tc), we have ς(tc) = 0.
It follows that

ς(t) ≤
−
∫ tc
t
ecmΛ(m)[|w|[m−T,m]−|v|[m−T,m]]dm

(A.10)

for all t ∈ [t0, tc). Since (A.4) and the continuity of v imply
that v(`) < |w|[m−T,m] for all ` ∈ [m− T,m] and so also

|w|[m−T,m] − |v|[m−T,m] > 0 (A.11)

for all m ∈ [t0, tc), we deduce that

ς(t) ≤ −Λect
∫ tc
t

[|w|[m−T,m] − |v|[m−T,m]]dm (A.12)

for all t ∈ [t0, tc). Thus,

w̃(t) ≤ −Λ
∫ tc
t

[|w|[m−T,m] − |v|[m−T,m]]dm < 0 (A.13)

for all t ∈ [t0, tc). Hence, w(t)− v(t) < 0 for all t ∈ [t0, tc).
This contradicts (A.4), allowing us to conclude. �

Appendix: Construction of C̄1 and C̄2 in (15)

To explicitly construct the constants C̄1 and C̄2 in our
statement of Theorem 1, first note that by combining our
decay estimate (34) on the function µ from (32) with our
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condition (35), it follows that we can apply (Fridman, 2014,
Lemma 4.2) to the function µ with the choices δ0 = 0.5(c−
2Tϕ/T ), δ1 = 1

2 κ̄e
2Tϕ, and h = t0 = T to get

µ(t) ≤ e−2δ(t−T )|µ|[0,T ] (B.1)

for all t ≥ T , where δ satisfies the requirements from Re-
mark 1. Also, for all t ≥ 0, our condition (12) gives

v̇(t) ≤ ε̄]|v|[t−T,t], (B.2)

where ε̄] = max{ε̄, ϕ}. Recalling that T > T , it follows that

v(t) ≤ v(0) + ε̄]
∫ t

0
|v|[`−T ,`]d` (B.3)

for all t ∈ [0, T ]. Hence, for all t ∈ [0, T ], the continuous
function vs(`) = |v|[`−T ,`] satisfies

vs(t) ≤ vs(0) + ε̄]
∫ t

0
vs(`)d` (B.4)

and so also
v(t) ≤ vs(t) ≤ vs(0)eT ε̄

]

(B.5)

where (B.5) followed from Gronwall’s inequality. Also, the
nonnegative valuedness of ϕ and our formula (32) for µ
gives

e−ϕT/2v(t) ≤ µ(t) ≤ v(t) (B.6)

for all ∈ [0, T ]. Combining (B.5)-(B.6) with (B.1) gives

v(t) ≤ eϕT/2e−2δ(t−T )|v|[−T ,0]e
T max{ε̄,ϕ} (B.7)

for all t ≥ 0, which allows us to use the choices C̄1 =
eT (2δ+ϕ̄/2+max{ϕ̄,ε̄}) and C̄2 = 2δ as specified in Remark 1.
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