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On Galerkin Method for Homogeneous Infinite-Dimensional Systems

Andrey Polyakov∗

Abstract. The paper proposes Galerkin-like projection method which preserves dilation symmetries of lin-
ear and nonlinear (possibly unbounded) operators. The method is developed for approximation
of generalized homogeneous evolution equations in Hilbert spaces. It is shown that the obtained
reduced-order model preserve stability and convergence properties (such as finite-time and fixed-
time stability) of the original system. The proposed method is compared on simulations with the
classical Galerkin method for the Burgers equation.

Key word. approximation of distributed parameter systems; semigroup and operator theory.

1. Introduction. Symmetries are specific features of many mathematical models, which
play an important role in analysis and control design. The standard (conventional) homogene-
ity, studied by Leonhard Euler, is a symmetry with respect to the uniform dilation x → λx,
where λ ∈ R and x is an element of a vector space. For example, a function x → f(x) is
standard homogeneous if f(λx) = λνf(x), ∀λ > 0,∀x, where ν is a real number called the
homogeneity degree. It seems the generalized homogeneity (a symmetry with respect to a non-
uniform dilation) was first studied by Vladimir Zubov in [33]. The generalized homogeneity
was shown to be useful for analysis of nonlinear finite-dimensional dynamical systems [14],
[16], [3] as well as for control design and estimation problems [12], [22], [19], [20]. Homogeneity
specifies a convergence rate of an asymptotically stable system (see e.g. [21]) and allows simple
methods of robustness analysis of nonlinear control systems to be developed [1], [2]. Elements
of the homogeneous control theory of infinite dimensional systems are presented in [29], [27].
It is well-known (see [11], [10], [25]) that the generalized homogeneity is the specific feature of
linear differential operators and nonlinear models of mathematical physics like Saint-Venant,
Navier–Stokes, Burgers and KdV equations. The dilation symmetry of homogeneous operators
is preserved in mathematical objects induced by these operators. For example, the well-known
Euler’s homogeneous function theorem implies that derivatives of homogeneous functions are
homogeneous as well. The similar conclusions can be made for Frechét differentiable operators
in Hilbert spaces as well as for solutions of generalized homogeneous evolution equations in
Banach spaces [25]. Therefore, preserving the dilation symmetry is important for systems
analysis and design of high performance control and estimation algorithms. Many methods
of control engineering are based on reduced order models obtained by a conventional approx-
imation techniques which do not preserve the dilation symmetries of the original nonlinear
system in the general case.

Methods of geometric numerical integration are known to preserve geometric properties
of the system of differential equations allowing better global numerical results to be obtained
(see e.g. [13], [31]). Symmetries persevering numerical algorithms are surveyed in [5]. They
are essentially based on the approach proposed by Vladimir Dorodnitsyn in 1989, [7], which
applies Lie group methods to a finite-difference equations. The mentioned algorithms allow
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2 A. POLYAKOV

some Lie symmetries of partial differential equations (PDEs) to be preserved in their finite-
difference approximations. Recently [4], the similar schemes were adapted to finite-element
methods for ordinary differential equations (ODEs). To the best of the author’s knowledge,
homogeneity preserving Galerkin-type methods for evolution equations in Hilbert spaces have
never been presented before.

Numerical schemes preserving properties induced by homogeneity (e.g. convergence rates)
of control systems in Rn are also designed in [28]. Being developed in the context of control
systems theory, the corresponding schemes do not use explicitly the moving frames and the
invariantization procedure known for the symmetry preserving integration algorithms [5]. The
original model was simply transformed to an equivalent ODE allowing the conventional dis-
cretization algorithms to be applied in such a way that all important features of homogeneous
systems are preserved. The present paper develops a Galerkin-type method in the similar way.
The obtained reduced-order ODE model preserves the dilation symmetry and the homogene-
ity degree of the original infinite-dimensional evolution equation. The numerical experiments
for the Burgers equation confirm a large improvement of the estimation precision of the ho-
mogeneous Galerkin projection in comparison with the classical Galerkin technique. It is also
shown that the proposed scheme allows some properties important for control systems design
and analysis to be preserved as well, e.g. Lyapunov/asymptotic stability and convergence
rates (such as finite-time or fixed-time convergence). Together with [28] the proposed method
provides a unified framework for a consistent discrete-time approximation of homogeneous
control systems as well as digital implementation of homogeneous controllers for distributed
parameter systems.

Notation. R is the field of real numbers; R+ = [0,+∞); ‖ · ‖B denotes a norm in a
real Banach space B; 〈·, ·〉H denotes an inner product in a real Hilbert space H; 0 is the
zero element of a Banach space; I (resp. O) denotes the identity (resp. the zero) operator;
L(B1,B2) denotes the space of linear bounded operators B1 → B2 with the norm ‖A‖L(B1,B2) =
sup‖x‖B1=1 ‖Ax‖B2 , where A ∈ L(B1,B2); if B1 = B2 = B we write shortly ‖A‖B; SB is the

unit sphere in B; for r > 1 the set KB(r) ⊂ B is defined as follows KB(r) := {x ∈ B :
1/r < ‖x‖B < r}; D(A) denotes the domain of an operator A; C([t1, t2],B) is the space of
continuous functions x : [t1, t2] → B with the uniform norm ‖x‖C = maxt∈[t1,t2] ‖x(t)‖ with
−∞ < t1 < t2 < +∞; C∞c (Ω,Rm) is a set of infinitely smooth functions Rn → Rm with
compact supports in an open connected set Ω ⊂ Rn with a sufficiently smooth boundary (or
Ω = Rn); L2(Ω,Rm) is the Lebesgue space with ‖u‖2L2(Ω,Rm) = 〈u, u〉L2(Ω,Rm) and the inner

product 〈u, v〉L2(Ω,Rm) =
∫

Ω u·v, where u, v ∈ L2(Ω,Rm); Hp(Ω,Rm) is the Sobolev space with

‖u‖2Hp(Ω,Rm) = 〈u, u〉Hp(Ω,Rm) and the inner product 〈u, v〉Hp(Ω,Rm) =
∑p

i=0〈∇iu,∇iv〉L2(Ω,Rm)

for u, v ∈ Hp(Ω,Rm); Hp
0 is a completion of C∞c in the norm of Hp; `2 is the Hilbert spaces of

quadratically summable sequences of real numbers with the inner product 〈x, y〉 =
∑

i xiyi, x =
(x1, x2, ...)

>, y = (y1, y2, ...)
> ∈ `2; L1((t1, t2),B) is the space of Bochner integrable functions

(t1, t2) → B, where −∞ ≤ t1 < t2 ≤ +∞; the symbol
a.e
= (resp.

a.e
∈ ) means that an identity

(resp. inclusion) holds almost everywhere; ẋ(t) := limh→0
x(t+h)−x(t)

h is a time derivative of the
function x : R→ B; λmax(P ) (resp. λmin(P )) denotes the minimal (resp. maximal) eigenvalue
of the symmetric matrix P = P> ∈ Rn×n.
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2. Homogeneous Systems.

2.1. Dilations in Banach/Hilbert spaces and their generators. In this paper we deal
only with linear dilations [25]. For more details about theory of dilations in finite-dimensional
and infinite-dimensional spaces we refer the reader to [15], [17].

Definition 2.1. A mapping d : R → L(B,B) is said to be a group of linear dilations (or,
simply, dilation) in a Banach space B if

1) (Group property) d(0) = I, d(t+s)=d(t)d(s), t, s∈R;
2) (Limit property) lim

s→−∞
‖d(s)u‖B = 0 and lim

s→+∞
‖d(s)u‖B = +∞ for any u 6= 0.

Obviously, d is one-parameter group of linear bounded invertible operators and d(−s) =
(d(s))−1 , ∀s ∈ R. The limit property specifies groups being dilations in B.

Example 1. Let us consider the one-parameter group of linear invertible operators in the
Lebesgue space Lp(Rn,Rm) and in the Sobolev space Hp(Rn,Rm) given by

(2.1) (d(s)x)(z) = eαsx(eβsz), s ∈ R, x ∈ Lp(Rn,Rm), z ∈ Rn,

where α, β ∈ R are constant parameters. Since

‖d(s)x‖Lp = e(α−βn/p)s‖x‖Lp

then d is a dilation in Lp(Rn,Rm) provided that α− βn/p > 0. On the other hand, since

‖d(s)x‖2Hp =

p∑
i=0

‖∇id(s)x‖2L2
=

p∑
i=0

‖eβisd(s)∇ix‖2L2
=

p∑
i=0

e2α−βn+2iβ‖∇ix‖2L2
,

then d is a dilation in Hp(Rn,Rm) provided that α > β(0.5n/2− i), i = 0, 1, ..., p.

Definition 2.2. A dilation d is strongly (uniformly) continuous if s → d(s)u (resp. s →
d(s)) is continuous in B (resp. in L(B,B)) for any u ∈ B.

Any continuous linear dilation in Rn is given by d(s) = esGd =
∑∞

i=0
siGid
i! , where Gd ∈ Rn×n

is an anti-Hurwitz matrix. Nonlinear dilations in Rn are studied in [18], [17], [32].

Example 2. The dilation d given by (2.1) is strongly continuous in Hp(Rn,Rm). Indeed,
considering p = 0 and x∞ ∈ C∞(Rn,Rm) we derive

〈d(s)x∞ − x∞, x∞〉L2 =

∫
BRn (c)

(
eαsx∞(eβsz)− x∞(z)

)
· x∞(z)dz, |s| ≤ s0

for some finite c ≥ 0 (dependent of x∞ and s0 > 0). Since x∞ ∈ C∞ is a uniformly continuous
function then ‖x∞(eβsz) − x∞(z)‖Rm ≤ σ(‖eβsz − z‖Rn) ≤ σ(c(eβs − 1)) for all z ∈ BRn(c)
and some σ ∈ K∞. Hence 〈d(s)x∞ − x∞, x∞〉L2(Rn,Rm) → 0 as s→ 0 and

‖d(s)x∞ − x∞‖2L2 =‖d(s)x∞‖2L2 − ‖x∞‖2L2 − 2 〈d(s)x∞−x∞, x∞〉L2

tends to zero as s → 0. Taking into account that C∞ is dense in Hp, the continuity of
s→ d(s)x can be shown for any x ∈ Hp(Rn,Rm).
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Being a strongly continuous group of linear bounded operators, the linear dilation always
has an infinitesimal generator [23] that is a closed densely defined linear operator Gd : D(Gd) ⊂
B→ B given by Gdu = lims→0

d(s)u−u
s , u ∈ D(Gd).

Example 3. The generator Gd of the group d considered in Example 1 is given by (see [25])

(2.2) (Gdx)(z) = αx(z) + β(z · ∇)x(z), z ∈ Rn, x ∈ D(Gd) ⊂ Hp(Rn,Rm),

where z ·∇ = z1
∂
∂z1

+z2
∂
∂z2

+ ...+zn
∂
∂zn

, the domain D(Gd) is a completion of C∞c with respect
to the norm ‖x‖Hp + ‖Gdx‖Hp. All derivatives are understood in the weak sense.

Definition 2.3. A set D ⊆ B is a d-homogeneous cone in B if d(s)u ∈ D,∀u ∈ D, ∀s ∈ R.

Notice that D becomes the conventional positive cone in B provided that d is the uniform
dilation d(s) = esI, s ∈ R. Homogeneous cones are domains of unbounded homogeneous
operators in B (see below).

3. Monotone dilations. For further constructions it is also important to know a relation
between a dilation and the norm topology of the vector space.

Definition 3.1. A dilation d is strictly monotone in B if ∃β > 0 : ‖d(s)‖B ≤ eβs, ∀s ≤ 0.

Monotonicity of the dilation implies the monotonicity of the function s → ‖d(s)u‖B for any
u ∈ B. Any linear dilation in Rn is strictly monotone under a proper selection of the weighted
Euclidean norm [24].

Example 4. The dilation (2.1) is strictly monotone in Lp(Rn,Rm) if α − βn/p > 0 and
strictly monotone in Hp(Rn,Rm) provided that α > β(0.5n/2− i), i = 0, 1, ..., p (see Example
1). For more details, about linear dilations in function spaces we refer the reader to [25,
Chapter 6], where in particular the generalized dilations like (d(s)x)(z) = eGαsx(eGββsz),
Gα ∈ Rn×n, Gβ ∈ Rm×m are studied.

Definition 3.2. A vector z0 ∈ B : ‖z0‖B = 1 is said to be a homogeneous projection of the
vector z ∈ B if is there exists s0 ∈ R such that z0 = d(s0)z, where d is a dilation in B.

Monotonicity of the dilation d guarantees the uniqueness of the homogeneous projection for
any vector z ∈ B\{0}. For dilations in Hilbert spaces the following simple criterion of strict
monotonicity can be provided in terms of the generator.

Proposition 3.3. [25] A strongly continuous dilation group d in a real Hilbert space H is
strictly monotone if and only if there exists γ > 0 and a d-homogeneous cone D dense in
D(Gd) such that

(3.1) 〈Gdz, z〉H ≥ γ‖z‖2H for any z ∈ D,

where Gd is the generator of d.

Example 5. For the generator Gd of the dilation d given by (2.1) we have

〈Gdz, z〉L2 =

(
α− βn

2

)
〈z, z〉L2 , ∀z ∈ D(Gd).
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3.1. The canonical homogeneous norm. The dilation introduces an alternative norm
topology in B using the so-called canonical homogeneous norm.

Definition 3.4 ([27]). The functional ‖ · ‖d : B→ R+ given by

(3.2) ‖u‖d,B=esu , where su ∈ R : ‖d(−su)u‖B =1, u 6= 0

is called the canonical homogeneous norm in B, where d is a strictly monotone dilation in B.

Obviously, ‖d(s)u‖d,B = es‖u‖d,B and ‖u‖d,B = ‖ − u‖d,B for ∀u ∈ B and ∀s ∈ R.Notice that
‖ · ‖d,B = ‖ · ‖B provided that d is the uniform (standard) dilation d(s) = esI, s ∈ R. The
functional ‖·‖d,B is not even a semi norm. However, in control literature (see [16], [12], [1]), the
name ”norm” is frequently utilized for positive definite homogeneous functionals like ‖ · ‖d,B.
We follow this tradition in the paper.

Theorem 3.5 ([25], Lemmas 7.1, 7.2). If d is a strongly continuous strictly monotone
dilation then ‖·‖d is single-valued, positive definite, locally Lipschitz continuous on B\{0} and
there exist ω ≥ γ > 0, C ≥ 1 : 1

C ‖u‖
ω
d ≤ ‖u‖B ≤ ‖u‖

γ
d , u ∈ Bd(1) and ‖u‖γd ≤ ‖u‖B ≤ C‖u‖ωd ,

u ∈ B\Bd(1). Moreover, there exist σ, σ ∈ K∞ : σ(‖u‖B)≤‖u‖d≤σ(‖u‖B), ∀u ∈ B.
In [25,Theorem 7.1] it is also proven that ‖ · ‖d is a norm in a Banach space B̃ homeomorphic
to B. This justifies the name ”norm” for the functional ‖ · ‖d.

Example 6. Since the strongly continuous strictly monotone dilation (2.1) in Hp(Rn,Rm)
satisfies

‖d(s)x‖2Hp =

p∑
i=0

es(α−βn/2+iβ)‖∇ix‖2L2 , x ∈ Hp(Rn,Rm)

then the canonical homogeneous norm in Hp is defined as ‖x‖d,Hp = 1/V , where V > 0 is a
unique real positive root of the following fractional polynomial equation

1 =

p∑
i=0

V α−βn/2+iβai,

where ai = ‖∇ix‖2L2(Rn,Rm), x 6= 0, α > βn/2−iβ, i = 0, 1..., p. Since the right-hand side of the

latter equation is continuously differentiable in ai, V ∈ (0,+∞) then, by the implicit function
theorem, the function (a0, ..., ap) → V defined implicitly by this equation is continuously dif-
ferentiable in ai ∈ (0,+∞) as well. In other words, the canonical homogeneous norm ‖x‖d,Hp

is a continuously differentiable function of ‖∇ix‖L2 , i = 0, 1, ..., p for x ∈ Hp(Rn,Rm)\{0}.
The canonical homogeneous can be utilized as a Lyapunov function candidate for some

homogeneous systems. The differentiability properties of the homogeneous norm are important
for the corresponding analysis. In the case of an abstract Hilbert space H, the canonical
homogeneous norm is Frechét differentiable at least on the domain of the generator Gd.

Lemma 3.6 ([25], Lemma 7.4). Let d be a strongly continuous strictly monotone dilation
group in a Hilbert space H then the homogeneous norm ‖ · ‖d is differentiable on D(Gd)\{0}
and the Fréchet derivative of ‖ · ‖d,H at u ∈ D(Gd)\{0} is given by

(3.3) (D‖u‖d,H) (·) =
〈d(− ln ‖u‖d,H) · , d(− ln ‖u‖d,H)u〉
〈Gdd(− ln ‖u‖d,H)u, d(− ln ‖u‖d,H)u〉

‖u‖d,H.
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Example 7. Let us consider again the strongly continuous strictly monotone dilation (2.1)
in Hp(Rn,Rm) with α > βn/2 − iβ, i = 0, 1, ..., p. From Example 6 we conclude the Fréchet
differentiability of ‖ · ‖d,Hp on Hp(Rn,Rm)\{0}. Notice that for v ∈ H1(Rn,Rm) using inte-
gration by parts we derive

〈Gdv, v〉H1 = 〈αv + β(z · ∇)v, v〉L2
+ 〈∇ (αv + (βz · ∇)v) ,∇v〉L2

=

(α− βn/2) 〈v, v〉L2
+ (α+ β(1− n/2)) 〈∇v,∇v〉L2

and the Fréchet derivative of ‖ · ‖d,H1 at the point x ∈ H1(Rn,Rm) can be computed as follows

(3.4)
(
D‖x‖d,H1

)
(q)=

〈d(− ln ‖x‖d,H1 )q, v〉
H1

(α−βn/2)〈v,v〉L2
+(α+β(1−n/2))〈∇v,∇v〉L2

‖x‖d,H1 , q∈H1(Rn,Rm),

where v := d
(
− ln ‖x‖d,H1

)
x.

3.2. Homogeneous operators and functionals. Homogeneous functionals and operators
on a Banach space B (see [29]) are defined similarly to homogeneous functions and vector
fields (see e.g. [17], [12]) taking into account their possible unboundedness.

Definition 3.7. An operator f : D(f) ⊂ B → B (a functional h : D(h) ⊂ B → R) is said
to be d-homogeneous of a degree ν ∈ R if the domain D(f) (resp. D(h)) is a d-homogeneous
cone and

(3.5)
eνsd(s)f(u) = f(d(s)u), ∀s ∈ R, ∀u ∈ D(f),

(resp. h(d(s)u)=eνsh(u), ∀s ∈ R, ∀u ∈ D(h))

where d is a group of linear invertible operators in B.

The canonical homogeneous is the simplest example of the d-homogeneous functional B→ R
of the degree 1.

Example 8 ([25]). Simple computations show the Laplace operator ∆ : H2(Rn,R) ⊂
L2(Rn,R)→L2(Rn,R) is d-homogeneous of the degree 2β with respect to the dilation d intro-

duced in the Example 1, where ∆x =
∑n

i=1
∂2x
∂z2i

, zi ∈ R, x ∈ H2(Rn,R) and the derivatives are

understood in the weak sense.

Homogeneity allows local properties of nonlinear operators (such as regularity) to be extend
globally [25, Chapter 7]. We say that an evolution equation is d-homogeneous of a degree
µ ∈ R if its right-hand side is a d-homogeneous operator of the degree µ.

3.3. Symmetry of homogeneous evolution equations. Let us consider the nonlinear
system

(3.6) ẋ = Ax+ f(x), t > 0, x(0) = x0

where x(t) ∈ B is a system state at the time instant t, x0 ∈ B is an initial state, A : D(A) ⊂
B → B is a linear (possibly unbounded) closed densely defined operator which generates a
strongly continuous semigroup Φ of linear bounded operators on B, f : D(f) ⊂ B → B is
a non-linear (possibly unbounded) closed densely defined operator such that f(0) = 0 and
D(f) ⊂ B is a linear subspace dense in B, D(A) ⊂ D(f).

The non-linear evolution equations are well-studied in the literature (see, for example,
[23, 9]), where the notion of solution is introduced using the theory of evolution semigroups.



HOMOGENEOUS GALERKIN METHOD 7

Definition 3.8. A continuous function x : [0, T )→ B is said to be a mild solution of (3.6)
if f(x(·)) ∈ L1((0, T ),B) and

x(t) = Φ(t)x0 +

∫ t

0
Φ(t− s)f(x(s))ds, ∀t ∈ [0, T ).

If x satisfies (3.6) for (almost) all t∈(0, T ) then x is called classical (strong) solution of (3.6).

The above integral is understood in the sense of Bochner (see e.g. [8], page 187). The
assumption f(0) = 0 implies the existence of the zero solution of (3.6) with x0 = 0.

Definition 3.9. A closed densely defined non-linear operator f : D(f) ⊂ B → B is said
to be M -regular if there exists a linear closed operator M : D(f) ⊂ B → B with a bounded
inverse M−1 : B → D(f) such that the nonlinear mapping x → f(M−1x) is locally Lipschitz
continuous in x ∈ B\{0}. More precisely, for any r > 0 there exists Lr > 0 such that

(3.7) ‖f(M−1x1)− f(M−1x2)‖B ≤ Lr‖x1 − x2‖B

for all xi ∈ KB(r), where γ ∈ (0, 1] and i = 1, 2.

For example, if f(x) = g(Bx, x), where B : D(B) ⊂ B → B is a closed densely defined linear
unbounded operator and g : B × B → B is locally Lipschitz continuous, then f is M -regular
with M = B−λI provided that λ ∈ R belongs to the resolvent set of B. For a well-posedness
of (3.6) with x0 6= 0, we assume that f admits some ”M -regularization” consistent with A.

Assumption 1. Let f : D(f) ⊂ B→ B be M -regular, M commutes with Φ:

Φ(t)Mx0 = MΦ(t)x0 for all t ≥ 0 and all x0 ∈ D(f),

the linear operator MΦ(t) : B → B is bounded for any t > 0 and there exists a continuous
function ω : (0,+∞)→ R+ such that

‖MΦ(t)‖B ≤ ω(t) and

∫ t

0
ω(σ)dσ < +∞, ∀t ∈ (0,+∞).

If D(f) = B then M = I is the identity operator and Assumption 1 simply asks the
regularity of f on B\{0}. If A is a generator of an analytic semigroup Φ then Assumption 1
can be fulfilled for an operator M being a fractional power of the operator A (see e.g. [23],
page 195). The function ω has the form ω(t) = t−αC,α ∈ (0, 1), C ≥ 1 in this case.

Assumption 1 guarantees that for any x0 ∈ D(f)\{0} the evolution equation (3.6) has a
unique mild solution xx0 : [0, T ) → D(f) (see e.g. [23, page 195] or [26, Lemma 2] for more
details). If the Banach space B is reflexive (e.g. if B = H) and x0 ∈ M−1D(A) then the
corresponding mild solution is strong (see e.g. [23, page 109] or [26, Corollary 3] for more
details).

A semigroup generated by a closed densely defined linear homogeneous operator in B is
homogeneous as well [25, Lemma 8.1]. The same can be proven for solutions of nonlinear
homogeneous evolution equations.
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Theorem 3.10 ([25], Theorem 8.1). Let d be a group of linear bounded invertible operators
on B. Let a linear closed densely defined operator A : D(A) ⊂ B → B generate a strongly
continuous semigroup Φ of linear bounded operators on B and f : D(f) ⊂ B → B. Let A
and f be d-homogeneous operators of a degree ν ∈ R. If x : [0, T ) → D(f) is a mild solution
of (3.6) then for any s∈R the function xs : [0, e−νsT )→D(f) given by xs(t) := d(s)x(eνst),
t ∈ [0, e−νsT ) is a mild solution of the evolution equation (3.6) as well.

The latter theorem proves the symmetry of solutions of the evolution equation (3.6) with
d-homogeneous operators A and f :

(3.8) xd(s)x0(t) = d(s)xx0(eµst), s ∈ R, t ≥ 0,

where xz denotes a solution of (3.6) with the initial data x(0) = z.

Example 9. The system ẋ = ∆x − (x · ∇)x, t ≥ 0, x ∈ L2(Rn,Rn) is d-homogeneous
of the degree 2 with respect to the dilation (d(s)x)(z) = esx(esz), z ∈ Rn, s ∈ R, where
∆ : H2(Rn,Rn) ⊂ L2(Rn,Rn) → L2(Rn,Rn) is the Laplace operator and f : H1(Rn,Rn) ⊂
L2(Rn,Rn) → L2(Rn,Rn) given by f(x) = (x · ∇)x is a non-linear M -regular operator with
M = (−∆)1/2 being the fractional Laplacian. According to Theorem 3.10, mild solutions of
the considered system are symmetric and satisfy (3.8).

The dilation symmetry expands globally any local property of solutions. For example, if the
origin of (3.6) is locally stable then, from (3.8) and the limit property of d, we immediately
derive global stability. Similarly, the existence of solutions for small initial data implies the
existence of solutions for large initial data and so on.

4. Homogeneous Galerkin Projection. As a motivating example let us consider the Burg-
ers equation

(4.1)
∂x

∂t
=
∂2x

∂z2
− x∂x

∂z
, t > 0, x(0, z) = x0(z), z ∈ R, x0 ∈ L2

for which the classical Galerkin projection is given by a reduced order model of the form (see
e.g. [6] for more details)

(4.2)
d

dt
x̃(t) = Anx̃(t)−B(x̃(t))x̃(t), t > 0,

where x̃ = (x̃1, ..., x̃n)> ∈ Rn approximates the solution of the original system x(t) ∈ L2 as
follows

x(t) ≈
n∑
i=1

x̃i(t)hi, t ≥ 0

with hi ∈ L2, i = 1, 2, ..., n being a (sufficiently smooth) orthonormal family in L2, An ∈ Rn×n
and x̃→ B(x̃) ∈ Rn×n is a linear mapping.

Notice that the Burgers equation in L2(R,R) is d-homogeneous of the degree 2 with
respect to the dilation (2.1) (see Example 9). The latter implies the symmetry of solutions
of the Burgers equation (see Theorem 3.10). This symmetry is destroyed by the conventional
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Galerkin projection. Indeed, the first term in the right-hand side of (4.2) is d-homogeneous
(with d(s) = esIn) of the degree 0:

And(s)x̃ = e0sd(s)Anx̃, ∀s ∈ R,∀x̃ ∈ Rn,

and the second one is d-homogeneous of the degree 1:

B(d(s)x̃)d(s)x̃ = e1sd(s)B(x̃)x̃, ∀s ∈ R,∀x̃ ∈ Rn,

while the right-hand side (4.2) is not d-homogeneous, so solutions of (4.2) are not symmetric
with respect to homogeneous scaling of the initial condition. Therefore, the classical Galerkin
method does not preserve the dilation symmetry of the Burgers equation. The same conclu-
sions can be made for the Galerkin projection of Navier–Stokes equations.

There are two possible ways to preserve the homogeneity in the finite-dimensional approx-
imated model of the Burgers equation. The first one is to use the Lie-symmetry-preserving
numerical integration schemes based on finite-difference approximations [5] which would im-
mediately provide some nonlinear discrete-time approximate model of the system. The second
way is to develop a Galerkin-like projection method which would preserve a dilation symmetry
of the Burgers equation in its finite-dimensional reduced order model (ODE). Since most of
control design and analysis methods are developed for continuous-time homogeneous ODE
models, the second option could be more useful for the modern control systems theory.

It seems that the problem of a homogeneous Galerkin projection was studied in [25,
Chapter 10] for the first time, where the following two step procedure was suggested: initially,
an approximation of a linear dilation d is obtained, next, an approximation of a non-linear
d-homogeneous operator is designed. This paper refines the suggested procedure.

4.1. Approximation of the dilation group. Notice that the generator of a dilation in H
is a linear closed densely defined operator due to Hille-Yosida theorem [23]. This allows the
conventional Galerkin projection method to be utilized for the approximation of the dilation.

Since any linear dilation d(s) in a real Hilbert space H is defined by it generator then for
any x0 ∈ D(Gd) the function s→ x(s) := d(s)x0 satisfies

ẋ(s) = Gdx(s), s ∈ R, x(0) = x0.

In this section we deal only with the Hilber space H and, for shortness, we omit the index H
in notations of norms and the inner products if the context is clear.

Recall that the classical Galerkin approximation deals the following weak formulation of
the latter linear equation:

(4.3)
find xv ∈ C(R, V ) such that

〈ẋv(s)−Gdxv(s), v〉 = 0, ∀v ∈ V, ∀s ∈ R,
〈x(0), v〉H = 〈x0, v〉, ∀v ∈ V,

where V ⊂ H is a linear subspace of H.
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Let hi ∈ D(Gd), i = 1, 2, ..., n be an orthonormal family of vectors from a real Hilbert
space H. Let the operator Πn : H→ Rn be defined as follows

(4.4) Πnx =


〈x, h1〉
〈x, h2〉
...

〈x, hn〉

 .

Hence, repeating the standard arguments for V =span{h1, h2, ..., hn}we derive

xv(s) =
n∑
i=1

x̃i(s)hi

is the unique solution of (4.3) provided that

d

ds
x̃(s) = Gdn x̃(s), x̃(0) = Πnx0, x̃(s) = (x̃1(s), ..., x̃n(s))> ∈ Rn, s ∈ R

where

(4.5) Gdn =

(
〈Gdh1,h1〉 〈Gdh2,h1〉 ... 〈Gdhn,h1〉
〈Gdh1,h2〉 〈Gdh2,h2〉 ... 〈Gdhn,h2〉

... ... ... ...
〈Gdh1,hn〉 〈Gdh2,hn〉 ... 〈Gdhn,hn〉

)
∈ Rn×n

is the matrix of a linear operator V → V being the conventional Galerkin projection of the
generator Gd to a finite-dimensional linear subspace V . Notice that x̃(s) = esGdnΠnx0, so the
one-parameter group

(4.6) dn(s) = esGdn ∈ Rn×n, s ∈ R

can be interpreted as a finite-dimensional projection of the dilation d. For any strictly mono-
tone dilation d satisfying 〈Gdv, v〉 ≥ γ〈v, v〉, ∀v ∈ V we obviously have

(4.7) Gdn +G>dn � 2γIn.

Moreover, in this case, the Galerkin projection Gdn ∈ Rn×n of the generator Gd always admits
the representation

(4.8) Gdn = Λ + Ξ,

where Λ ∈ Rn×n is a diagonal positive definite matrix and Ξ ∈ Rn×n is a skew-symmetric
matrix, provided that hi ∈ D(Gd) are properly selected. Indeed, since

Gd =
Gd +G∗d

2
+
Gd −G∗d

2

where G∗d is the adjoint operator to Gd, then Gd always admits the representation (4.8)

with Λ being symmetric Galerkin projection of
Gd+G∗d

2 and Ξ being skew-symmetric Galerkin

projection
Gd−G∗d

2 , respectively. Since〈
Gd +G∗d

2
x, x

〉
= 〈Gdx, x〉 ≥ γ 〈x, x〉 , γ > 0,
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then
Gd+G∗d

2 is a positive symmetric operator. Such an operator always have an orthonormal
family of eigenfunction hi ∈ D(Gd), i = 1, 2, 3, ... being a basis in the Hilbert space H, so the
corresponding Galerkin projection gives a diagonal positive definite matrix Λ � γIn.

Example 10. Let us consider the dilation d in L2(R,R) given by (2.1) recalled here as

(d(s)x)(z) = eαsx(eβsz), z, s ∈ R, x ∈ L2(R,R),

where α > β/2. The generator of the dilation d is given by (see Example 3)

Gdx = αx+ βz
∂x

∂z
, x ∈ D(Gd) ⊂ L2(R,R), z ∈ R,

where D(Gd) is a closure of C∞c (R,R) with respect to the norm ‖x‖ = ‖x‖L2 + ‖Gdx‖L2.
Let us consider the Hermite functions

(4.9) hi(z) =
(−1)i−1√

2i−1(i− 1)!
√
π
e
z2

2
di−1

dyi−1
e−z

2
, z ∈ R, i = 1, 2, ...

which are known to be a smooth orthonormal basis in L2(R,R): 〈hi, hj〉 = δij where δij = 0
for i 6= j and δij = 1 for i = j. It is easy to see that hi ∈ D(Gd).

The finite-dimensional projection of the dilation d can be given by (4.5), where Gdn ∈ Rn×n
is the generator of the dilation dn in Rn with the following elements

〈Gdhi, hj〉L2 =

∫
R

(Gdhi)(z)hj(z)dz =

∫
R

(
αhi(z) + βz

∂hi(z)

∂z

)
hj(z)dz =

αδij +

∫
R
βz
∂hi(z)

∂z
hj(z)dz.

Taking into account

(4.10)
∂hi(z)

∂z
=

√
i− 1

2
hi−1(z)−

√
i

2
hi+1(z)

we obtain

〈Gdhi, hj〉L2 = αδij + β

√
i− 1

2
〈hi−1, yhj〉 − β

√
i

2
〈hi+1, yhj〉.

Finally, using the identity

yhj(y) =

√
j − 1

2
hj−1(y) +

√
j

2
hj+1(y)

we derive

〈Gdhi, hj〉L2 = 2α−β
2 δij +

β
√

(i−1)j

2 δi−1 j+1 −
β
√
i(j−1)

2 δi+1 j−1.
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Therefore, the matrix Gdn has the form

(4.11) Gdn =



2α−β
2

0 β
√

1
2

0 0 0 ...

0 2α−β
2

0 β
√

3
2

0 0 ...

−β
√

1
2

0 2α−β
2

0 β
√

3 0 ...

0 −β
√

3
2

0 2α−β
2

0 β
√

5 ...

0 0 −β
√

3 0 2α−β
2

0 ...

0 0 0 −β
√

5 0 2α−β
2

...
... ... ... ... ... ... ...


and the finite-dimensional projection of the dilation d is given by

dn(s) = esGdn = e(α−0.5β)sesΞ, s ∈ R, Ξ = −Ξ> = Gdn − (α− 0.5β)In.

Notice that esΞ is the orthogonal matrix: esΞesΞ
>

= esΞ
>
esΞ = In. The latter means that

‖x̃‖dn = ‖x̃‖
1

α−0.5β

Rn for any x̃ ∈ Rn.

4.2. Homogeneous Galerkin Projection. Assume that the dilation d is strongly contin-
uous and strictly monotone and the operators A, f be d-homogeneous of a degree ν ∈ R. A
behavior of any d-homogeneous evolution system is completely defined by its operator on a
unit sphere [25] and the homogeneity degree of the system. Indeed, using the d-homogeneity
it can be easily checked that for any strong solution of (3.6) x : [0, T ) → H the following
quantities φ(t) = d(− ln ‖x(t)‖d)x(t), r(t) = ‖x(t)‖d satisfy the equation

(4.12) r−ν(t)d(− ln r(t))d(d(ln r(t))φ(t))
dt

a.e.
= Aφ(t)+f(φ(t)), t∈(0, T ), φ(0)=d(− ln ‖x0‖d)x0,

Using (3.3) and d-homogeneity of A, f we derive

(4.13) ṙ(t)
a.e.
= rν+1(t) 〈Aφ(t)+f(φ(t)),φ(t)〉

〈Gdφ(t),φ(t)〉 , t ∈ (0, T ), r(0) = ‖x0‖d.

Notice that the operator x→ d(− ln ‖x‖d)x is a d-homogeneous projector of a vector x on the
unit sphere in H, i.e. ‖d(− ln ‖x‖d)x‖= 1 for ∀x∈H. Therefore, the system (4.12), (4.13) is
an equivalent representation of the evolution equation (3.6) in polar homogeneous coordinates
[30], [25]. The weak formulation of (4.12)-(4.13) is

(4.14)

find φv ∈ C([0, T ), V ) and r̃ ∈ C([0, T ),R+) such that〈
r̃−ν(t)d(− ln r̃(t)) ddt(d(ln r̃(t))φv(t))−Aφv(t)−f(φv(t)), v

〉a.e.
= 0, ∀v∈V,∀t∈(0, T ),

d
dt r̃(t)

a.e.
= r̃ν+1(t) 〈Aφv(t)+f(φv(t)),φv(t)〉

〈Gdφv(t),φv(t)〉 , ∀t ∈ (0, T )

〈φv(0), v〉 = 〈d(− ln ‖x0‖d)x0, v〉,∀v ∈ V, and r̃(0) = ‖x0‖d,

where V ⊂ H is a linear subspace of H and SV = {z ∈ V : ‖z‖H = 1} is the unit sphere in V .
The pair φv(t), r̃(t) is a Galerkin-like projection of the pair (φ(t), r(t)) ∈ SH × R+ on

SV × R+, and

(4.15) xv(t) = d(ln r̃(t))φv(t), t ∈ [0, T )
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is a Galerkin-like projection of the strong solution x : [0, T ) → H of the system (3.6) on the
d-homogeneous cone

(4.16) DV :=
⋃
s∈R

d(s)SV .

Notice that Dv is not a linear subspace of H in the general case. If SV is dense in SH then DV
is dense in due to H [25, Lemma 6]. Obviously, ‖xv(t)‖d = r̃(t), t ≥ 0 and xv ∈ C([0, T ),DV ).

Theorem 4.1 (On existence of a homogeneous Galerkin projection). Let d be a strongly
continuous strictly monotone dilation in H, the operators A, f be d-homogeneous of the degree
ν ∈ R, D(A) ⊂ D(f), the operator f be M -regular and hi ∈ D(A) ∩ D(Gd), i = 1, 2, ..., n be
an orthonormal basis in V = span{h1, ..., hn}. Then for any x0 ∈

⋃
s∈R d(s)SV there exists a

pair φv, r̃ satisfying (4.14) such that

φv(t) =

n∑
i=1

φ̃i(t)hi, t ∈ [0, T ),

where the pair φ̃(t)=(φ̃1(t), ..., φ̃n(t))> ∈ Rn, r̃(t) ∈ R+ is the unique classical solution of the
following ODE

(4.17)


d
dt φ̃(t)= r̃ν(t)

(
Anφ̃(t)+f̃(φ̃(t))

)
−r̃ν(t) φ̃

>(t)Anφ̃(t)+φ̃>(t)f̃(φ̃(t))

φ̃>(t)Gdn φ̃(t)
Gdn φ̃(t),

d
dt r̃(t) = r̃ν+1(t) φ̃

>(t)Anφ̃(t)+φ̃>f̃(φ̃(t)

φ̃>(t)Gdn φ̃(t)
,

φ̃(0) = Πnd(− ln ‖x0‖d)x0, r̃(0) = ‖x0‖d,

t ∈ (0, T ),

where Gdn is given by (4.5),

(4.18) Ãn =

(
〈Ah1,h1〉 〈Ah2,h1〉 ... 〈Ahn,h1〉
〈Ah1,h2〉 〈Ah2,h2〉 ... 〈Ahn,h2〉

... ... ... ...
〈Ah1,hn〉 〈Ah2,hn〉 ... 〈Ahn,hn〉

)
∈Rn×n,

(4.19) f̃(φ̃) =



〈
f

(
n∑
k=1

φ̃khk

)
, h1

〉
〈
f

(
n∑
k=1

φ̃khk

)
, h2

〉
...〈

f

(
n∑
k=1

φ̃khk

)
, hn

〉


, φ̃ = (φ̃1, ..., φ̃n)> ∈ Rn,

and T ≤ +∞ such that
• T =+∞ if ν≥0, φ̃>(Anφ̃+ f̃(φ̃))≤0, ∀φ̃∈SRn or ν≤0, φ̃>(Anφ̃+ f̃(φ̃))≥0,∀φ̃∈SRn;
• T < +∞ : limt→T r̃(t) = 0 if ν < 0, φ̃>(Anφ̃+ f̃(φ̃)) < 0,∀φ̃ ∈ SRn;
• T < +∞ : limt→T r̃(t) = +∞ if ν > 0, φ̃>(Anφ̃+ f̃(φ̃)) > 0,∀φ̃ ∈ SRn.
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Proof. Since hi is an orthonormal basis in V then any v ∈ V can be written as v =∑n
i=1 ṽihi with some ṽ = (ṽ1, ..., ṽn)> ∈ Rn and any φv : [0, T ) → SV can be rewritten as

φv(t) =
∑n

i=1 φ̃i(t)hi with some φ̃ : [0, T )→ SRn . Taking into account〈
r̃−ν(t)d(− ln r̃(t))

d

dt
(d(ln r̃(t))φv(t))−Aφv(t)− f(φv(t)), v

〉
=

〈
r̃−ν(t)d(− ln r̃(t))

d

dt

(
d(ln r̃(t))

n∑
k=1

φ̃k(t)hk

)
−A

n∑
k=1

φ̃k(t)hk − f

(
n∑
k=1

φ̃k(t)hk

)
, v

〉
=

n∑
i=1

ṽi

〈
r̃−ν(t)d(− ln r̃(t))

d

dt

(
d(ln r̃(t))

n∑
k=1

φ̃k(t)hk

)
−A

n∑
i=1

φ̃k(t)hk − f

(
n∑
k=1

φ̃k(t)hk

)
, hi

〉
we conclude that the problem (4.14) can be rewritten as follows

find φ̃ : [0, T )→ SRn ⊂ Rn and r̃ : [0, T )→ R such that

n∑
i=1

ṽi

〈
d(− ln r̃(t))

r̃ν(t)

d

(
d(ln r̃(t))

n∑
k=1

φ̃k(t)hk

)
dt −A

n∑
k=1

φ̃k(t)hk − f
(

n∑
k=1

φ̃k(t)hk

)
, hi

〉
=0,∀ṽ∈Rn,

d
dt r̃(t)

a.e.
= r̃ν+1(t)

〈
A

n∑
k=1

φ̃k(t)hk+f(
n∑
k=1

φ̃k(t)hk),
n∑
k=1

φ̃k(t)hk

〉
〈
Gd

n∑
k=1

φ̃k(t)hk,
n∑
k=1

φ̃k(t)hk

〉 , ∀t ∈ (0, T ),

n∑
i=1

ṽi

〈
n∑
k=1

φ̃k(0)hk − d(− ln ‖x0‖d)x0, hi

〉
= 0, ∀ṽ ∈ Rn, and r̃(0) = ‖x0‖d,

or, equivalently,

find φ̃ : [0, T )→ SRn ⊂ Rn and r̃ : [0, T )→ R such that〈
d(− ln r̃(t))

r̃ν(t)

d

(
d(ln r̃(t))

n∑
k=1

φ̃k(t)hk

)
dt −A

n∑
k=1

φ̃k(t)hk − f
(

n∑
k=1

φ̃k(t)hk

)
, hi

〉
=0, i = 1, 2, ..., n,

d
dt r̃(t)

a.e.
= r̃ν+1(t)

〈
A

n∑
k=1

φ̃k(t)hk+f(
n∑
k=1

φ̃k(t)hk),
n∑
k=1

φ̃k(t)hk

〉
〈
Gd

n∑
k=1

φ̃k(t)hk,
n∑
k=1

φ̃k(t)hk

〉 , ∀t ∈ (0, T ),〈
n∑
k=1

φ̃k(0)hk − d(− ln ‖x0‖d)x0, hi

〉
= 0, i = 1, 2, ..., n and r̃(0) = ‖x0‖d,

Since hi ∈ D(Gd) implies d
dsd(s)hi = d(s)Gdhi then

〈
d(− ln r̃(t))

r̃ν(t)

d

(
d(ln r̃(t))

n∑
k=1

φ̃k(t)hk

)
dt

−A
n∑
k=1

φ̃k(t)hk − f

(
n∑
k=1

φ̃k(t)hk

)
, hi

〉
=

〈
n∑
k=1

d(− ln r̃(t))
r̃ν(t)

(
d(ln r̃(t))hk

dφ̃k(t)
dt + φ̃k(t)

dd(ln r̃(t))hk
dt

)
− φ̃k(t)Ahk − f

(
n∑
k=1

φ̃k(t)hk

)
, hi

〉
=
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n∑
k=1

1
r̃ν(t)

dφ̃k(t)
dt hk +

dr̃(t)
dt

r̃ν+1(t)
φ̃k(t)Gdhk − φ̃k(t)Ahk − f

(
n∑
k=1

φ̃k(t)hk

)
, hi

〉
.

Hence, we derive that the problem (4.14) can be rewritten as follows

find φ̃ : [0, T )→ SRn ⊂ Rn and r̃ : [0, T )→ R satisfying (4.17).

Since f is M -regular and hi ∈ D(A) ⊂ D(f) then f̃ is locally Lipschitz continuous on Rn\{0}.
Since due to Proposition 3.3 we have 〈Gdφv(t), φv(t)〉 = φ̃>(t)Gdn φ̃(t) ≥ γ〈φv(t), φv(t)〉 =
γφ̃>(t)φ̃(t) then the right-hand side of (4.17) locally Lipschitz continuous on (Rn\{0}) ×
(R+\{0}). The latter means that for any x0 ∈ H : Πnd(− ln ‖x0‖d)x0 6= 0 the system has
a unique classical solution defined as long as r̃(t) > 0 and z̃(t) 6= 0. Moreover, if x0 ∈⋃
s∈R d(s)SV then ‖φ̃(0)‖Rn = 1 and ‖φ̃(t)‖Rn = 1 for all t ∈ (0, T ) due to

d

dt

(
φ̃>(t)φ̃(t)

)
= 2

(
φ̃>(t)

d

dt
φ̃(t)

)
= 0.

Since hi ∈ D(A) ⊂ D(f) and ‖φ̃>(t)‖ = 1 then |φ̃>(t)(Ãnφ̃(t) + f̃(φ̃(t)))|/|φ̃>(t)Gdnφ̃(t)| ≤
Cn/γ for some Cn > 0 and r(t) converges to zero in a finite time T < +∞ if ν<0, φ̃>(t)(Anφ̃(t)
+f̃(φ̃(t))) < 0 or r(t) blows up in a finite time T < +∞ if ν > 0, φ̃>(t)(Anφ̃(t) + f̃(φ̃(t))) > 0.
For ν≥0, φ̃>(t)(Anφ̃(t) + f̃(φ̃(t)))≤0 or ν≤0, φ̃>(t)(Anφ̃(t) + f̃(φ̃(t)))≥0 we have T =+∞.

Introducing the notation

x̃(t) = dn(ln r̃(t))φ̃(t)

we derive that the system (4.17) is homeomorphic on Rn and diffeomorphic on Rn\{0} to

(4.20)

{
dx̃(t)
dt =‖x̃(t)‖νdndn(ln ‖x̃(t)‖d)

(
Ãndn(− ln ‖x̃‖dn)x̃(t)+f̃ (dn(− ln ‖x̃(t)‖dn)x̃(t))

)
,

x̃(0)=dn(ln ‖x0‖d)Πnd(− ln ‖x0‖d)x0, t ∈ (0, T ).

Taking into account d-homogeneity of the operator A + f we conclude that the system
(4.20) can be treated as a finite-dimensional projection of the d-homogeneous evolution equa-
tion (3.6), since

Ax(t) + f(x(t)) = ‖x(t)‖νdd(ln ‖x(t)‖d) (Ad(− ln ‖x(t)‖d)x(t) + f(d(− ln ‖x(t)‖d)x(t))) .

It can obtained by means of sequential approximations of the dilation group d, the canonical
homogeneous norm ‖x‖d and the operators A, f . The formula (4.15) can be rewritten as

xv(t) = d(ln ‖x̃(t)‖dn)
n∑
i=1

[dn(− ln ‖x̃(t)‖dn)x̃(t)]ihi, t ≥ 0.

Since ‖dn(− ln ‖x̃(t)‖dn)x̃(t)‖Rn = 1 then ‖
∑n

i=1[dn(− ln ‖x̃(t)‖dn)x̃(t)]ihi‖H = 1 and

‖xv(t)‖d = ‖x̃(t)‖dn , t ≥ 0.
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Notice that, for the standard dilation d(s) = esI and the homogeneity degree ν = 0, (4.20)

becomes the conventional Galerkin projection of (3.6): dx̃(t)
dt = Ãnx̃(t)+ f̃(x̃(t)), x̃(0) = Πnx0.

The system (4.20) is, obviously, dn-homogeneous of the degree ν. Therefore, the proposed
homogeneous Galerkin projection preserves the homogeneity of the original system as well as
its homogeneity degree.

Corollary 4.2. Let all conditions of Theorem 4.1 be fulfilled and xv ∈ C([0, T ),DV ) be a
solution of (4.14) for x0 ∈ DV . Then ∀s ∈ Rn the function xsv ∈ C([0, e−νsT ),V) given by

xsv(t) = d(s)xv(e
νs)

is the solution of (4.14) with the scaled initial condition x(0) = d(s)x0.

Proof. Let x̃ be the solution of (4.20) for some x0 ∈ DV . Denote xs0 = d(s)x0. Since
DV is a d-homogeneous cone then xs0 ∈ DV . Since d(− ln ‖xs0‖d)d(s)xs0 = d(− ln ‖x0‖d)x0 and
‖xs0‖d = es‖x0‖d then

dn(ln ‖xs0‖d)Πnd(− ln ‖xs0‖d)xs0 = dn(s)dn(ln ‖x0‖d)Πnd(− ln ‖x0‖d)x0 = d(s)x̃(0).

Due to Theorem 3.10, the solution of (4.20) for the case when x0 is replaced with xs0 is
given by x̃s(t) = d(s)x̃(eνst). Hence, the solution of (4.14) with the scaled initial condition
x(0) = d(s)x0 has the form

xsv(t) = d(ln ‖x̃s(t)‖dn)
n∑
i=1

[dn(− ln ‖x̃s(t)‖dn)x̃s(t)]ihi = .

d(s)d(ln ‖x̃(eνst)‖dn)

n∑
i=1

[dn(− ln ‖x̃(eνst)‖dn)x̃(eνst)]ihi = d(s)xv(e
νst).

The obtained finite-dimensional projection of the nonlinear evolution equation (3.6) pre-
serve some stability properties of the original system. Indeed, if

∃ρ ≥ 0 : 〈Aφ+ f(φ), φ〉 ≤ −ρ〈Gdφ, φ〉, ∀φ ∈ D(A) ∩ D(Gd) : ‖φ‖ = 1

then we have

〈Aφv + f(φv), φv〉 = φ̃>Anφ̃+ φ̃>f(φ̃) ≤ −ρ〈Gdφv, φv〉 = −ρφ̃>Gdn φ̃, ∀φ̃ ∈ SRn ,

where φv =
∑n

i=1 φ̃ihi ∈ SV . The latter means

d

dt
‖x̃(t)‖dn ≤ −ρ‖x̃(t)‖ν+1

dn ,

i.e. the canonical homogeneous norm is the Lyapunov function for the system (4.20). Due to
the formula (3.3) the inequality 〈Aφ+ f(φ), φ〉 ≤ −ρ,∀φ ∈ D(A) ∩ D(Gd) : ‖φ‖ = 1 implies

d

dt
‖x(t)‖d

a.e.
≤ −ρ‖x(t)‖ν+1

d
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for any strong solution x of (3.6), i.e. the canonical homogeneous norm ‖ · ‖d is the Lypaunov
function of the original system (3.6). Moreover, the convergence rates of the original and
the projected systems are identical, namely, both systems are finite-time stable if ν < 0;
both systems are exponentially stable if ν = 0; both systems are nearly fixed-time stable if
ν > 0 (see e.g. [25, Chapter 8] for more details about convergence rates of the homogeneous
systems).

5. Example: Homogeneous Galerkin Projection of Burgers Equation. For comparison
reasons, let us consider the Burgers equation (4.1). This equation can be the represented

in the form (3.6) with A = ∂2

∂z2
, x(t), x0 ∈ H = L2(R,R), D(A) = H2(R,R), f(x) = −x∂x∂z

and D(f) = Y = H1(R,R). Notice that f is M -regular with M = ∂
∂z + I and (M−1y)(z) =∫ z

−∞ e
−(z−s)y(s)ds, y ∈ B, z ∈ R, respectively. The considered system satisfies Assumption 1

with (Φ(t)y)(z) = 1√
4πt

∫ +∞
∞ e−

(z−s)2
4t y(s)ds, y ∈ B. Moreover, it admits the explicit solution

(5.1) [x(t)](z) = −2
∂

∂z
ln

{
1√
4πt

∫ +∞

−∞
e−

(z−σ)2
4t
− 1

2

∫ σ
0 x0(s)dsdσ

}
due to the Hopf-Cole transformation. This exact solution is utilized below in order to compare
the approximation precision of the classical and homogeneous Galerkin method.

The system (4.1) is d-homogeneous of the degree ν = 2 with respect to the dilation
(d(s)x)(z) = esx(esz), z ∈ R, x ∈ B. The dilation d is strictly monotone and strongly
continuous in B and Y (see Example 1).

Taking the Hermite functions (4.9) as an orthonormal basis h1, h2, ..., hn we derive the
following homogeneous Galerkin projection of the Burgers equation

(5.2)

{
dx̃(t)
dt =‖x̃(t)‖νdndn(ln ‖x̃(t)‖d)

(
Ãn+B (dn(− ln ‖x̃(t)‖dn)x̃(t))

)
dn(− ln ‖x̃‖dn)x̃(t),

x̃(0)=dn(ln ‖x0‖d)Πnd(− ln ‖x0‖d)x0, t > 0,

where Gnand dn are defined in Example 4.5, An ∈ Rn with the elements

(An)ij = 〈Ahi, hj〉 =

〈
d2

dy2
hi, hj

〉
,

and the linear matrix-valued function x̃→ B(x̃) ∈ Rn×n is defined as follows

[B(x̃)]i,j =
1

2

n∑
k=1

x̃k

〈
hkhj ,

∂hi
∂y

〉
, x̃ = (x̃1, x̃2, ..., x̃k)

> ∈ Rn, i, j = 1, 2, ..., n.

The matrix valued function x̃→ B(x̃), x̃ ∈ Rn is obtained from (4.19) taking into account the
identity

−

〈(
n∑
k=1

x̃khk

)
∂

∂z

(
n∑
k=1

x̃khk

)
, hi

〉
=

1

2

〈(
n∑
k=1

x̃khk

)2

,
∂

∂z
hi

〉
,

which comes from the integration by parts. Using the identity

d2

dz2
hi(z) = −(2i− 1)hi(z) + y2hi(z), z ∈ R,
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we derive

(An)ij = −(2i− 1)δij + 〈yhi, yhj〉 ,

where δij = 0 for i 6= j and δij = 1 for i = j. From the identity

zhj(z) =

√
j − 1

2
hj−1(z) +

√
j

2
hj+1(z), z ∈ R

we conclude

(An)ij = −(i− 1/2)δij +

√
i− 1

2

√
j

2
δi−1 j+1 +

√
i

2

√
j − 1

2
δi+1 j−1.

Notice that the classical Galerking projection gives the following ODE

(5.3)

{
dx̃cl(t)
dt =

(
Ãn+B

(
x̃cl(t)

))
x̃cl(t), t > 0,

x̃cl(0)=Πnx0,

which approximates the solution for the Burgers equation as follows

xcl(t) =

n∑
i=1

x̃cli (t)hi, t ≥ 0.
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(c) Exact solution

Figure 5.1: Approximate and exact solutions for x0 = h1

Figures 5.1 and 5.2 presents the comparison results of the exact solution xexact of the
Burgers equation (given by (5.1)) with the approximate solutions xcl and

xhom(t) = d(ln ‖x̃(t)‖dn)

n∑
i=1

[dn(− ln ‖x̃(t)‖dn)x̃(t)]ihi,

obtained by means of the classical and the homogeneous Galerkin methods, respectively. The
initial condition was selected as follows x0 = h1 ∈ V . The number of basis functions was
identical for both classical and homogeneous Galerkin projections: n = 5.
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(a) The classical Galerkin method
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(b) The homogeneous Galerkin method

Figure 5.2: Approximation errors for x0 = h1

In both cases, the numerical simulations were made using semi-implicit Euler scheme with
the time step τ = 0.01:

x̃
[p+1]
cl − x̃[p]

cl

τ
=
(
Ãn+B

(
x̃

[p]
cl

))
x̃

[p+1]
cl , x̃

[0]
cl =Πnx0, p = 0, 1, ...

In the view of the results [28], the semi-implicit discretization is more appropriate for homoge-
neous systems with positive degrees. The equivalent representation (4.17) of the system (5.2)
is utilized for numerical simulations, since it is computationally less consuming:

φ̃[p+1]−φ̃[p]
τ =

(
r̃[p]
)ν (

Ãn+B
(
φ̃[p]
)
− (φ̃[p])>(Ãn+B(φ̃[p]))φ̃[p]

(φ̃[p])>Gdn φ̃
[p]

Gdn

)
φ̃[p+1],

r̃[p+1]−r̃[p]
τ =

(
r̃[p]
)ν (φ̃[p])>(Ãn+B(φ̃[p]))φ̃[p]

(φ̃[p])>Gdn φ̃
[p]

r̃[p+1],

φ̃[0] = Πnd(− ln ‖x0‖d)x0, r̃[0] = ‖x0‖d.

p = 0, 1, ...

Since φ̃(t) ∈ SRn , ∀t ≥ 0, then φ[p+1] is projected on the unit sphere SRn on each discretization
step. Therefore, x̃[p] = d(ln r̃[p])φ̃[p], where x̃[p] is the discrete-time approximation of x̃(t).

The simulations for x0 = h1 show that the homogeneous Galerkin method has 23 times
better precision in L∞ norm and 12 times better precision in L2-norm than the classical one.
Notice that such a good approximate solution was obtained by the homogeneous Galerkin
method with just 5 basis functions! To obtain the similar precision on (t, z) ∈ [0, 2]× [−5, 5],
the classical Galerkin method needs at least 20 basis functions.

Figures 5.3 and 5.4 present comparison results for the initial condition x0 = ξ /∈ V:

ξ(z) =

{
1 if |z| ≤ 1,
0 if |z| > 1,

z ∈ R.

The homogeneous Galerkin projection method again shows much better approximation pre-
cision than the classical one.

6. Conclusions. In the paper, a new Galerkin-type projection method for a class of homo-
geneous evolution equations with possibly unbounded nonlinear operators in the right-hand
sides is introduced. The proposed method preserves the dilation symmetry of a system in its
finite-dimensional projection. The latter allows the stability and convergence rates properties
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Figure 5.3: Approximate and exact solutions for x0 = ξ
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Figure 5.4: Approximation errors for x0 = ξ

of the infinite dimensional system to be preserved as well. The numerical simulations for the
Burgers equation have shown significant improvement of the approximation precision of the
homogeneous Galerkin projection in comparison with the classical Galerkin projection. For
control systems analysis and design it is also important to know if some other useful properties
of homogeneous systems (such as input-to-state stability [1], [2]) can be preserved by means
of homogeneous Galerkin projection. This is an interesting problem for future research.
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