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Abstract

The Variational Autoencoder (VAE) is a powerful deep generative model that
is now extensively used to represent high-dimensional complex data via a low-
dimensional latent space learned in an unsupervised manner. In the original
VAE model, input data vectors are processed independently. In recent years,
a series of papers have presented different extensions of the VAE to process
sequential data, that not only model the latent space, but also model the tem-
poral dependencies within a sequence of data vectors and corresponding latent
vectors, relying on recurrent neural networks or state space models. In this
paper we perform an extensive literature review of these models. Importantly,
we introduce and discuss a general class of models called Dynamical Variational
Autoencoders (DVAESs) that encompasses a large subset of these temporal VAE
extensions. Then we present in detail seven different instances of DVAE that
were recently proposed in the literature, with an effort to homogenize the no-
tations and presentation lines, as well as to relate these models with existing
classical temporal models. We reimplemented those seven DVAE models and
we present the results of an experimental benchmark conducted on the speech
analysis-resynthesis task (the PyTorch code is made publicly available). The
paper is concluded with an extensive discussion on important issues concerning
the DVAE class of models and future research guidelines.
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Chapter 1

Introduction

Deep Generative Models (DGMs) are a large family of probabilistic models that
are currently of high interest in the machine learning and the signal processing
scientific communities. Basically, DGMs result from the combination of con-
ventional generative probabilistic modelﬂ and Deep Neural Networks (DNNs).
For both conventional and deep generative models, different non-conflicting tax-
onomies can be established, due to the richness of the domain and percolation
across the different approaches. Nevertheless, those models can be grossly clas-
sified in the following two categories. The first category groups models with an
explicit formulation of a model of the data probability density function (pdf).
The second category groups models that can generate data “directly,” with-
out using an explicit formulation and manipulation of a pdf model. Generative
Adversarial Networks (GANs) are a now very popular example of this second
category (Goodfellow et al., 2014, [2016}; |Goodfellow, 2016)).

In the present review, we focus on the first category. Moreover, we consider
the very important case where a parametric pdf model is used. One of the
nice features of generative models based on explicit formulation of the model
pdf is that they can be easily plugged into a more general Bayesian framework,
not only for generating data, but also for modeling the data structure (without
actually generating them) in many different applications, e.g., data denoising or
data transformation. In any case, the pdf model has to be as close as possible
to the true pdf of the modeled data, that is generally unknown. To this aim,
the model has to be trained from data, and model parameter estimation is
generally done by following the Maximum Likelihood methodology (Goodfellow
et al.| [2016} [Bishop, [2006; [Koller and Friedman, [2009)). Those principles are of
course valid for both conventional generative models and DGMs, but in the case
of DGMs the parameters of the pdf model are generally the output of DNNs;
which makes model training potentially difficult (we will come back on that
important point in the following).

'In the present context, “conventional” refers to non-deep models, e.g., classical Hidden Markov
Models and, more generally, Bayesian Networks. We discuss Bayesian Networks in the following.



1.1 Deep Dynamical Bayesian Networks

In the present review, we focus on an important sub-family of DGMs: Deep
Dynamical Bayesian Networks (DDBNs). As the name indicates, DDBNs are
built on the following models:

e Bayesian Networks (BNs) are a popular class of probabilistic models, for
which i) the dependencies between all involved random variables are ex-
plicitly represented by pdf modelsE| and ii) those dependencies can be
schematically represented using a directed acyclic graph (Bishopl [2006}
Koller and Friedman, 2009)). The structure of those dependencies often
reflects (or originates from) some underlying hierarchical generative pro-
cess.

e Dynamical Bayesian Networks are BNs that include temporal dependen-
cies, and which are widely used to model dynamical systems and/or data
sequences. Briefly stated, Dynamical BNs are BNs “repeated over time,”
that is to say, they exhibit a repeating dependency structure (a time-slice
at discrete time ¢) and some dependencies across these time-slices (the
dynamical models). Recurrent Neural Networks (RNNs) and State Space
Models (SSMs) can be seen as special cases of Dynamical BNs: Indeed, a
temporal dependency in a Dynamical BN is often implemented either as a
deterministic recursive process, as in RNNs, or as a first-order Markovian
process, as in usual SSMs.

e Deep Bayesian Networks (Deep BNs) combine BNs with DNNs: DNNs are
used to generate the parameters of the modeled distributions. This gives
them the ability to be high-dimensional and highly multi-modal while
having a reasonable number of parameters. In short, Deep BNs have the
potential to nicely combine the “explainability” of Bayesian models with
the modeling power of DNNs.

DDBNSs are thus a combination of all those aspects. They can be equally seen
as dynamical versions of Deep BNs (i.e., Deep BNs including temporal depen-
dencies) or deep versions of Dynamical BNs (i.e., Dynamical BNs mixed with
DNNs). As an extension of Dynamical BNs, DDBNs are expected to be pow-
erful tools to model dynamical systems and/or data sequences. However, as
already mentioned above, the combination of probabilistic modeling with DNNs
in Deep BNs generally makes the training more complex and costly (compared
to conventional BNs with the same overall structure but non-deep models for
the generation of distribution parameters). This is an even more serious issue
for DDBN where the repeating structure due to temporal modeling adds an
additional level of complexity.

2Hence BNs belongs to the first category of the afore-mentioned simplistic taxonomy.



1.2 Variational inference and Variational Autoen-
coders

Recently, the application of the variational inference methodology (Jordan et al.|
1999), (Bishop, [2006, Chapter 10), (Smidl and Quinn, [2006), (Murphy, [2012,
Chapter 21) to a fundamental Deep BN architectureﬂ has led to efficient in-
ference and training of the resulting model called a Variational Autoencoder
(VAE) (Kingma and Welling}, [2014). A similar approach was proposed almost
at the same time in (Rezende et al.| 2014)E| The VAE is directly connected to
the concepts of latent variable and unsupervised representation learning: The
observed, possibly high-dimensional, random variable representing the data of
interest is assumed to be generated from an unobserved low-dimensional latent
variable through a probabilistic process. This latent variable is somehow at the
heart of the overall model: It is assumed to “encode” the observed data in a
compact manner, so that new data can be generated from new values of the
latent variable. Moreover, one wishes to extract a latent representation that
is disentangled, i.e., different latent coefficients encode different properties or
different factors of variation of the data. When successful, this provides a nice
interpretability and control of the data generation/transformation process.

The automatic discovery of a latent space structure is part of the model
training process. The inference process, that is defined in the present context as
the estimation of latent variable values from observed data, also plays a major
role. As we will see in more detail later, in a Deep BN the exact posterior distri-
bution (that is the posterior distribution of the latent variable given the observed
variable corresponding to the generative model) is generally not tractable. It
is thus replaced with a parametric approximate posterior distribution (i.e., an
inference model) that is implemented with a DNN. Since the observed data like-
lihood function is also not tractable, the estimation of the model parameters is
done by chaining the inference model (aka the encoder in the VAE framework)
and the generative model (the decoder) and maximizing a lower bound of the
log-likelihood function called the variational lower bound (VLB) over a train-
ing datasetﬂ From now on, we refer to this general variational inference and
training methodology as the VAE methodology.

In summary, the VAE methodology enables deep unsupervised representa-
tion learning while providing efficient inference and parameter estimation in a
Bayesian framework. As a result, the seminal papers (Kingma and Welling}
2014; Rezende et al.| [2014) have had and continue to have a very strong impact
on the machine learning community. VAEs have been applied to many signal
processing problems such as the generation and the transformation of images
and speech signals (we provide a few references in Section .

3Basically, a low-dimension to high-dimension generative feed-forward deep neural network.

4(Kingma and Welling, 2014) and (Rezende et all [2014) were both pre-published in 2013 as
ArXiv papers. Connections also exist with (Mnih and Gregor, [2014)).

5Note that the idea of using an artificial neural network to approximate an inference model, and
chaining the encoder and decoder, dates back to the early work presented in (Hinton et al., |[1995).
However, the “Wake-Sleep” algorithm presented in this paper for model training is significantly
different from the one used to optimize the VAE.



1.3 Dynamical VAEs

As a Deep BN, the original VAE of (Kingma and Welling| 2014)) does not in-
clude temporal modeling. This means that every data vector from a dataset is
processed independently of the other data vectors (and the corresponding la-
tent vector is also processed independently of the other latent vectors). In the
years following the publication of (Kingma and Welling, [2014; Rezende et al.,
, the VAE methodology was extended and successfully applied to several
more complex Deep BNs. In particular it has been applied to Deep BNs with
a temporal model, i.e., DDBNs, dedicated to the modeling of sequential data
exhibiting temporal correlation. This was reported in a series of papers includ-
ing (Bayer and Osendorfer, 2014; Fabius and van Amersfoort, 2014; |[Krishnan
let al.] [2015; [Chung et al., [2015} |[Gu et al., 2015} [Fraccaro et al.| [2016; [Krishnan
et all [Fraccaro et all 2017, [Goyal et all 2017} [Hsu et all, 20170} [Li and]
Mandt| 2018} [Leglaive et al., [2020). In addition to including temporal depen-
dencies, the unsupervised representation learning spirit of the VAE is preserved
and cherished in those studies: Those DDBNs mix observed and latent vari-
ables, and aim not only at modeling data dynamics but also at discovering the
latent factors governing them.

In practice, those different models vary in how they define the dependencies
between the observed and latent variables, how they define and parameterize the
corresponding generative pdfs, and, importantly, how they define and parame-
terize the inference model. They also differ on how they combine the variables
with RNNs to model temporal dependencies, at both generation and inference.
In contrast, and remarkably, the training phase is quite similar between models
since it is consistently based on chaining the encoder and decoder and maximiz-
ing the VLB over a training dataset, that is applying the VAE methodology,
possibly with a few adaptations and refinements.

In the end, it is difficult to say if we have to see those models as variational
DDBNSs, that is DDBNs immersed in the VAE framework, or as Dynamical
VAEs (DVAEs), that is VAEs including a temporal model for modeling sequen-
tial data. They are probably both! In the following of the paper, as well as in
its title, we chose to use the second term, that is Dynamical VAEs, since we
assume that the term “VAE” is currently more popular than the term “DBN,”
and “Dynamical VAEs” gives a more speaking first evocation of those models,
compared to “variational DDBNs.”

1.4 Aim of the paper

The aim of the paper is manifold. First, to provide the background necessary
to understand and motivate DVAEs. Second, to introduce the DVAE as a
general class of models that encompasses many different combinations of VAE
and temporal models, and provide its formal definition. Third, to review the
recent literature that inspired this definition, and to present in detail seven
models that are representative of the DVAE class, under the general proposed



definition. Finally, to compare the re-implementation of these seven models and
discuss their advantages and drawbacks as well as future research guidelines.
More precisely, the contributions of this paper are the following:

e We provide a formal definition of what a Dynamical Variational Autoen-
coder is, what are its main properties and characteristics and how is it re-
lated to previous classical models such as VAE, RNN or SSM. We discuss
the importance of correctly defining the dependencies between random
variables as well as how these dependencies are implemented. Finally, we
discuss the general methodology used to identify the stochastic dependen-
cies of the latent variables at inference time and to compute the variational
lower bound used for training DVAEs.

e We give a proper, detailed and complete technical description of the seven
selected DVAE models (which is often overviewed in the original papers,
independently of the authors’ good will, because of lack of space). This
hopefully will enable the reader to access the technical substance of those
models much more rapidly and “comfortably” than by analyzing and com-
paring the original papers by him/herself. We have spent effort on con-
sistency of presentation: For most models that we detail, we first present
the generative equations in time-step form and then for an entire data se-
quence. Then we present the structure of the exact posterior distribution
of latent variable given the observed data, and we present the inference
model as proposed in the original papers. Finally, we present the corre-
sponding VLB. In the original papers, some parts of this complete picture
are often missing (not always the same parts!) because of lack of space.

e Importantly, we also have spent some effort to make the notations homo-
geneous across models. In particular, for some models, we have changed
the time indexation, and sometimes the name, of some variables. We took
great care to do that consistently in the generative model, the inference
part, and the VLB, so that this change of notation does not affect the
essence and the functioning of the model. Together with consistency of
presentation, this enables to better put in evidence the commonalities and
the differences across models, and make their comparison easier. Notation
remarks are specified in independent dedicated paragraphs when necessary
all through the paper to facilitate the connection with the original papers.

e We relate those recent developments with history: Although there are
already many papers on the VAE, including tutorials, we present the VAE
in the first technical section because all subsequent DVAE models rely
on the VAE methodology. Then we show how DVAEs are connected to
RNNs and SSMs. The unified notation that we use may help readers
from different communities (machine learning, signal processing, control
theory, etc.) that are not familiar with those connections to discover them
comfortably.



e We discuss the links, similarities and differences of the different DVAE
models. We comment on the choices of the authors of the reviewed papers
regarding the inference model, its relation with the exact posterior distri-
bution, and implementation issues. Note that in the present review, we
discuss only high-level implementation issues, that is the general structure
of the neural network that implements a given DVAE at generation or at
inference (e.g., the type of RNN). We do not discuss practical implemen-
tation issues (e.g., the number of layers), which are too low-level in the
present technical review context.

e We have reimplemented the seven DVAE models detailed in this review,
and we have evaluated these models on a basic task (analysis-resynthesis
of speech signals). The comparison of performance of the different mod-
els from the analysis of the literature is a very difficult task, for many
reasons: All models are not evaluated on the same data; Chronological
analysis of the publications naturally reveals that a new model improves
over some previously proposed model(s), at least on some aspect(s), but
we all know that this can depend on model tuning and experimental setup,
and comparison done with a subset of previous models is incomplete in
essence, etc. In short, an extended benchmark of DVAE models is not
yet available. On the other hand, conducting an extended benchmark is
a huge amount of work, since there are many possible configurations for
the models, and many tasks for evaluating them. In particular, as we will
see in this review, it is not yet clear how to evaluate the degree of “dis-
entanglement” of the extracted latent space. For all those reasons (and
also because this review paper is already quite long!), we limit the bench-
mark to a simple task in the present review. We plan to compare more
extensively the models in future studies.

e Finally, the code re-implementing the seven DVAE models and used on the
benchmark task is made available to the community. The open-source code
and the best trained models can be downloaded at the following repository:
https://github.com/XiaoyuBIE1994/DVAE-speech. We have also taken
care, in the code, to follow the unified presentation and notation used in
the paper, making it, hopefully, a useful and pedagogical resource.

In summary, we believe that comparison of models across papers is a difficult
task in essence, whatever the efforts spent by the authors of the original papers,
because of the use of different notations, presentation lines, missing information,
etc. We hope that the present review paper and accompanying code will help
the readers in more easily accessing the technical substance of DVAEs, and see
their cross-connections and their connections with pre-existing classical models.

Before we give the outline for the rest of the paper, it is useful to mention
what we do not present in this review paper:

e All the DVAE models we review in a detailed manner consider continuous
latent random variables. In other words, we do not consider the case of
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discrete latent random variables. The latter can be incorporated in DVAE
models, in the line of what is done for conditional-VAEs for exemple (Sohnl
let al.| [2015; [Zhao et al.,[2017)). In contrast, in the presented class of DVAE
models, the sequence of observed random variables can be continuous or
discrete, as in the original VAE formulationEl

e All the DVAE models we review in detail consider a discrete-time sequence
of (continuous or discrete) observed random wvariables associated with a
corresponding discrete-time sequence of (continuous) latent random vari-
able. In other words, these models function in sequence-to-sequence mode
for both encoding and decoding. We thus do not detail the VAE-based
models specifically designed for text and dialogue generation

et al.| 2016} [Miao et al. 2016} [Serban et al.| 2016} [2017} [Yang et al., 2017}
Semeniuta et al., 2017; [Hu et al.l [2017; [Zhao et al.,[2018} [Jang et al.l[2019).

These models generally have a many-to-one (discrete-to-continuous) en-
coder and a one-to-many (continuous-to-discrete) decoder, that is a whole
sentence (sequence of words) is encoded into a single latent vector, which
is in turn decoded into a whole sentence[] Even if those models can in-
clude some hierarchical structure at encoding and/or at decoding, they do
not consider a temporal sequence of latent vectors.

e For the same reason, we do not detail the VAE-based models dedicated to
(2D) image processing in this review, even if image rows or columns can
be considered as sequences of consecutive (correlated) pixels. VAEs for
image modeling generally apply many-to-one encoding and one-to-many
decoding: They encode a whole image (that is a large number of pixels) in
a single low-dimensional (continuous) latent vector. Note that the early
works on VAE (Kingma and Welling), 2014]), and many subsequent works,
have considered image generation and transformation as a major appli-
cation. The correlation between neighboring pixels was poorly exploited
in early works since the conditional generative model (conditioned on the
latent variable) was pixelwise independent. Subsequent works (Gulrajani
let al.l 2016} |Chen et al.| [2017; [Lucas and Verbeekl, |2018} [Shang et al.,2018)
considered mixing the VAE latent representation with a decoder exploiting
local pixel correlations with either convolutive or auto-regressive decod-
ing (van den Oord et al. 2016alb)), possibly combined with a multi-level
or hierarchical latent encoding. These models often rely on knowledge
accumulated on the use of deep neural networks for image processing,
e.g., convolutional neural networks (CNNs) that decompose an image into

STemporal models with binary observed and latent random variables can be found in
[Lewandowski et al.] |Gan et all} [2015). Those models are based on Restricted Boltzman
Machines (RBMs) or Sigmoid Belief Networks (SBNs) combined with RNNs. A detailed analysis of
this kind of models is out of the scope of the present review.

"See for the same principle applied to music scores modeling. For examples
of many-to-one encoding and one-to-many decoding with continuous latent and observed variables,
see the model used in (Pereira and Silveiral for anomaly detection in energy time series
(coupled with an attention model) and see the Factorized Hierarchical Variational Autoencoder

(FHVAE) presented in (Hsu et al.,|2017b)). We discuss this latter model in Section

10



successive feature maps and corresponding recomposition process. This
makes those models a bit aside the temporal models we focus on.

e Finally, in this review we focus on DVAEs trained with the variational
inference methodology, we do not review models based on GANs and more
generally on an adversarial training methodology. Examples of extensions
of “static” GANSs to sequence modeling and generation, possibly including
hierarchical modeling and disentangled representation issues, can be found
in (Mathieu et al., 2016; Villegas et al., 2017; |Denton and Birodkar, |2017;
[Tulyakov et al., 2018} [Lee et al) 2018). We can note that this approach
is particularly popular for separating content and motion in videos.

All those models, the ones we detail and unify in the DVAE class, and
the ones we do not detail, remain strongly connected, with a similar overall
encoding-decoding architecture and possibly a similar inference and training
VAE methodology. Therefore, we must keep in mind that some of the propo-
sitions made in the literature for one type of model can be adapted and can
reveal beneficial to the other.

1.5 Outline of the paper

The following of the paper is organized as follows. We start with the background.
We first present the VAE in Section [2] because this model is at the foundation
of subsequent DVAE models. Since the introduction of temporal models in the
VAE framework is closely linked to RNNs and SSMs, we rapidly present these
two classes of models in Section 3l

In Section we present the general class of DVAE models (that encompasses
the seven detailed models): We give their definition, we discuss the variables
dependencies in the DVAE pdfs, and discuss the extension of the VAE method-
ology to the DVAE models. To our knowledge, this is the first time this class
of models is presented in such a general and unifying manner.

The next seven sections are dedicated to the detailed DVAE models. In Sec-
tion [5], we present a basic example of combination of SSM with DNNs, trained
with the VAE methodology, hence a first exemple of DVAE: The Deep Kalman
Filter model (DKF) (Krishnan et al., 2015, 2017). Then we examine in de-
tails the Kalman Variational Autoencoder (KVAE) (Fraccaro et al., 2017) in
Section [6] the Stochastic Recurrent Neural Network (STORN) (Bayer and Os-
endorfer, 2014)) in Section|[7] the Variational Recurrent Neural Network (VRNN)
(Chung et al., 2015} [Goyal et al.|[2017) in Section [8] another type of Stochastic
Recurrent Neural Network (SRNN) (Fraccaro et al., 2016)) in Section [0 the Re-
current Variational Autoencoder (RVAE) (Leglaive et al. |2020) in Section
and finally the Disentangled Sequential Autoencoder (DSAE) (Li and Mandt
in Section

In Section we propose a more rapid overview of other DVAE models to
complement our DVAE literature review. The benchmark of the seven detailed
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models on a basic speech modeling task is presented in Section Finally, we
conclude this review with a discussion in Section [[4l
We wish the reader to enjoy this DVAE tour.
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Chapter 2

Variational Autoencoders

In this section, we rapidly present the Variational Autoencoder and the associ-
ated variational methodology for model training and inference. An extended tu-
torial paper on VAEs by the authors of the seminal paper (Kingma and Welling,
2014)) can be found in (Kingma and Welling, 2019)) (an ArXiv pre-print of this
tutorial paper is also available).

2.1 Principle

For clarity of presentation, let us start with an autoencoder (AE). As illustrated
in Fig. an autoencoder is a DNN that is trained to replicate an input vector
x € R at the output (Hinton and Salakhutdinov, [2006; [Vincent et al., [2010).
At training time, the target output is thus set equal to x, and at test time the
output x is an estimated value of x (i.e., we have X & x). An autoencoder
usually has a diabolo shape. The left part of the AE, the encoder, provides a
low-dimensional latent representation z € R” of the data vector x, with L < F,
at the so-called bottleneck layer. The right part of the AE, the decoder, tries
to reconstruct x from z. Note that so far, everything is deterministic: At test
time, each time we feed the AE with a specific input vector xp, the AE will
provide the same corresponding output Xg.

The Variational Autoencoder (VAE) was initially proposed in (Kingma and
Welling, |2014; [Rezende et al., [2014). It can been seen as a probabilistic ver-
sion of an AE, where the output of the decoder is not directly a value of x
but the parameters of a probability distribution of x. As we will see below,
the same probabilistic formulation applies to the encoding of z. The resulting
probabilistic model can be used to:

e generate new data (from unseen values of z);

e transform existing data within an encoding-modification-decoding scheme;
Note that the seminal papers on VAE and many following ones consid-
ered image generation and transformation, but examples of speech/music
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Encoder Decoder

Figure 2.1: Schematic representation of an autoencoder (probabilistic graph-
ical model enriched with DNN representation). The left trapezoid represents
a high-to-low dimensional encoder DNN (denoted e, ), and the right trapezoid
represents a low-to-high dimensional decoder DNN (denoted dyx ). Calculation
of the latent variable z and output x from input x is totally deterministic, as
represented by diamonds.

signals VAE-based transformation can be found in, e.g., (Blaauw and

Bonadal, 2016} [Hsu et all 2017a}; [Esling et al. 2018} [Roche et all 2019}
Bitton et al. |2020);

e as a prior distribution of x in more complex Bayesian models for, e.g.,
speech enhancement (Bando et al. 2018} [Leglaive et al. 2018 [Pariente]

et al) 2019; Leglaive et al., 2019) or source separation (Kameoka et al.,

2018)).

For clarity of presentation, at this point, it is convenient to separate the encoder
and the decoder. Let us start with the decoder, since it forms the generative
part of the model.

2.2 VAE decoder

In the following, N (~; u, E) denotes the multivariate Gaussian distribution with
mean vector p and covariance matrix X, diag{-} is the operator that forms a
diagonal matrix from a vector by putting the vector entries on the diagonal, 0,
is the zero-vector of size L, and Iy, is the identity matrix of size L. pg, (x) is a
generic notation for a parametric pdf of the random variable x, where 6y is the
set of parameters. It is equivalent to p(x;6x).

Formally, the VAE decoder is defined by:

po(x,2) = py, (x|2)pe, (2), (2.1)
with
po, (z) = N(2;0,1z), (2.2)

and py, (x|z) is a parametric conditional distribution, the parameters of which
are a non-linear function of z modeled by a DNN. This DNN is called the decoder
network or the generation network, and is parametrized by a set of weights and
biases denoted 6. In the standard VAE, the set of parameters 6, is empty, but
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Encoder Decoder

Figure 2.2: Schematic representation of the VAE: Encoder (left) and decoder
(right). Dashed lines represent a sampling process. When the encoder and
decoder are cascaded, using the same variable name x at both input and output
is a bit abusive, but this is to be more consistent with the separate encoder and
decoder equations.

we write it explicitly to be coherent with the rest of the paper, and we have
here = 6, U6, = 0,. The decoder network is illustrated in Fig. (right).

The VAE model and associated variational methodology was introduced in
(Kingma and Welling, 2014) in the very general framework of parametric dis-
tributions, i.e., independently of the practical choice of the pdf pg, (x|z) (and
to a lesser extend of pg,(z)), and x can be a continuous or discrete random
variable with any arbitrary conditional distribution. The Gaussian case was
then presented in (Kingma and Welling) 2014) as a major example. Of course,
other pdfs (than Gaussian) can be used depending on the nature of the data
vector x. For example, Gamma distributions better fit the natural statistics of
speech/audio power spectra (Girin et al., [2019). For simplicity of presentation
and consistency across models, in the present review py, (x|z) is assumed to be
a Gaussian distribution (with diagonal covariance matrix) for all models, i.e.
we have:

po, (x|2) = N (x; g, (), diag{ej (2)}) (2.3)
F F

= [ pe.(eslz) = [T N (25: 16,5 (2), 05, (2)), (2.4)
f=1 f=1

where subscript f denotes the f-th entry of a vector, and p,_: RY — R and
og, : RY — ]Ri are non-linear functions of z modeled by the decoder DNN. For
the purpose of consistency with the presentation of the other models in the next
sections, we gather into dy the functions implemented by the decoder DNN, i.e.,
we have:

(10, (2), 00, (2)] = dx (). (2.5)

A VAE decoder can be seen as a generalization of the probabilistic principal
component analysis with a non-linear (instead of linear) relationship between z
and the parameters 0. It can also be seen as the generalization of a generative
mixture models, with a continuous conditional latent variable instead of a dis-
crete one (Kingma and Welling, 2019). Indeed the marginal distribution of x,
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po(x), is given by:
pe(x) = /pgx (x|z)pe, (z)dz. (2.6)

Since any conditional distribution pg, (x|z) can provide a mode, pg(x) can be
highly multi-modal (in addition to being potentially highly dimensional). With
this in mind it makes sense to set a diagonal covariance matrix in since
marginal distributions of arbitrary complexity can be obtained by designing and
tuning the decoder network. Setting diagonal covariance matrices often makes
the mathematical derivations easier.

2.3 VAE encoder

Training the generative model (2.1)) consists in learning the parameters 6 from a
training dataset X = {x,, € RF}."",  where the training vectors x,, are assumed
ii.d. This is usually done by finding the values of parameters 6 that maximize
the training data marginal log-likelihood logpg(X). Because the relation be-
tween z and {uo, ;(2),05 ()} is modeled by a DNN, py(X) is intractableﬂ
Therefore, the posterior distribution py(z|x) is intractable too, and thus using
the classical Expectation-Maximization (EM) algorithm is not possible.

Variational inference is an elegant methodology that overcomes these prob-
lems and enables us to efficiently train the VAE. It is grounded in two principles:
i) Because the posterior distribution py(z|x) is intractable, an approzimate pos-
terior distribution of z is introduced, denoted ¢4(z|x) =~ peo(z|x), that has a
similar general form to the generative conditional distribution pg(x|z) and that
plays the role of the encoder, i.e. it enables the inference of the unobserved
latent vector z from the corresponding observed vector x, and ii) the encoder
and the decoder are jointly trained, as we will see in the next subsection.

Let us first specify the encoder. A common choice for the approximate
posterior distribution g4(z|x) is to use a Gaussian distribution:

Gy (2]x) = N (z; py(x), diag{o (x)}) (2.7)
L L

= [T ae(zlx) = [TV (265 10.4(x), 02 4(x)), (2.8)
=1 =1

where 1, : RF — R and 0y : R Ri are non-linear functions of x modeled
by a DNN called the encoder networkﬂ and parametrized by a set of weights and
biases denoted ¢. The encoder network is illustrated in Fig. (left). Again,
for the sake of consistency with the presentation of the other models, we can
redenote:

(16 (), 05 (x)] = €4 (), (2.9)

where e, is the non-linear function implemented by the encoder DNN.

I This is because the corresponding complete-data log likelihood po(X,Z) cannot be integrated
out over the set of latent vectors Z.
2The encoder network is also referred to as the recognition network in the literature.
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2.4 VAE training

For VAE training, the encoder and the decoder are cascaded, as illustrated
in Fig. and the sets of parameter 6 and ¢ are jointly estimated from the
training data X. Indeed, it is shown in (Kingma and Welling}, 2014) that even
if log pp(X) is intractable, it is possible to calculate a lower bound of log pg(X)
that depends on both 6 and ¢, and maximize this lower bound w.r.t. both 6
and ¢. This lower bound is called the variational lower bound (VLB) or the
evidence lower bound (ELBO) or the negative variational free energy, and is
denoted L(6, ¢; X).
It is shown in (Kingma and Welling} |2014) that the VLB is given by:

L(0,0:X) =Eq,z)x)[logpe(X,Z)] — Eg,z)x)[logqs(Z]X)], (2.10)

which can be reshaped as:

L(0,¢:X) = Eq,(z/x) [log po.(X|Z)] — Dxr(4(Z|X) | pe.(Z)) (2.11)
Ntr Ntr
= Z IE:q<,>(z,7/|x,7) [Ingex (Xn|zn)] - Z Dy, (CI¢(Zn\Xn) ” Do, (Zn))7
n=1 n=1
Reconstruction accuracy Regularization
(2.12)

where Dkr(p1 || p2) > 0 denotes the Kullback-Leibler (KL) divergence between
probability distributions p; and py. The equivalence between and
is due to the assumed i.i.d. property of the data vectors. The total VLB is
thus the sum of individual VLBs over each training vector. The left term in
the right side of and is a reconstruction term that represents the
average accuracy of the chained encoding-decoding process. The right term
is a regularization term, that enforces the approximate posterior distribution
g4(z|x) to be close to the prior distribution pg, (z). This term forces z to be a
disentangled data representation, i.e., the z entries tend to be independent and
encode a different characteristic (or factor of variation) of the data.

For usual distributions, the regularization term has an analytical expres-
sion as a function of # and ¢. However, the expectation taken with respect
t0 ¢¢(2zn|x,) in the reconstruction accuracy term is analytically intractable.
Therefore, in practice, it is approximated using a Monte Carlo estimate with
R samples 2\ independently and identically drawn from ¢4(z,|x,) (for each
index n):

1 E
E%(Zn\xn) [log po (%, |2n)] ~ & Z log pe (Xn|Z§LT>)~ (2.13)
r=1
In the present paper, we keep the same notation L£(6,¢;X) for the resulting
approximate VLB, i.e. in practice we have:

Nip R Nir
1 .
L(O,4:X) =) = D logpa(xalzy)) = Drr(as(zalxn) | p(zn)). (2.14)
n=1 r=1 n=1
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Maximization of £(6,¢;X) w.r.t. 6 and ¢ is obtained with a gradient-ascent
algorithm that includes the classical error backpropagation through the network
layers. Usually some version of the Stochastic Gradient Descent (SGD) is used,
i.e., the gradient descent (on the negative VLB) is applied on subsets of training
data called minibatchesEl For £(0, ¢; X) being differentiable w.r.t. 6 and ¢, one
has to use i) “differentiable” encoder and decoder neural networks, which can
be assumed for most usual DNN architectures, and ii) an explicit formulation of
samples z$Z’> as a function of the set of parameters ¢. This is obtained with the
so-called reparameterization trick, which consists in reformulating this sampling
as:

z;’j} = pgu(%n) +E0pi(x,) £~ N(0,1). (2.15)

SGD and update of model parameters § and ¢ are thus alternated with the
above sampling using the lastly updated parameters ¢. In practice, if we use
sufficiently large minibatches, we can set R = 1 (Kingma and Welling}, 2014)).
Note that all this optimization process is now considered as routine within deep
learning toolkits such as Keras and PyTorch.

Because it is at the foundation of the variational approach, we will largely
reuse the generic expression of L(6, ¢; X) given in in the following of this
review paper.

2.5 VAE improvements and extensions

Following the seminal VAE papers (Kingma and Welling|, [2014; Rezende et al.,
, many papers have been proposed for VAE improvements and extensions.
Before we move toward dynamical models based on VAE, we briefly mention
here some of those improvements and extensions. This is thus a shallow and
non-exhaustive review, the purpose of the present paper is not to deepen this
part of VAE literature, it is rather to mention some aspects that open the review
toward DVAEs. The interested reader can refer to (Kingma and Welling, 2019)
for a more detailed review of the “static” VAE improvements and extensions.

B-VAEs: The authors of (Higgins et al.,[2017) proposed to introduce a weight-
ing factor, denoted 3, in (2.11))(2.12)) to balance the regularization and recon-
struction terms:

L(0,¢,5;X) = Eq,(zx) [log po, (X|Z)] = 8Dk (44 (Z|X) || po, (Z)). (2.16)

This enables the user to better control the trade-off between output quality
and orthogonality/disentanglement of the latent coefficients z. Basically, this
principle is totally independent of the issue of “static” vs. temporal modeling,
but it can be re-used in the framework of DVAEs.

VAEs with normalizing flows and/or hierarchical latent space: It has
been proposed in (Rezende and Mohamed, |2015} [Kingma et al.l 2016} Louizos|

3The resulting approximate VLB is sometimes referred to as the Stochastic Gradient Variational
Bayes (SGVB) estimator in the literature (Rezende et al.}|2014).
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land Welling}, 2017 |Chen et all 2017) to augment the flexibility (and thus the
modeling power) of the approximate posterior distribution (i.e. the encoder)
using a so-called normalizing flow, that is a mapping of the latent variable z
from another variable. Several levels/layers of latent variable transformation
can be chained, in particular via autoregressive modeling (Kingma et al.l 2016]).
In the context of text/dialogue generation, a piecewise constant distribution for
the prior distribution of z was used in (Serban et al., |2016).

In a more general manner, the latent space can be structured by setting a
hierarchical prior distribution on a set of latent variables z = {zg,z1, ..., z K}El
and extend/exploit this structure at the encoder level (Kingma and Welling]
Chapter 4) (Salimans, [2016} Sgnderby et al., 2016ajb). For example, in
(Salimans| 2016)), the author proposes to use a (deep) first-order auto-regressive
prior model:

K
po, (z) = po, (z0) [ [ po, (zr|zi-1), (2.17)
k=1

and a corresponding “mirror” approximate posterior model:

K
96(2[x) = gp(20lx) ] | a6 (@21, ). (2.18)
k=1

Note that in such approach, the latent space is structured but not the data
space (we still have a unique observed vector x). Note also that because the
above-mentioned normalizing flow technique can consist of chaining multiple
transformations of latent variables, it can be seen as a particular case of hierar-
chical encoder (Kingma and Welling| [2019; Kingma et al.l [2016).

Importantly, so far in those hierarchical models, there is no notion of time,
but if we think of timely ordered variables, then we go towards Markov models
(in the above example a first-order one) that, as we will see later in this paper,
will be at the heart of the DVAE framework. Also, the DVAE framework, as we
define it, will consider both timely ordered latent variables and timely ordered
observed variables.

In a slightly different but related line, the authors of (Bouchacourt et al.,
propose a hierarchical “multi-level” VAE with two latent vectors that are
defined at different data scales: One latent vector encodes a common content
for a group of data, and one other latent vector encodes the style of subgroups
of data within a group. Data grouping involves a certain amount of supervi-
sion during training. Although there is no temporal aspect in
2018)), we will see later that the use of different latent variables to en-
code different levels of information in the data can be applied to sequential data
characterized by features with different time resolutions.

Improved VAE decoders: As for using more sophisticated decoders, the
authors of (Chen et al.,|2017) considered an autoregressive conditional density of

4Here the index denotes different latent variables, not a sample in a training set as before.
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the form py, (x|z) = []; po.. (xi|z, X,[;)) with application to 2D-image modeling,
where x; is the i-th pixel of the image and x,,,; are the neighboring pixels. The
autoregressive part is typically implemented with an RNN (van den Oord et al.|
2016b)). Ideally, the local statistics of an image (e.g., local texture) should be
modeled by the autoregressive part, whereas the global structural information
of the image (e.g., objects) should be encoded in z.

The authors of (Chen et al.| 2017)) discuss the tendency of the autoregressive
part of the model to capture all the information on the data structure and let
the latent variable unused. This problem had also been observed and discussed
in the context of language/text modeling (Bowman et al) 2016). A general
strategy to counter this effect, that is controlling the data features encoded by
the RNN and the data features encoded in z, is proposed at the early level of
model design (basically, the local autoregressive window is constrained to be
small). This can also be done with a hierarchical structure of the latent space
(see previous paragraph), possibly combined with the different levels of image
feature maps (Gulrajani et al., [2016}; Gregor et al., 2016) or by introducing in
the training procedure an auxiliary loss function that controls which information
is captured by z and what is left to the autoregressive decoder (Lucas and
. Since the DVAE class of models also combines latent variables
with RNNs, this problem is notable in our review context and we will come back
to it in the discussion of Section [14l

Semi-supervised VAEs: The authors of (Siddharth et all 2017) propose to
force the disentanglement of z and thus improve its interpretability by using a
small amount of supervision during training. This study does not particularly
deal with static or dynamical VAEs, and this weak supervision principle can be
applied to both.
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Chapter 3

Recurrent Neural Networks
and State Space Models

We have mentioned earlier that, basically, DVAEs are made of combinations of
a VAE and temporal models. Most of these temporal models rely on recurrent
neural networks (RNNs) and/or state space models (SSMs). We thus rapidly
present the RNNs and SSMs in this section, before we go to DVAEs. An ex-
tended technical overview of RNNs and SSMs, as well as their applications, is
out of the scope of the present paper.

3.1 Recurrent Neural Networks

3.1.1 Principle and definition

RNNs have been and are still extensively used for data sequence modeling and
generation, and sequence-to-sequence mapping. Basically, a RNN is a neural
network that processes ordered vector sequences and that uses a memory of
past input /output data to condition the current output (Sutskever}2013;|Graves
et al,|2013)). This is done using some additional vector that recursively encodes
the internal state of the network.

As for notations, we denote by x¢,.., = {x[}iitl a sequence of vectors x
indexed from ¢, to to, with ¢; < t5. When t; > ¢, we assume x;, .4, = 0.
We present the RNNs in the general framework of non-linear systems, which
transform an input vector sequence ui.r into an output vector sequence xi.r,
possibly through some internal state vector sequence hy.p. Input, output and
internal state vectors can have arbitrary (different) dimensions. If uj.p is an
“external” input sequence, the network is considered as a “system” as is usual
from the control theory point of view (u;.7 being often considered as a command
to the system). If u; = () the RNN is in undriven mode. And importantly, if
u; = x;_1 the RNN is in predictive mode, or sequence generation mode, which
is a usual mode when we are interested in modeling the evolution of a data
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sequence x1.7 “alone,” i.e., independently of any external input (in that case,
x1.7 can be seen both as an input and an output sequence).
A basic single-layer RNN model is defined by:

h; = dnia(Winuy + Wiechy—1 + bpia), (3.1)
Xt = dout (Woutht + bout)a

where Wi, Wiye. and W,y are weight matrices of appropriate dimensions,
bpiqa and by, are bias vectors, and dpiq and doyy are non-linear activation func-
tions. We also need to define the initial internal state vector hy. This model is
extendable to more complex recurrent architectures:

hy = dp (s, hy_q), (3.3)
x; = dy (hy), (3.4)

where dy, and dyx denote any arbitrary complex non-linear functions imple-
mented with a deep neural network. We assume that this representation in-
cludes Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhu-
ber}, [1997)) and Gated Recurrent Unit (GRU) networks (Cho et al. 2014]) that
comprise additional internal variables called gates. For simplicity of presenta-
tion, those additional internal gates are not formalized in . The same
for multi-layer RNNs where several recursive layers are stacked on top of each
other (Graves et al. [2013) (in that case, for the same reason, we do not re-
port layer indexes in ) And the same for combinations of multi-layer
RNNs and LSTMs, i.e., multi-layer LSTM networks. In summary, in all the
following, we assume that equations are a “generic” or “high-level”
representation of an RNN of arbitrary complexity.

Notation remark: Although it is a bit abusive, to clarify the presentation and
the links between the different models, we use the same generic notation dy for
the generating function in and , and we will do that all throughout
the paper (and the same for dj, and for d, to come).

So far, the above RNNs are totally deterministic: Given u;.7 and hg, xi.1
is totally determined. Such networks are trained by optimizing a deterministic
criterion, e.g., the mean squared error (MSE) between target output sequences
from a training dataset and corresponding actual output sequences from the
network. Note that the training set of i.i.d. vectors used for the VAE training is
here replaced with a training set of sequences of vectors, and consecutive vectors
within a training sequence are generally correlated, which is the point of using
a dynamical model.

3.1.2 GGenerative Recurrent Neural Networks

Deterministic RNNs can easily be turned into generative RNNs (GRNNs) by
adding stochasticity at the output level: We just have to define a probabilistic
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observation model and replace the output sequence of data with an output se-
quence of corresponding distribution parameters, just like for the VAE decoder:

h; = dh(um htfl); (35)
[k, (ht), 00, (h)] = dx (hy), (3.6)
po,. (x¢|hy) = N (x¢; pg, (hy), diag{o_(h¢)}). (3.7)

Eq. is the same recursive internal state model as . Eq. (3.6) and
compose the observation model. For the latter, we here use the Gaussian
distribution for its generality and for convenience of illustration, though any
distribution can be used, just as for the VAE decoder. Again, one may choose
a distribution that is more appropriate to the nature of the data. For exemple,
using mixture distributions was proposed in (Graves, [2013)).

The complete set of model parameters 6 here includes 6y, and 60y, the pa-
rameters of the networks implementing dy, and dy, respectively. We can remark
that because the output of dy in is now two vectors of pdf parameters
instead of a data vector in (3.4), its size is twice the size of the deterministic
RNN. When the internal state vector h; is of (much) lower dimension than the
output vector x;, the GRNN observation model becomes very similar to the
VAE decoder, except that, again, h; has a deterministic evolution through time
whereas the latent state z of the VAE is stochastic and i.i.d., which is of course
a fundamental difference.

It can also be noted that even if the generation of x; is now stochastic, the
internal state evolution is still totally deterministic. Let us redenote h; as a
function hy = h¢(u;.;) to make the deterministic relation between u;.; and hy
explicit (for every time index ¢)f'| We thus have py, (x:|h:) = po, (x¢|he(uy.s)).
In predictive mode, we have: pg, (x:|h:) = pe, (xt|ht(x0;t_1))E| Such stochastic
version of the RNN can be trained with a statistical criterion, e.g., maximum
likelihood: As for the VAE training, we search for the maximization of the
observed data log-likelihood w.r.t. 6 over a set of training sequences. For one
sequence, with the conditional independence of successive data vectors, the data
log-likelihood is given by:

T
log po., (x1:7[ur) = Y log pa, (x:[hy (). (3.8)

t=1

3.2 State Space Models

3.2.1 Principle and definition

State Space Models (SSMs) are a rich family of models that are widely used to
model dynamical systems (in statistical signal processing, time series analysis,

lh,,(ul:f,) also depends on the initial internal state vector hgp, but we omit this term as an
argument of the function for concision.

2Here, the first “input” xo has to be set arbitrarily, just like hg. Alternately, one can directly
start the generation process from an arbitrary internal state vector hi.
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control theory, etc.) (Durbin and Koopman| 2012). Here, we focus on discrete-
time continuous-valued SSMs of the form:

(o, (Zt—1, 1), 00, (2t—1,01)] = dg (21, 11), (3.9)
o, (Zt|z¢—1,01) = N(Zt; Ko, (Zt—1,0y), diag{o'gz (z¢-1, uf)})7

(3.10)

(1o, (21), 00, (21)] = dx (21), (3.11)

Do, (x¢]2¢) = N(xt; Mo, (2¢), diag{ogx (zt)}), (3.12)

where d, and dx are functions of arbitrary complexityﬂ each one being param-
eterized by a set of parameters denoted 0, and 0y, respectively. As for the
complete generative model, we thus have 8 = 6, U6, , and we keep this notation
in all the following of the paper. The observation model f is very
similar to the GRNN observation model 7. Here, z; is a stochastic
internal state vector. Its distribution, known as the state model or the dynam-
ical model, is given by 7. We can see it follows a first-order Markov
model, i.e., a temporal dependency is introduced where z; depends on the previ-
ous state z;_; and corresponding input u;, through the function d,. The use of
the Gaussian distribution in and is a usual convenient choiceﬁ In
short, the above SSM can be seen as a GRNN in which the deterministic inter-
nal state h; has been replaced with a stochastic internal state z;, as illustrated

in Fig.

Notation remark: In the control theory literature, the input corresponding to
the generation of z; is often denoted u;_1, or equivalently, u; is used to generate
the next state z;1. This notation is arbitrary. In the present paper, we prefer
to realign temporal indices, so that input u, is used to generate z; which in turn
is used to generate x;, to be better consistent through all the presented models.

As for the complete sequence, given the dependencies represented in Fig. [3.1]
the joint distribution of all variables writes:

T
po(X1.7, 217, W) = Hpex (xt|2¢)po, (2¢]2:—1, ue)p(wy), (3.13)
t=1
from which we can deduce:
po, (X1.7|21.7) = Hpex (xt]z¢), (3.14)
and:
po, (z1.7|01.T) = Hpgz (zt|ze—1, ). (3.15)

3Here, d, and dx can be linear or non-linear. We will comment on those different cases in the
following.

4More generally, those distributions are within the exponential family so that either exact or
approximate inference algorithms can be applied, depending on the nature of d, and dx.
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Figure 3.1: GRNN (left) vs. SSM (right): The two models have an identical
structure, though the internal state of the GRNN is deterministic (represented

with a diamond) whereas the internal state of the SSM is stochastic (represented
with a circle).

Note that given the state sequence z;.7, the observation vectors at different time
frames are mutually independent. The prior distribution of u, also factorizes
across time frames, but this is of limited interest here. Note also that, to be
complete, we should specify more carefully the model “initialisation”: At ¢t =1
we need to define zg which can be set to an arbitrary deterministic value, or
defined via a prior distribution py, (z¢) (that then must be added in the right-
hand-side of and ), or we can set zg = (), in which case the first

term of the state model in those equations is pg, (z1|uy).

3.2.2 Kalman filters

Some classical SSMs have been (successfully) used for decades for a wide set of
applications. For example, when dy and d, are linear functions of the form:

Mo, (Zt—1,0;) = Ayzi 1 + Byuy +my, ng (zt—1,us) = Ay, (3.16)
/“"9x (Zt) = Ctzt + ng, O'Sx (Zt) = Eta (317)

where A;, By, m;, A;, C;, n;, and X; are matrices and vectors of appropriate
size, the SMM turns into a Linear-Gaussian Linear Dynamical System (LG-
LDS). In that case, the inference, that is the equations for optimal state vector
sequence estimation from observed data, has a very popular closed-form solution
known as the Kalman Filter (Moreno and Pigazo, 2009)E| We do not present
the equations of the Kalman filter here for concision, let us just mention that
the inference is a linear form of the observations, and the parameters of this
linear form are obtained from the model parameters with basic matrix/vector
operations.

5The Kalman filter is the solution to inference using past and present observations (outputs and
inputs). When the complete sequence of observations are used, the solution is the Kalman smoother,
also obtainable in closed-form.

25



Non-linear Dynamical Systems (NDS), sometimes abusively referred to as
Non-linear Kalman Filters, have also been largely studied, well before the deep
learning era. Principled extensions to the Kalman Filter designed to deal with
the non-linearities have been proposed, e.g., the Extended Kalman Filter (EKF)
and the Unscented Kalman Filter (EKF) (Wan and Van Der Merwe, [2000;
. A review of linear and non-linear Kalman filters is out of the
scope of the present paper, to keep it focused on Dynamical VAEs.
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Chapter 4

Definition of Dynamical
VAEs

In this section, we describe a general methodology for defining and training
Dynamical VAEs. Our goal is to encompass different models proposed in the
literature, that we will describe in more detail later on. These models can be
seen as particular instances of this general definition, given simplifying assump-
tions. Hopefully, this section will prepare the reader to understand well the
commonalities and differences between all the models that we will review, and
may motivate future developments. We first define a DVAE in terms of gener-
ative model, then we present the general lines of inference and training in the
DVAE framework.

4.1 Generative model

As already mentioned, DVAEs consider a sequence of observed random vectors
x1.r = {x: € RF}thl and a sequence a latent random vectors z1.r = {z; €
RE}L . As opposed to the “static” VAE, and similarly to SSMs, those two
data sequences are assumed to be temporally correlated and can have more
or less complex (cross-)dependencies across time. Defining a DVAE generative
model consists in specifying the joint distribution of the observed and latent
sequential data, through the pdf pg(x1.7,21.7), which parameters are provided
by DNNs, which themselves depend on a set of parameters 6.

When the model is working in the so-called driven mode, one additionally
considers an input sequence of observed random vectors u;.p = {u; € RV},
in which case x;.7 is seen as the output sequence. In that case, to define the full
generative model, we need to specify the joint distribution pg(x1.7,Z1.7, u1.7).
However, in practice we are usually only interested in modeling the generative
process of x1.7 and zy.p given the input sequence u;.p. Loosely speaking, the
input sequence is assumed deterministic while x;.. and z;.p are stochastic.
Therefore, as commonly done in the DVAE literature (Krishnan et al., 2015}
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Fraccaro et al., 2016} [2017) we will only focus on modeling the distribution
pe(X1:T7Z1;T|u1:T)-

In the following, we will first omit 8 when defining the general structure of
dependencies in the generative model. We will specify the parameter notation
later, when introducing how RNNs are used to parametrize the model. Also,
we will consider the model in driven mode, i.e., with u;.7 as input, since it is
more general than in undriven mode, i.e., with no “external” input. The un-
driven mode equations can obtained from the driven mode equations by simply
removing uj.7.

4.1.1 Structure of dependencies in the generative model

As we already started to discuss in Section [2.5] a DVAE can be seen as a struc-
tured or hierarchical VAE where both observed and latent variables are a set of
ordered vectors, and the ordering is naturally imposed by time. However, the
natural order present in the data does not imply a unique possible structure of
variables dependencies for a DVAE generative (or inference) model. Indeed, in
DVAEs, the joint distribution of the sequences of observed and latent vectors is
usually defined by using the chain rule, i.e., it is written as a product of condi-
tional distributions over the vectors at different time indices. When writing the
chain rule, different orderings of the random vectors can be arbitrarily chosen.
This is an important point because the choice of the ordering when applying the
chain rule yields different practical implementations, which result in different
sampling processes.

A natural choice for ordering the dependencies at generation is to use a
causal model. In the present context, a generation (or inference) model is said
to be causal if the distribution of the generated (or inferred) variable at time
t only depends on its values at previous time indices and/or on the values of
the other variables at time t and at previous time indices. If the dependency
is only over future time indices, the model is said to be anti-causal, and if the
dependency combines the past, present and future of the conditioning variables,
the model is said to be non-causal.

Let us consider the following very simple example:

p(X17X27Z1,Zz) = P(X2|X1,217Z2)P(Z2|X1,Zl)P(X1|Z1)P(Z1) (4-1)
= p(x2|x1,21,22)p(x1 |21, 22)p(22]21)p(21)- (4.2)

In , the sampling is causal because we alternate between sampling z; and
x; from their past value or their past and present value, from t = 1 to 2. On
the contrary, in the sampling is not causal because we first have to sample
the complete sequence of latent vectors z1.o before sampling x;, then x5. This
principle generalizes to much longer sequences of course.

In the DVAE literature, causal modeling is the most popular approach.
In the following, we will therefore focus on causal modeling, but the general
methodology is very similar for non-causal modeling. Actually, to the best of
our knowledge, only one non-causal model was proposed in the literature: The
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RVAE model of (Leglaive et al., [2020). In fact, both causal and non-causal
versions of the RVAE were proposed in this paper, and both versions will be
presented in Section [I0}

In (causal) DVAEs, the joint distribution of the latent and observed se-
quences is first factorized according to time indices using the chain rule:

T

p(x1.7, 217 |UrT) = HP(Xu Z4|X1:—1, 211, Ulsg)- (4.3)
=1

The only assumption made in (4.3) is a causal dependence of x; and z; on the
input sequence uy.r. Then, at each time index p(xt,z¢|X1.4—1,Z1:4—1,U1:¢) 1S
again factorized using the chain rule, so that:

T

p(x1.7, Z1.7|Ur.r) = Hp(xt\xlzf—hzlzt,ul;t)p(Zt|X1:t—1,Z1:t—1,ul:t)- (4.4)
=1

This equation is a generalization of , and, again, it exhibits the alternate
sampling of z; and x;. Note that, similarly to our remark in Section [3.2.1]
for t = 1 the first terms of the product in and are p(x1,z1|uy) and
p(x1]21, u1)p(z1|u1), respectively. This is consistent with our notation choice
that x1.0 = z1.0 = 0. Alternately, we could define zy as the initial state vector
and consider p(zg), p(z1|zo,u;) and so on in those equations. In the following
of this paper, for each detailed model, we will give the joint distribution in a
general form of a product over frames from ¢ = 1 to T" and we do not detail the
model “initialisation” for concision.

As will be seen later in detail, the different models proposed in the literature
make different conditional independence assumptions in order to simplify the
dependencies in the conditional distributions of . For instance, the SSM
family presented in Section is based on the following conditional indepen-
dence assumptions:

p(Xt|X1:t717Z1:tau1:t) Zp(Xt|Zt), (4-5)

p(Zt|X1:t71, Z1:t—1, ul:t) = p(Zt|Zt717 ut)- (4-6)

We have already introduced the concept of driven mode. In the causal
context, we say that a DVAE is in driven mode if u;.; is used to generate either
X1.¢, Z1.¢, Or both. We say that a DVAE is in predictive mode if x1.,_1, or part
of this sequence, typically x; 1, is used to generate either x; or z;, or both.
This corresponds to feedback or closed-loop control in control theory. This is
also strongly connected to the concept of autoregressive process, jointly found in
the control theory, signal processing or time series analysis literature
11977; Durbin and Koopman), 2012; [Hamilton, 2020).

In its most general form 7 a DVAE is both in driven and predictive
modes, however it can also be in only one of the two modes (e.g., the above
SSM is in driven mode but not in predictive mode), or even in none of them.
Note that in the literature, we did not encounter any DVAE in both modes at
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the same time. Moreover, there are models in driven and non-predictive mode
that are converted to non-driven and predictive mode by replacing the control
input u; with the previous generated output x;_1, see (Fraccaro et al.|[2016). It
is important to note that the behavior of a model may be quite different under
the various modes. This is consistent with the concept of using a model in open
loop or in closed loop in control theory. In a general manner, we remark that
the principle of those different modes is poorly discussed (if discussed at all) in
the DVAE literature, and we think it is interesting to clarify it at an early stage
of the DVAE presentation.

4.1.2 Parametrization with (R)NNs

The factorization in is a general umbrella for all (causal) DVAEs. As
discussed above, each particular DVAE model will make different conditional
independence assumptions that will simplify in various ways the general factor-
ization. Once the conditional assumptions are made, one can easily determine
if there is a need to accumulate past information (e.g., z; or x; depends on
past observations x1.;) or if a first-order Markovian relationship holds (e.g., z;
and x; depend at most on z;_; and x;_1). Usually, the implementation of the
former is done by means of recurrent neural networks, while feed-forward deep
neural networks can be used to implement first-order Markovian dependency.
Moreover, once the conditional assumptions are made, one may implement the
remaining dependencies in different ways. Therefore, the final family of dis-
tributions depends not only on the conditional independence assumptions, but
also on the networks that are used to implement the remaining dependencies.

Let us showcase this with one concrete example, in which we have the fol-
lowing conditional independence assumptions:

p(Zt|X1:t71, Z1:t—1, ul:t) = P(Zt|X1:t717 ut)7 (4-7)

p(xt‘xl:tfla Z1:¢, ul:t) = p(xt|xl:t717 Zt)- (48)

Here, we assume that the generation of both x; and z; depend on x;.;—1. In
addition, the generation of x; also depends on z; and the generation of z; also
depends on u;. Naturally, in order to accumulate the information of all past
outputs xi.; 1, one can use a recurrent neural network. In practice, the past
information is accumulated in the internal state variable of the RNN, namely hy,
computed recurrently at every frame ¢t. Among the many possible implementa-
tions, we consider two in this example: In the first implementation, illustrated
in Figure (middle), one single RNN internal state variable h; is used to
generate both x; and z;, while in the second implementation, illustrated in Fig-
ure (right), two different internal state variables, h; and k¢, are used to
generate x; and z; separately.

Formally, assuming that all probability distributions are Gaussian, the first
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Figure 4.1: Two different implementations of a given factorization. The proba-
bilistic graphical model (left) shows the dependencies between random variables
and correspond to the factorization in —. Two possible implementa-
tions based on RNNs are shown: Sharing the internal state variables (middle)
or with two different internal state variables (right). We refer to the compact
representation (left) and to developed representations (middle and right). This
terminology holds for both the graphical representations and the formulation of
the model.

implementation can be expressed as:

h; = dh(thh hy_y; eh)a (4-9

[ﬂez (X1:-1,u¢),00, (X101, 0y)] = dy (g, ug; Onyz),

Po, (Zt|X1:t717 u) = N(Zt; Mo, (X1:0—1,Uy), diag{aﬁz (X1:¢—1, ut)})»

[Hex (X1:0-1,2¢), 006, (X1:0-1,2¢)] = dx (hy, 23 Onx ),

Po, (X¢|X1:6-1,2¢) = N(Xt; Mo, (X1:t717 zt), diag{aﬁx (X1:t-1, Zt)})v
where dy,, d, and dx are non-linear functions implemented with DNNs. It is now
clear that the parameters of the conditional distribution of z; are 6, = 6y, Ufy,,,
while those of the conditional distribution of x; a