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Abstract
We study a family of non-linear McKean-Vlasov SDEs driven by a Poisson measure,

modelling the mean-field asymptotic of a network of generalized Integrate-and-Fire neurons.
We give sufficient conditions to have periodic solutions through a Hopf bifurcation. Our
spectral conditions involve the location of the roots of an explicit holomorphic function.
The proof relies on two main ingredients. First, we introduce a discrete time Markov
Chain modeling the phases of the successive spikes of a neuron. The invariant measure of
this Markov Chain is related to the shape of the periodic solutions. Secondly, we use the
Lyapunov-Schmidt method to obtain self-consistent oscillations. We illustrate the result
with a toy model for which all the spectral conditions can be analytically checked.
Keywords McKean-Vlasov SDE · Long time behavior · Hopf bifurcation · Mean-field
interaction · Volterra integral equation · Piecewise deterministic Markov process
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1 Introduction
We consider a mean-field model of spiking neurons. Let f : R+ → R+, b : R+ → R such that
b(0) ≥ 0. Let N(du, dz) be a Poisson measure on R2

+ with intensity the Lebesgue measure dudz.
Consider the following McKean-Vlasov SDE

Xt = X0 +
∫ t

0
b(Xu)du+ J

∫ t

0
E f(Xu)du−

∫ t

0

∫
R+

Xu−1{z≤f(Xu−)}N(du, dz). (1)

Here, J ≥ 0 is a deterministic constant (it models the strength of the interactions) and the initial
condition X0 is independent of the Poisson measure. Informally, the SDE (1) can be understood
in the following sense: Between the jumps, Xt solves the scalar ODE Ẋt = b(Xt) + J E f(Xt)
and Xt jumps to 0 at rate f(Xt).

This SDE is non-linear in the sense of McKean-Vlasov, because of the interaction term
E f(Xt) which depends on the law of Xt. Let ν(t, dx) := L(Xt) be the law of Xt. It solves the
following non-linear Fokker-Planck equation, in the sense of measures:

∂tν(t, dx) + ∂x [(b(x) + Jrt)ν(t, dx)] + f(x)ν(t, dx) = rtδ0 (2)

ν(0, dx) = L(X0), rt =
∫
R+

f(x)ν(t, dx).

Here δ0 is the Dirac measure in 0. If furthermore L(Xt) has a density for all t, that is L(Xt) =
ν(t, x)dx then ν(t, x) solves the following strong form of (2)

∂tν(t, x) + ∂x [(b(x) + Jrt)ν(t, x)] + f(x)ν(t, x) = 0,

ν(0, x)dx = L(X0), rt =
∫
R+

f(x)ν(t, x)dx,

with the boundary condition

∀t > 0, (b(0) + Jrt) ν(t, 0) = rt.

We study the existence of periodic solution to this non-linear Fokker-Planck equation. We give
sufficient conditions for the existence of a Hopf bifurcation around a stationary solution of (2).

Associated particle system

Equations (1) and (2) appeared (see e.g. [DGLP15]) as the limit of the following networks of
neurons. For each N ≥ 1, consider i.i.d. initial conditions (Xi,N

0 )i∈{1,..,N} with law L(X0). The
càdlàg process (Xi,N

t )i∈{1,..,N} ∈ RN is a PDMP: between the jumps each Xi,N
t solves the ODE

Ẋi,N
t = b(Xi,N

t ) and “spikes” with rate f(Xi,N
t ). When a spike occurs, say neuron i spikes at

(random) time τ , its potential is reset to 0 while the others receive a “kick” of size J
N :

Xi,N
τ+

= 0, and ∀j 6= i, Xj,N
τ+

= Xj,N
τ− + J

N
.

This completely defines the particle systems. Note that the parameter J models the size of
the interactions between two neurons. As N goes to infinity, a phenomena of propagation
of chaos occurs. Each neuron, say (X1,N

t )t≥0, converges in law to the solution of (1). We
refer to [FL16] for a proof of such convergence result under stronger assumptions. There is a
qualitative difference between the particle systems and the solution of the limit equation (1):
for a fixed value of N , the particle system is Harris ergodic (see [DO16], where this result is
proved under stronger assumptions on b and f) and so it admits a unique, globally attractive,
invariant measure. In particular, there are no stable oscillations when the number of particles
is finite. For the limit equation however, the long time behavior is richer: for fixed values of the
parameters there can be multiple invariant measures (see [CTV20] and [Cor20] for some explicit
examples) and, as shown here, there can exist periodic solutions.
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Literature

From a mathematical point of view, this model has been first introduced by [DGLP15], after
many considerations by physicists (see for instance [PG00], [GKNP14] and [Ces11] and references
therein). Study of existence and path-wise uniqueness of (1), convergence of the particle system
are addressed in [FL16]. The long time behavior of (1) is studied in [CTV20] in the case of weak
interactions: b and f being fixed, the authors prove that there exists a constant J̄ (depending on b
and f) such that for all J < J̄ , (1) admits a unique globally attractive invariant measure. Finally
in [Cor20], the local stability of an invariant measure is studied with no further assumptions on
the size of the interactions J . It is proved that the stability of an invariant measure is given
by the location of the roots of some holomorphic function. In [LM20], the authors study a
“metastable” behavior of the particle system. They give examples of drifts b and rate functions
f where the particle system follows the long time behavior of the mean-field model for an
exponential large time, before finally converging to its (unique) invariant probability measure.

This model belongs to the class of generalized integrate-and-fire neurons, whose most cel-
ebrated example is the “fixed threshold” model (see for instance [CCP11], [DIRT15] and the
references therein). Many of the techniques developed here also apply to this variant.

In [DV17], numerical evidences are given of the existence of a Hopf bifurcation in a close
setting: the dynamics between the jumps is (as in [DGLP15]) given by

Ẋt = −(Xt − EXt) + J E f(Xt).

In particular the potentials of each neuron are attracted to their common mean. This models
“electrical synapses”, while J E f(Xt) models the chemical synapses. Oscillations with both
electrical and chemical synapses is also studied in a different model in [PDRDM19]. In this
work, the mean-field equation is a 2D-ODE and so the analysis of the Hopf bifurcation is
standard. Finally, oscillations with multi-populations, in particular with both excitatory and
inhibitory neurons have been extensively studied in neuroscience. For instance in [DL17], it is
shown that multi-populations of mean-field Hawkes processes can oscillate. Again, the dynamics
is reduced to a finite dimension ODE.

It is well-known that the long time behavior of McKean-Vlasov SDEs can be significantly
different from markovian SDEs. In [Sch85b] and [Sch85a], the author give simple examples of
such non-linear SDEs which oscillate. Again, in these examples, the dynamic can be reduced
to an ordinary differential equation. To go beyond ODEs, the framework of Delay differential
equation is often used: see for instance [Sta87] for the study of Hopf bifurcations for such
equations, based on the Lyapunov-Schmidt method. In [LP20a; LP20b] the authors study
periodic solutions of a McKean-Vlasov SDE using a slow-fast approach. Another approach is
to use the center manifold theory to reduce infinite dimensional problem to manifold of finite
dimension: we refer to [HI11] (see also [GPPP12] for an application to some McKean-Vlasov
SDE). Finally, in [Kie12] an abstract framework is presented to study Hopf bifurcations for
some classes of regular PDEs. Even though our proof is not based on the PDE (2) (but on the
Volterra integral equation described below), we follow the methodology of [Kie12] to obtain our
main result.

The Volterra integral equation

As in [CTV20; Cor20], we study the long time behavior of the solution of (1) through its
“linearized” version: given a non-negative scalar function a ∈ L∞(R+;R+), consider the non-
homogeneous linear SDE:

∀t ≥ s, Y a,ν
t,s = Ys +

∫ t

s

[b(Y a,ν
u,s ) + au]du−

∫ t

s

∫
R+

Y a,ν
u−,s1{z≤f(Y a,ν

u−,s)}N(du, dz), (3)

starting with law ν at time s. That is, equation (3) is (1) where the interactions J E f(Xu) have
been replaced by the “external current” au. For all t ≥ s and for all a ∈ L∞(R+;R+), consider
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Figure 1: Consider the following example where for all x ≥ 0, f(x) = x10, b(x) = 2 − 2x and
J = 0.8. Using a Monte-Carlo method, we simulate the particle systems with N = 8 · 105

neurons, starting at t = 0 with i.i.d. uniformly distributed random variables on [0, 1]. Stable
oscillations appear. (a) Empirical mean number of spikes per unit of time. (b) Each red crosses
corresponds to a spike of one of the first 500 neurons (spike raster plot).

τa,ν
s the time of the first jump of Y a,ν after s

τa,ν
s := inf{t ≥ s : Y a,ν

t,s 6= Y a,ν
t−,s}. (4)

We introduce the spiking rate rνa(t, s), the survival function Hν
a(t, s) and the density of the first

jump Kν
a(t, s) to be

rνa(t, s) := E f(Y a,ν
t,s ), Hν

a(t, s) := P(τa,ν
s > t), Kν

a(t, s) := − d

dt
P(τa,ν

s > t). (5)

Notation 1. To simplify the notations, when ν = δx, we write

rxa(t, s) := rδxa (t, s).

When ν = δ0 (that is when x = 0), we may remove the x superscript and write

ra(t, s) := rδ0
a (t, s).

Finally, when a is constant and equal to α ≥ 0, it holds that rνα(t, s) = rνα(t−s, 0) and we simply
note rνα(t) := rνα(t, 0). Finally, we extend the three functions for s > t by setting

∀s > t, rνa(t, s) := 0.

We use the same conventions for H and K.

It is known from [CTV20, Prop. 19] (see also [Cor20, Prop. 6] for a shorter proof) that rνa
is the solution of the following Volterra integral equation

rνa(t, s) = Kν
a(t, s) +

∫ t

s

Ka(t, u)rνa(u, s)du. (6)

Moreover, by [CTV20, Lem. 17], one has

1 = Hν
a(t, s) +

∫ t

s

Ha(t, u)rνa(u, s)du. (7)
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Following [GLS90], given a, b : R2 → R two measurable functions, it is convenient to use the
notation

(a ∗ b)(t, s) =
∫ t

s

a(t, u)b(u, s)du,

such that (6) and (7) simply write

rνa = Kν
a +Ka ∗ rνa and 1 = Hν

a +Ha ∗ rνa.

The invariant measures of (1).

Let α > 0, define
σα := inf{x ≥ 0, b(x) + α = 0}, (8)

and
ν∞α (x) := γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)
b(y) + α

dy

)
1[0,σα)(x), (9)

where γ(α) is the normalizing factor, such that
∫
R+
ν∞α (x)dx = 1. Note that γ(α) is the jump

rate under ν∞α :
γ(α) = ν∞α (f).

By [CTV20, Prop. 26], ν∞α is the unique invariant measure of the linear SDE (3) driven by the
constant “external current” a ≡ α. Define

J(α) := α

γ(α) . (10)

It is readily seen that ν∞α is an invariant measure of the non-linear equation (1) with J = J(α).
Reciprocally, for a fixed value of J , the number of invariant measures of (1) is the number of
solutions α ≥ 0 to the scalar equation

α = Jγ(α). (11)

Any such invariant measure is characterized by its corresponding value of α.

Stability of an invariant measure

Let ν∞α0
be an invariant measure of (1), for some α0 > 0 satisfying (11). A sufficient condition

for ν∞α0
to be locally stable is given in [Cor20]. First, consider Hα0(t), defined by (5) (with

ν = δ0 and a ≡ α0). For z ∈ C, we denote by <(z) and =(z) its real and imaginary part. The
Laplace transform of Hα0(t) is defined for z with <(z) > −f(σα0) (σα0 is given by (8)):

Ĥα0(z) :=
∫ ∞

0
e−ztHα0(t)dt.

Let
λ∗α0

:= − sup{<(z)| <(z) > −f(σα0), Ĥα0(z) = 0}. (12)

The constant λ∗α0
is related to the rate of convergence of (Y α,νt,0 ) to its invariant measure ν∞α0

. In
particular we have

∀λ < λ∗α0
, sup

t≥0
|rνα0

(t)− γ(α0)|eλt <∞. (13)

This describes the long time behavior of an isolated neuron subject to a constant current α0 > 0.
Following [Cor20], we define for all t ≥ 0

Θα0(t) :=
∫ ∞

0

d

dx
rxα0

(t)ν∞α0
(dx). (14)

Assume that
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Assumption 2. The drift b : R+ → R is C2, with b(0) ≥ 0 and

sup
x≥0
|b′(x)|+ |b′′(x)| <∞.

Assumption 3. Consider f : R+ → R+ such that

3.1 the function f belongs to C2(R+,R+), f(0) = 0 and f is strictly increasing on R+.

3.2 one has supx≥1 [f ′(x)/f(x) + |f ′′(x)|/f(x)] <∞.

3.3 for all A ≥ 0,
sup
x≥0

Af ′(x) (1 + b(x))− f2(x) <∞

and
sup
x≥0

Af ′(x)− f(x) <∞.

3.4 the function f grows at most at a polynomial rate: there exists p > 0 such that supx≥1
f(x)
xp <

∞.

3.5 there exists a constant C such that for all x, y ≥ 0,

f(xy) ≤ C(1 + f(x))(1 + f(y)).

Assumption 4. Assume moreover that the deterministic flow is not degenerate at σα0 in the
following sense

σα0 <∞ and b′(σα0) < 0 (15)
or σα0 =∞ and inf

x≥0
b(x) + α0 > 0. (16)

Theorem 5 ([Cor20]). Grant Assumptions 2, 3 and 4. It holds that λ∗α0
> 0, and for all

λ < λ∗α0
one has t 7→ eλtΘα0(t) ∈ L1(R+), so that z 7→ Θ̂α0(z) is holomorphic on <(z) > λ∗α0

.
Assume that

sup{<(z) | z ∈ C, <(z) > −λ∗α0
, J(α0)Θ̂α0(z) = 1} < 0, (17)

then the invariant measure ν∞α0
is locally stable.

We refer to [Cor20, Def. 16] for definition of local stability, in particular for the definition
of the distance between two probability measures.

Under Assumptions 2 and 3, the function α 7→ J(α) is C2 on R∗+. Assume J is small enough
such that for some α > 0 one has J(α)||Θα||1 < 1, and so the invariant measure ν∞α is locally
stable. There are two “canonical” ways to break (17) at some bifurcation point α0: either there
exists some τ0 > 0 such that J(α0)Θ̂α0(± i

τ0
) = 1 or J(α0)Θ̂α0(0) = 1. The first case is the

subject of this paper: we make explicit sufficient condition to have a Hopf bifurcation.
In the second case, the following lemma shows that J ′(α0) = 0. So, at least in the non-

degenerate case where J ′′(α0) 6= 0, the function α 7→ J(α) is not strictly monotonic in the
neighborhoods of α0: this is a static bifurcation which typically leads to bistability (or multista-
bility, etc.).

Lemma 6. Under Assumptions 2 and 3, it holds that for all α > 0,

J ′(α) = 1− J(α)Θ̂α(0)
γ(α) .
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Proof. First, recall that J(α) = α
γ(α) . So it suffices to show that γ′(α) = Θ̂α(0). By [CTV20,

eq. (31)], one has γ(α)−1 = Ĥα(0). So we have to prove that

d

dα
Ĥα(0) = − Θ̂α(0)

[γ(α)]2
.

Following [Cor20], let:

Ψα(t) := −
∫ σα

0

d

dx
Hx
α(t)ν∞α (x)dx. (18)

It holds that ([Cor20])

Ψα(t) = γ(α)
∫ ∞

0
Hα(t+ u)

f(ϕαt+u(0))− f(ϕαu(0))
b(ϕαu(0)) + α

du. (19)

Moreover, let
∀t ≥ 0, Ξα(t) := d

dt
Ψα(t).

We have
∀t ≥ 0, Ξα(t) =

∫ σα

0

d

dx
Kx
α(t)ν∞α (x)dx. (20)

So, using (6) (with ν = δx and a ≡ α) we deduce that (see [Cor20, eq. (40)] for more details):

Θα = Ξα + rα ∗ Ξα. (21)

Note that Ψα(0) = 0, limt→∞Ψα(t) = 0 and so Ξ̂α(0) = 0. Let

ξα(t) := rα(t)− γ(α).

Using (13) (with ν = δ0), we deduce that ξα ∈ L1(R+). So (21) yields

Θα = Ξα + γ(α)Ψα + ξα ∗ Ξα.

We deduce that Θ̂α(0) = γ(α)Ψ̂α(0). Finally, we have

d

dα
Ĥα(0) =

∫ ∞
0

d

dα
Hα(t)dt

= −
∫ ∞

0
Hα(t)

∫ t

0

f(ϕαt (0))− f(ϕαθ (0))
b(ϕαθ (0)) + α

dθdt

= −
∫ ∞

0

∫ ∞
0

Hα(u+ θ)
f(ϕαu+θ(0))− f(ϕαθ (0))

b(ϕαθ (0)) + α
dθdu (using Fubini

and the change of variables u = t− θ).

= − Ψ̂α(0)
γ(α) .

This ends the proof.

The paper is structured as follows: in Section 2, we state the spectral assumptions and the
main result, Theorem 14. We give a layout of its proof at the end of Section 2. In Section 3, we
give the proof of Theorem 14. Finally, in Section 4, we give an explicit example of a drift b and
a rate function f for which such Hopf bifurcations occur and the spectral assumptions can be
analytically checked.
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2 Assumptions and main result
Following [CTV20; Cor20], we assume that the law of the initial condition belongs to

M(f2) := {ν ∈ P(R+) :
∫
R+

f2(x)ν(dx) <∞}.

For such initial condition, under Assumptions 2 and 3, the non-linear SDE (1) has a unique
path-wise solution (see [Cor20, Th. 9]).

Definition 7. A family of probability measures (ν(t))t∈[0,T ] is said to be a T -periodic solution
of (1) if

1. ν(0) ∈M(f2).

2. For all t ∈ [0, T ], ν(t) = L(Xt) where (Xt)t∈[0,T ] is the solution of (1) starting from
X0 ∼ ν(0).

3. It holds that ν(T ) = ν(0).

In this case, we can obviously extend (ν(t)) for t ∈ R by periodicity. Considering now the
solution (Xt)t≥0 of (1) defined for t ≥ 0 it remains true that ν(t) = L(Xt) for any t ≥ 0.
Moreover, we can also consider the solution of (1) defined on [t0,+∞) for any t0 ∈ R with
initial condition L(Xt0) = ν(t0).

We study the existence of periodic solutions t 7→ L(Xt) where (Xt) is the solution of (1),
near a non-stable invariant measure ν∞α0

. Obviously, one necessary condition is that the criterion
(17) is not satisfied in α0. We assume that (17) is not satisfied in the following way

Assumption 8. Assume that there exists α0 > 0 and τ0 > 0 such that

J(α0)Θ̂α0( i
τ0

) = 1 and d

dz
Θ̂α0( i

τ0
) 6= 0.

Assumption 9 (Non-resonance condition). Assume that for all n ∈ Z\{−1, 1},

J(α0)Θ̂α0( inτ0
) 6= 1.

Remark 10 (Local uniqueness of the invariant measure in the neighborhood of α0). Under
Assumption 9, we have in particular J(α0)Θ̂α(0) 6= 1 and so, by Lemma 6

J ′(α0) 6= 0.

Recall that the values of α such that ν∞α is an invariant measure of (1) are precisely the solutions
of J(α) = J . So, in the neighborhood of α = α0, the invariant measure of (1) is (locally) unique.

Lemma 11. Under Assumption 8, there exists η0, %0 > 0 and a function Z0 ∈ C1((α0−η0, α0 +
η0);C) with Z0(α0) = i

τ0
such that for all z ∈ C with |z − i

τ0
| < %0 and for all α > 0 with

|α− α0| < η0 we have
J(α)Θ̂α(z) = 1 ⇐⇒ z = Z0(α). (22)

Proof. It suffices to apply the Implicit Function Theorem to (α, z) 7→ J(α)Θ̂α(z)− 1.

Assumption 12. Assume that α 7→ Z0(α) crosses the imaginary part with non-vanishing speed,
that is

<Z′0(α0) 6= 0, where Z′0(α) = d

dα
Z0(α).

Remark 13. Using (22), Assumption 12 is equivalent to

<

 ∂
∂α

(
J(α)Θ̂α

)∣∣∣
α=α0

( i
τ0

)

J(α0) ∂∂z Θ̂α0( i
τ0

)

 6= 0.
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Our main result is the following.

Theorem 14. Consider b, f and α0, τ0 > 0 such that Assumptions 2, 3, 4, 8, 9 and 12 hold.
Then, there exists a family of 2πτv-periodic solutions of (1), parametrized by v ∈ (−v0, v0), for
some v0 > 0. More precisely, there exists a continuous curve {(νv(·), αv, τv), v ∈ (−v0, v0)}
such that

1. For all v ∈ (−v0, v0), (νv(t))t∈R is a 2πτv-periodic solution of (1) with J = J(αv).

2. The curve passes through (ν∞α0
, α0, τ0) at v = 0. In particular we have for all t ∈ R,

ν0(t) ≡ ν∞α0
.

3. The “periodic current” av, defined by

t 7→ av(t) := J(αv)
∫
R+

f(x)νv(t, dx), (23)

is continuous and 2πτv-periodic. Moreover, its mean over one period is αv:

1
2πτv

∫ 2πτv

0
av(u)du = αv.

4. Furthermore, v is the amplitude of the first harmonic of av, that is for all v ∈ (−v0, v0)

1
2πτv

∫ 2πτv

0
av(u) cos(u/τv)du = v and 1

2πτv

∫ 2πτv

0
av(u) sin(u/τv)du = 0.

Every other periodic solutions in a neighborhood of ν∞α0
is obtained from a phase-shift of one such

νv. More precisely, there exists small enough constants ε0, ε1 > 0 (only depending on b, f, α0
and τ0) such that if (ν(t))t∈R is any 2πτ -periodic solution of (1) for some value of J > 0 such
that

|τ − τ0| < ε0 and sup
t∈[0,2πτ ]

∣∣∣∣∣J
∫
R+

f(x)ν(t, dx)− α0

∣∣∣∣∣ < ε1,

then there exists a shift θ ∈ [0, 2πτ) and v ∈ (−v0, v0) such that J = J(αv) and

∀t ∈ R, ν(t) ≡ νv(t+ θ).

Remark 15. Given the “periodic current” aν defined by (23), the shape of the solution is known
explicitly: for all v ∈ (−v0, v0), it holds that

νv = ν̃av ,

where ν̃av , defined by (46) below, is known explicitly in terms of b, f and av.

Notation 16. For T > 0, we denote by C0
T the space of continuous and T -periodic functions

from R to R and by C0,0
T the subspace of centred functions

C0,0
T := {h ∈ C0

T ,

∫ T

0
h(t)dt = 0}.

We now give an outline of the proof of Theorem 14. The proof is divided in two main parts.
The first part is devoted to the study of an isolated neuron subject to a periodic external

current. That is, given τ > 0 and a ∈ C0
2πτ , we study the jump rate of an isolated neuron driven

by a. We give in Section 3.1 estimates on the kernels Ka and Ha. We want to characterize the
“asymptotic” jump rate of a neuron driven by this external periodic current, that is

∀t ∈ R, ρa(t) = lim
k∈N, k→∞

ra(t,−2πkτ).

9



In order to characterize such limit ρa, we introduce in Section 3.2 a discrete-time Markov Chain
corresponding to the phases of the successive spikes of the neuron driven by a. We prove that
this Markov Chain has a unique invariant measure, which is proportional to ρa. This serves as
a definition of ρa. Given this periodic jump rate ρa ∈ C0

2πτ , we give in Section 3.3 an explicit
description of the associated time-periodic probability densities, that we denote (ν̃a(t))t∈[0,2πτ ].
Consequently, to find a 2πτ -periodic solution of (1), it is equivalent to find a ∈ C0

2πτ such that

a = Jρa. (24)

One classical difficulty with Hopf bifurcation is that the period 2πτ itself is unknown: τ varies
when the interaction parameter J varies. To address this problem, we make in Section 3.4 a
change of time to only consider 2π-periodic functions. We define

∀d ∈ C0
2π,∀τ > 0, ρd,τ = Tτ (ρT1/τ (d)), with ∀t ≥ 0, Tτ (d)(t) := d(τt). (25)

We shall see that this change of time has a simple probabilistic interpretation by scaling b, f and
d appropriately. In Section 3.5, we prove that the function C0

2π × R∗+ 3 (d, τ) 7→ ρd,τ ∈ C0
2π is

C2-Fréchet differentiable. Furthermore, if the mean over one period of d is α, that is if d = α+h
for some h ∈ C0,0

2π , we prove that the mean number of spikes over one period only depends on
α, namely

1
2π

∫ 2π

0
ρα+h,τ (u)du = γ(α). (26)

In the second part of the proof, we find self-consistent periodic solutions using the Lyapunov-
Schmidt method. We introduce in Section 3.6 the following functional

C0,0
2π × R∗+ × R∗+ 3 (h, α, τ) 7→ G(h, α, τ) := (α+ h)− J(α)ρα+h,τ .

Using (26), this functional takes values in C0,0
2π . The roots of G, described by Proposition 32,

match with the periodic solutions of (1). For instance if G(h, α, τ) = 0, we set a := Tτ (α + h)
which solves (24) with J = J(α) and so it can be used to define a periodic solution of (1).
Conversely, to any periodic solution of (1), we can associate a root of G. So Theorem 14 is
equivalent to Proposition 32. Sections 3.7, 3.8, 3.9 and 3.10 are then devoted to the proof of
Proposition 32. In Section 3.7, we prove that the linear operator DhG(0, α, τ) can be written
using a convolution involving Θα, given by (14). We then follow the method of [Kie12, Ch.
I.8]. In Section 3.8, we study the range and the kernel of DhG(0, α0, τ0): we prove that under
the spectral Assumptions 8 and 9, DhG(0, α0, τ0) is a Fredholm operator of index zero, with a
kernel of dimension two. The problem of finding the roots of G is a priori of infinite dimension (h
belongs to C0,0

2π ). In Section 3.9 we apply the Lyapunov-Schmidt method to obtain an equivalent
problem of dimension two. Finally in Section 3.10 we study the reduced 2D-problem.

3 Proof of Theorem 14
3.1 Preliminaries
Let T > 0, s ∈ R and a ∈ C0

T such that

inf
t∈[0,T ]

at > −b(0). (27)

For x ≥ 0, we consider ϕa
t,s(x) the solution of the ODE

d

dt
ϕa
t,s(x) = b(ϕa

t,s(x)) + at (28)

ϕa
s,s(x) = x.

10



By Assumption 2, this ODE has a unique solution. Moreover, the kernels Hν
a(t, s) and Kν

a(t, s),
defined by (5), have an explicit expression in term of the flow

Hν
a(t, s) =

∫
R+

exp
(
−
∫ t

s

f(ϕa
u,s(x))du

)
ν(dx), (29)

Kν
a(t, s) =

∫
R+

f(ϕa
t,s(x)) exp

(
−
∫ t

s

f(ϕa
u,s(x))du

)
ν(dx). (30)

The function s 7→ ϕa
t,s(0) belongs to C1((−∞, t];R+) and

d

ds
ϕa
t,s(0) = − [b(0) + as] exp

(∫ t

s

b′(ϕa
θ,s(0))dθ

)
. (31)

In particular, under the assumption (27), s 7→ ϕa
t,s(0) is strictly decreasing on (−∞, t], for all t.

Define then
σa(t) := lim

s→−∞
ϕa
t,s(0) ∈ R∗+ ∪ {+∞}. (32)

Given d ∈ C0
T and η > 0, we define the following open balls of C0

T :

BTη (d) := {a ∈ C0
T , sup

t∈[0,T ]
|at − dt| < η}. (33)

Lemma 17. Let T > 0 and b : R+ → R such that Assumption 2 holds. Let α0 > 0 satisfying
Assumption 4. There exists η0 > 0 such that for all a ∈ BTη0

(α0), it holds that

1. If σα0 =∞, then for all t ∈ [0, T ], σa(t) = +∞.

2. If σα0 <∞, the function t 7→ σa(t) belongs to C0
T and

inf
a∈BTη0 (α0)

inf
t∈[0,T ]

σa(t) > 0.

Proof. Assume first that σα0 =∞, and let η0 := 1
2 infx≥0 b(x) +α0, which is strictly positive by

assumption. Then it holds that
inf
t≥0

inf
x≥0

b(x) + at ≥
η0

2 ,

and so
ϕa
t,s(0) ≥ η0

2 (t− s). (34)

Letting s going to −∞, we deduce that σa(t) = +∞.
Assume now that σα0 < ∞. Using (15), we can apply the Implicit Function Theorem to the
function

(x, ε) 7→ b(x) + α0 + ε

at the point (σα0 , 0). This gives the existence of ε0 > 0 and the existence of a function ε 7→ σα0+ε,
which belongs to C1([0, ε0];R∗+), such that

∀ε ∈ [0, ε0], σα0 ≤ σα0+ε <∞ and σα0+ε = inf
x≥0
{b(x) + α0 + ε = 0}.

We choose η0 := ε0
2 . Let a ∈ C0

T such that supt∈[0,T ] |at−α0| ≤ η0. By the Grönwall inequality,
we have

∀t ≥ s, ϕa
t,s(0) ≤ ϕα0+ε0

t,s (0) ≤ σα0+ε0 .

In particular σa(t) <∞. We prove that this function is right-continuous in t. We fix t ≥ s and
ε ∈ [0, ε0], we have

ϕa
t+ε,s(0)− ϕa

t,s(0) = ϕa
t+ε,t(ϕa

t,s(0))− ϕa
t,s(0)

=
∫ t+ε

t

b(ϕa
t+u,s(0))du+

∫ t+ε

t

audu.

11



So if A0 := supx∈[0,σα0+ε0 ] |b(x)| <∞, we deduce that

|ϕa
t+ε,s(0)− ϕa

t,s(0)| ≤ (A0 + ||a||∞)ε. (35)

Letting s to −∞ we deduce that t 7→ σa(t) is right-continuous. Left-continuity is proved
similarly. Using ϕa

t+T,s+T (0) = ϕa
t,s(0), we deduce that t 7→ σa(t) is T -periodic. Finally, because

s 7→ ϕa
t,s(0) is strictly decreasing, and takes value 0 when s = t, we deduce that σa(t) > 0. More

precisely, let
m0 := − min

x∈[0,σα0+ε0 ]
b′(x).

It holds that m0 > 0. Moreover, using (31), we deduce that

d

ds
ϕa
t,s(0) ≤ −(b(0) + α0 − η0)e−m0(t−s),

and so
∀s ≤ t, ϕa

t,s(0) ≥ (b(0) + α0 − η0)1− e−m0(t−s)

m0
. (36)

It ends the proof.

Inspecting the proof of Lemma 17, we deduce that

Lemma 18. Grant Assumptions 2 and 3. Let α0 > 0 such that Assumption 4 holds. There
exists λ0, η0, s0 > 0 (only depending on α0 and b) such that for all T > 0, for all a ∈ BTη0

(α0),
it holds that

∀t, s, t− s ≥ s0 =⇒ ϕa
t,s(0) ≥ λ0.

Moreover, if σα0 =∞, λ0 can be chosen arbitrarily large. Finally, it holds that

sup
T>0

sup
a∈BTη0 (α0)

sup
t≥s

[Ha(t, s) +Ka(t, s)] ef(λ0)(t−s) <∞.

Proof. Case σα0 < ∞: the lower bound of the flow follows from (36). The bounds on H
and K then follow directly from their explicit expressions (29) and (30) and the upper bound
f(ϕa

t,s(0)) ≤ f(σα0+ε0).
Case σα0 = ∞: the lower bound of the flow is a consequence of (34). Similarly, the bound on
H follows from (29). Note moreover that Assumption 3.4 and the global Lipschitz property of
b (say with constant L) ensure the existence of a constant C such that

f(ϕa
t,s(0)) ≤ CeLp(t−s).

The bound on K follows.

3.2 Study of the non-homogeneous linear equation
In this section, we study the asymptotic jump rate of an “isolated” neuron driven by a periodic
continuous function. Grant Assumptions 2, 3 and let α0 > 0 such that Assumption 4 holds. Let
λ0, η0 > 0 be given by Lemma 18 and T > 0. Consider a ∈ BTη0

(α0). Following the terminology
of [CTV20], we say that a is the “external current”. Let ra be the solution of the Volterra
equation ra = Ka +Ka ∗ ra. We consider the following limit

∀t ∈ [0, T ], ρa(t) = lim
k→−∞

ra(t,−kT ).

The goal of this section is to show that ρa is well defined and to study some of its properties.
First, (6) and (7) write

∀t ∈ R, ra(t,−kT ) = Ka(t,−kT ) +
∫ t

−kT
Ka(t, s)ra(s,−kT )ds,

1 = Ha(t,−kT ) +
∫ t

−kT
Ha(t, s)ra(s,−kT )ds.

12



Letting k →∞, we find that ρa has to solve

∀t ∈ R, ρa(t) =
∫ t

−∞
Ka(t, s)ρa(s)ds. (37)

1 =
∫ t

−∞
Ha(t, s)ρa(s)ds. (38)

Note that if ρa is a solution of (37), then it automatically holds that the function t 7→∫ t
−∞Ha(t, s)ρa(s)ds is constant (its derivative is null). In Lemma 20 below, we prove that
the solutions of equation (37) form a linear space of dimension 1. Consequently (37) together
with (38) have a unique solution: this will serve as the definition of ρa.

A probabilistic interpretation of (37) and (38)

Let x be a T -periodic solution of (37). We have for all t ∈ [0, T ]

x(t) =
∫ T

−∞
Ka(t, s)x(s)ds, (recall Ka(t, s) = 0 for s > t)

=
∑
k≥0

∫ T−kT

−kT
Ka(t, s)x(s)ds

=
∑
k≥0

∫ T

0
Ka(t, u− kT )x(u)du (by the change of variable u = s+ kT ).

Define for all t, s ∈ [0, T ]
KT

a (t, s) :=
∑
k≥0

Ka(t, s− kT ).

Note that by Lemma 18 we have normal convergence:

∀t, s ∈ [0, T ], Ka(t, s− kT ) ≤ Ce−f(λ0)k,

for some constant C only depending on b, f , α0, η0, λ0 and T . We deduce that x solves

x(t) =
∫ T

0
KT

a (t, s)x(s)ds. (39)

Using that a is T -periodic, we have

∀t ≥ s, Ka(t+ T, s+ T ) = Ka(t, s). (40)

Moreover, Ka is a probability density so

∀s ∈ R,
∫ ∞
s

Ka(t, s)dt = 1. (41)

From (40) and (41), we deduce that

∀s ∈ [0, T ],
∫ T

0
KT

a (t, s)dt = 1. (42)

In view of (42), KT
a (·, s) can be seen as the transition probability kernel of a Markov Chain

acting on the continuous space [0, T ]. The interpretation of this Markov Chain is the following.
Let (Y ν,at )t≥0 be the solution of (3), starting at time 0 with law ν and driven by the T -periodic
current a. Define (τi)i≥1 the times of the successive jumps of (Y a,ν

t )t≥0. Let φi ∈ [0, T ) and
∆i ∈ N be defined by:

φi := τi −
⌊τi
T

⌋
T, τi+1 − τi =: ∆i+1T + φi+1 − φi. (43)
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That is, φi is the phase of the i-ith jump, while ∆i is the number of “revolutions” between τi−1
and τi:

∆i = #{k ∈ N, kT ∈ [τi−1, τi)}.

In other words, if one considers that a period is a “lap”, ∆i is the number of times we cross the
start line of the lap between two spikes.

Then, (φi,∆i)i≥0 is Markov, with a transition probability given by

∀A ∈ B([0, T ]), ∀n ∈ N, P(φi+1 ∈ A,∆i+1 = n|φi) =
∫
A

Ka(t+ nT, φi)dt.

In particular, (φi)i≥0 is Markov, with a transition probability given by KT
a . With some

slight abuse of notations, we also write KT
a for the linear operator which maps y ∈ L1([0, T ]) to

KT
a (y) := t 7→

∫ T

0
KT

a (t, s)y(s)ds ∈ L1([0, T ]). (44)

Lemma 19. Let a ∈ C0
T . The linear operator KT

a : L1([0, T ]) → L1([0, T ]) is a compact
operator. Moreover, if y ∈ L1([0, T ]), then KT

a (y) ∈ C0
T .

Proof. First, the function [0, T ]2 3 (t, s) 7→ KT
a (t, s) is (uniformly) continuous. Let ε > 0, there

exists η > 0 such that

|t− t′|+ |s− s′| ≤ η =⇒ |KT
a (t, s)−KT

a (t′, s′)| ≤ ε.

It follows that∣∣KT
a (y)(t)−KT

a (y)(t′)
∣∣ ≤ ∫ T

0

∣∣KT
a (t, s)−KT

a (t′, s)
∣∣ |y(s)| ds ≤ ε||y||1,

and so the function KT
a (y) is continuous. Note that

∀s ∈ [0, T ], KT
a (T, s) = KT

a (0, s),

and so KT
a (y) is T -periodic. This shows that KT

a (y) ∈ C0
T . To prove that KT

a is a compact
operator, we use the Weierstrass approximation Theorem: there exists a sequence of polynomial
functions (t, s) 7→ Pn(t, s) such that supt,s∈[0,T ]

∣∣Pn(t, s)−KT
a (t, s)

∣∣ →n 0 as n →∞. For each
n ∈ N, the linear operator L1([0, T ]) 3 y 7→ Pn(y) := t 7→

∫ T
0 Pn(t, s)y(s)ds is of finite-rank.

Moreover, the sequence Pn converges to KT
a for the norm operator, and so KT

a is a compact
operator (as the limit of finite-rank operators, see [Bre11, Ch. 6]).

Lemma 20. Let a ∈ C0
T . The Markov Chain (φi)i≥0 with transition probability kernel KT

a has
a unique invariant probability measure πa ∈ C0

T . Consequently, the solutions of (37) in C0
T span

a vector space of dimension 1.

Proof. The proof follows directly from the Krein–Rutman Theorem, which is a generalization
of the Perron-Frobenius Theorem for compact operators. We give the proof for the sake of
completeness, and because some of its elements will be reused later. Let (KT

a )′ : L∞([0, T ]) →
L∞([0, T ]) be the dual operator of KT

a . We have:

∀v ∈ L∞([0, T ]), (KT
a )′(v) = t 7→

∫ T

0
KT

a (s, t)v(s)ds.

From (42), we deduce that 1 is an eigenvalue of (KT
a )′ (its associated eigenvector is 1, the

constant function equal to 1). By the Fredholm alternative, we have dimN(I−KT
a ) = dimN(I−

(KT
a )′) and so there exists π ∈ L1([0, T ]) such that:

π = KT
a (π), ||π||1 = 1.

14



We now prove that π can be chosen positive. Let δ := inft,s∈[0,T ]K
T
a (t, s). KT

a is positive and
continuous on [0, T ]2 so δ > 0. We write π+ for the positive part of π and π− for its negative
part and define β := min(||π+||1, ||π−||1). We have KT

a (π+)(t) ≥ δβT and KT
a (π−)(t) ≥ δβT .

Consequently

||KT
a (π)||1 =||KT

a (π+)−KT
a (π−)||1

≤||KT
a (π+)− δβT ||1 + ||KT

a (π−)− δβT ||1
≤||π||1 − 2δβT.

But the identity KT
a (π) = π implies that β = 0 and so either π+ or π− is null. So π has a

constant sign and may be chosen positive. Note moreover that

π(t) =
∫ T

0
KT

a (t, s)π(s)ds ≥ δ
∫ T

0
π(s)ds ≥ δ.

Finally, if π1 and π2 are two non-negative solutions of (39) with ||π1||1 = ||π2||1 = 1, then
π3 := π1−π2 also solves (39) and has a constant sign. Consequently, ||π3||1 = |||π1||1−||π2||1| = 0
and we deduce that π3 = 0, proving that the space of solutions in L1([0, T ]) of (39) is of dimension
1. Finally Lemma 19 gives the continuity of π and π(T ) = π(0). Consequently π can be extended
to C0

T and solves (37). This ends the proof.

We define for all θ ∈ R the following shift operator

Sθ : C0
T → C0

T

x 7→ (x(t+ θ))t.

Corollary 21. Given a ∈ C0
T , equations (37) and (38) have a unique solution ρa ∈ C0

T .
Moreover, it holds that for all θ ∈ R,

ρSθa = Sθρa. (45)

Proof. By Lemma 20, the solution ρa of equations (37) and (38) is

ρa = πa

ca
,

where πa is the invariant measure (on [0, T ]) of the Markov Chain with transition probability
kernel KT

a and ca is given by

ca :=
∫ t

−∞
Ha(t, s)πa(s)ds.

Note that ca is constant in time. Define for all t, s ∈ [0, T ]:

HT
a (t, s) :=

∑
k≥0

Ha(t, s− kT ).

We have ca = HT
a (πa). Moreover, we have

∀t, s, θ ∈ R, ϕSθa
t,s (0) = ϕa

t+θ,s+θ(0),

because both sides satisfy the same ODE with the same initial condition at t = s. We deduce
from (29) and (30) that

HSθa(t, s) = Ha(t+ θ, s+ θ), KSθa(t, s) = Ka(t+ θ, s+ θ).

So Sθρa solves (37) and (38), where the kernels are replaced by KSθa and HSθa. By uniqueness
it follows that ρSθa = Sθρa.
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Remark 22. Using that
∫ T

0 πa(s)ds = 1, we find that the average number of spikes over one
period [0, T ] is given by

1
T

∫ T

0
ρa(s)ds = 1

caT
.

The probabilistic interpretation of ca is the following: remembering the Markov chain defined
by (43), we have

P(∆i+1 > k|φi) = Ha((k + 1)T, φi),

and so, if L(φi) = πa, we deduce that

E∆i+1 = EE(∆i+1|φi) = E

∑
k≥0

P(∆i+1 > k|φi)

 = HT
a (πa) = ca.

In other words, ca is the expected number of “revolutions” between two successive spikes, assum-
ing the phase of each spikes follow its invariant measure πa.We shall see in Proposition 31 that
ca only depends on the mean of a. Furthermore, it holds that for a ≡ α > 0

cα = HT
α (1/T ) = 1

T

∫ ∞
0

Hα(t)dt = 1
Tγ(α) ,

and so for all t, ρα(t) = γ(α).

3.3 Shape of the solutions
Let a ∈ C0

T such that (27) holds. Let σa(t) be defined by (32), such that s 7→ ϕa
t,s(0) is a

bijection from (−∞, t] to [0, σa(t)). We denote by x 7→ βa
t (x) its inverse. Note that t 7→ σa(t)

is T -periodic and
∀t ∈ R,∀x ∈ [0, σa(t)), βa

t+T (x) = βa
t (x) + T.

Using that ϕa
t,t(0) = 0, we have βa

t (0) = t.

Notation 23. Given a ∈ C0
T , we define for all t ∈ R

ν̃a(t, x) := ρa(βa
t (x))

b(0) + a(βa
t (x)) exp

(
−
∫ t

βa
t (x)

(f + b′)(ϕa
θ,βa

t (x)(0))dθ
)
1[0,σa(t))(x), (46)

where ρa is the unique solution of the equations (37) and (38).

By the change of variables u = βa
t (x), one obtains that for any non-negative measurable test

function g ∫ ∞
0

g(x)ν̃a(t, x)dx =
∫ t

−∞
g(ϕa

t,u(0))ρa(u)Ha(t, u)du. (47)

Note moreover than when a is constant and equal to α > 0 (a ≡ α), (46) matches with the
definition of the invariant measure ν∞α given by (9):

∀t ∈ R, σα(t) = σα and ν̃α(t) = ν∞α .

The main result of this section is

Proposition 24. Let a ∈ C0
T such that inft∈R at > −b(0). It holds that (ν̃a(t, ·))t is the unique

T -periodic solution of (3).
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Proof. Existence. We first prove that ν̃a(t, ·) is indeed a T -periodic solution. We follow the
same strategy that [CTV20, Prop. 26]. First note that, by (47), one has∫ ∞

0
f(x)ν̃a(t, x)dx =

∫ t

−∞
Ka(t, u)ρa(u)du = ρa(t).

Consider (Y a,ν̃a(0)
t,0 ) be the solution of (3) starting with law ν̃a(0) at time t = 0 and let rν̃a(0)

a (t) =
E f(Y a,ν̃a(0)

t,0 ).
Claim: It holds that for all t ≥ 0, rν̃a(0)

a (t) = ρa(t).

Proof of the Claim. Recall that rν̃a(0)
a (t) is the unique solution of the Volterra equation

rν̃a(0)
a = K ν̃a(0)

a +Ka ∗ rν̃a(0)
a .

So, to prove the claim is suffices to show that ρa also solves this equation. For all u ≤ 0 ≤ t,
one has

K
ϕa

0,u(0)
a (t, 0)Ha(0, u) = Ka(t, u).

Consequently, we deduce from (47) that

K ν̃a(0)
a (t, 0) =

∫ 0

−∞
Ka(t, u)ρa(u)du.

So
ρa(t) =

∫ t

−∞
Ka(t, u)ρa(u)du = K ν̃a(0)

a (t, 0) +
∫ t

0
Ka(t, u)ρa(u)du,

and the conclusion follows.

Finally, using [CTV20, Prop. 19] and the claim, we deduce that for any non-negative mea-
surable function g

E g(Y a,ν̃a(0)
t,0 ) =

∫ t

0
g(ϕa

t,u(0))Ha(t, u)ρa(u)du+
∫ ∞

0
g(ϕa

t,0(x))Hx
a(t, 0)ν̃a(0, x)dx.

By (47), the second term is equal to∫ 0

−∞
g(ϕa

t,u(0))Ha(t, u)ρa(u)du,

and so

∀t ≥ 0, E g(Y a,ν̃a(0)
t,0 ) =

∫ t

−∞
g(ϕa

t,u(0))Ha(t, u)ρa(u)du (47)=
∫ ∞

0
g(x)ν̃a(t, x)dx.

This ends the proof of the existence.
Uniqueness. Consider (ν(t))t∈[0,T ] a T -periodic solution of (3) and define ρ(t) = E f(Y a,ν(0)

t,0 ).
The function ρ is T -periodic. Moreover, it holds that for all k ≥ 0, ρ(t) = E f(Y a,ν(0)

t,−kT ) and so
(6) and (7) yields

ρ(t) = Kν(0)
a (t,−kT ) +

∫ t

−kT
Ka(t, u)ρ(u)du

1 = Hν(0)
a (t,−kT ) +

∫ t

−kT
Ha(t, u)ρ(u)du.

Letting k goes to infinity, we deduce that ρ solves (37) and (38). By uniqueness, we deduce that
for all t, ρ(t) = ρa(t) (and so ρ is continuous). Finally define τt the time of the last spike of
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Y
a,ν(0)
t,−kT before t (with the convention that τt = −kT if there is no spike between −kT and t).

The law of τt is
L(τt)(du) = δ−kT (du)Ha(t,−kT ) + ρa(u)Ha(t, u)du.

Consequently, for any non-negative test function g:

E g(Y a,ν(0)
t,−kT ) = E g(Y a,ν(0)

t,−kT 1τt=−kT ) + E g(ϕa
t,τt(0))1τt∈(−kT,t]

=
∫ ∞

0
g(ϕa

t,−kT (x))Hx
a(t,−kT )ν(0)(dx) +

∫ t

−kT
g(ϕa

t,u(0))ρa(u)Ha(t, u)du.

Using that E g(Y a,ν(0)
t,−kT ) = E g(Y a,ν(0)

t,0 ) and letting again k to infinity we deduce that

E g(Y a,ν(0)
t,0 ) =

∫ t

−∞
g(ϕa

t,u(0))ρa(u)Ha(t, u)du.

So for all t, ν(t) ≡ ν̃a(t).

3.4 Reduction to 2π-periodic functions
Convention: For now on, we prefer to work with the reduced period τ , such that

T =: 2πτ, τ > 0.

Consider d ∈ C0
2πτ and let a be the 2π-periodic function defined by:

∀t ∈ R, a(t) := d(τt).

We define
∀t ∈ R, ρa,τ (t) := ρd(τt),

where ρd is the unique solution of (37) and (38) (with kernels Kd and Hd). Because ρd is
2πτ -periodic, ρa,τ is 2π-periodic. Note that when a ≡ α is constant we have

∀τ > 0,∀t ∈ R, ρα,τ (t) = γ(α). (48)

To better understand how ρa,τ depends on τ , consider (Y d,ν
t,s ) the solution of (3), starting with

law ν and driven by d. Note that for all t ≥ s

Y d,ν
τt,τs = Y d,ν

τs,τs +
∫ τt

τs

b(Y d,ν
u,τs)du+

∫ τt

τs

dudu−
∫ τt

τs

∫
R+

Y d,ν
u−,τs1{τz≤τf(Y d,ν

u−,τs)}
N(du, dz)

= Y d,ν
τs,τs +

∫ t

s

τb(Y d,ν
τu,τs)du+

∫ t

s

τaudu−
∫ t

s

∫
R+

Y d,ν
τu−,τs1{z≤τf(Y d,ν

τu−,τs)}
Ñ(du, dz).

Here, Ñ := g∗N is the pushforward measure of N by the function

g(t, z) := (τt, z/τ).

Note that Ñ(du, dz) is again a Poisson measure of intensity dudz, and so (Y d,ν
τt,τs) is a (weak)

solution of (3) for f̃ := τf , b̃ := τb and ã := τa. So, in particular (taking ν = δ0), if we define:

d

dt
ϕa,τ
t,s (0) = τb(ϕa,τ

t,s (0)) + τa(t); ϕa,τ
s,s (0) = 0,

Ha,τ (t, s) := exp
(
−
∫ t

s

τf(ϕa,τ
u,s (0))du

)
,

Ka,τ (t, s) := τf(ϕa,τ
t,s (0)) exp

(
−
∫ t

s

τf(ϕa,τ
u,s (0))du

)
, (49)

we have
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Lemma 25. Let τ > 0 and a ∈ C0
2π. Set, for all t ∈ R, d(t) := a( tτ ). Then it holds that

∀t ≥ s, Ha,τ (t, s) = Hd(τt, τs) and Ka,τ (t, s) = τKd(τt, τs).

In view of this result, we deduce that ρa,τ solves

ρa,τ (t) =
∫ t

−∞
Ka,τ (t, s)ρa,τ (s)ds, 1 = τ

∫ t

−∞
Ha,τ (t, s)ρa,τ (s)ds, (50)

or equivalently, setting

∀t, s ∈ [0, 2π], K2π
a,τ (t, s) :=

∑
k≥0

Ka,τ (t, s− 2πk) and H2π
a,τ (t, s) :=

∑
k≥0

Ha,τ (t, s− 2πk),

(51)
one has, using the same operator notation as in (44)

ρa,τ = K2π
a,τ (ρa,τ ), 1 = τH2π

a,τ (ρa,τ ).

Note that ρ·,τ and ρ· are linked by (25). Consequently equations (50) define a unique 2π-periodic
continuous function

ρa,τ = πa,τ

ca,τ
, (52)

where πa,τ is the unique invariant measure of the Markov Chain with transition probability
kernel K2π

a,τ and ca,τ is the constant given by

ca,τ := τH2π
a,τ (πa,τ ).

3.5 Regularity of ρ
The goal of this section is to study the regularity of ρa,τ with respect to a and τ . For η0 > 0,
recall that B2π

η0
is the open ball of C0

2π defined by (33). The main result of this section is

Proposition 26. Grant Assumptions 2, 3 and let α0 > 0 such that Assumption 4 holds. Let
τ0 > 0. There exists ε0, η0 > 0 small enough (only depending on b, f , α0 and τ0) such that the
function

B2π
η0

(α0)× (τ0 − ε0, τ0 + ε0) → C0
2π

(a, τ) 7→ ρa,τ

is C2 Fréchet differentiable.

The proof of Proposition 26 relies on (52) and on Lemma 29 below, which states that the
function (a, τ) 7→ πa,τ is C2. We set:

C0,0
2π := {u ∈ C0

2π|
∫ 2π

0
u(s)ds = 0}.

Let a ∈ B2π
η0

and τ > 0. Because
∫ 2π

0 πa,τ (u)du = 1, the space C0
2π can be decomposed in the

following way
C0

2π = Span(πa,τ )⊕ C0,0
2π .

We denote by K2π
a,τ

∣∣
C0

2π
the restriction of K2π

a,τ to C0
2π (recall that the linear operator h 7→ K2π

a,τh

it defined for all h ∈ L1([0, 2π])). Similarly, we denote by I|C0
2π

the identity operator on C0
2π.

Given a linear operator L, we denote by N(L) its kernel (null-space) and by R(L) its range.

Lemma 27. Grant Assumptions 2 and 3, let α0 > 0 such that Assumption 4 holds and let
a ∈ B2π

η0
(α0), where η0 > 0 is given by Lemma 18. It holds that

N(I|C0
2π
− K2π

a,τ

∣∣
C0

2π
) = Span(πa,τ ) and R(I|C0

2π
− K2π

a,τ

∣∣
C0

2π
) = C0,0

2π .

19



Proof. We proved in Lemma 20 that N(I − K2π
a,τ ) = Span(πa,τ ). It remains to show that

R(I|C0
2π
− K2π

a,τ

∣∣
C0

2π
) = C0,0

2π . By the Fredholm alternative, we have

R(I −K2π
a,τ ) = N(I − (K2π

a,τ )′)⊥,

where (K2π
a,τ )′ ∈ L (L∞([0, 2π]), L∞([0, 2π])) is the dual operator of

K2π
a,τ ∈ L

(
L1([0, 2π]), L1([0, 2π])

)
. In the proof of Lemma 20, it is shown that

1 ∈ N(I − (K2π
a,τ )′),

where 1 denotes the constant function equal to 1 on [0, 2π]. The Fredholm alternative yields

dim N(I − (K2π
a,τ )′) = dim N(I −K2π

a,τ ) = 1.

So
N(I − (K2π

a,τ )′) = Span(1).
It follows that

R(I −K2π
a,τ ) = Span(1)⊥ = {u ∈ L1([0, 2π])|

∫ 2π

0
u(s)ds = 0}.

Finally, using that for h ∈ L1([0, 2π]), one has K2π
a,τh ∈ C0

2π, one obtains the result for the
restrictions to C0

2π.

As a consequence, the linear operator I−K2π
a,τ : C0,0

2π → C0,0
2π is inversible, with a continuous

inverse.

Lemma 28. Grant Assumptions 2, 3 and let α0 > 0 such that Assumption 4 holds. Let τ0 > 0.
There exists η0, ε0 > 0 small enough (only depending on b, f , α0 and τ0) such that the following
function is C2 Fréchet differentiable

B2π
η0

(α0)× (τ0 − ε0, τ0 + ε0) → L(C0
2π;C0

2π)
(a, τ) 7→ H2π

a,τ .

The same result holds for K2π
a,τ .

Proof. We only prove the result for H, the proof for K being similar. Let ε0 > 0 be chosen
arbitrary such that ε0 < τ0.
Step 1. We introduce relevant Banach spaces: E denotes the set of continuous functions

E := C([0, 2π]2;R), equipped with ||w||E := sup
t,s
|w(t, s)|

E0 := {w ∈ E, ∀s ∈ [0, 2π], w(2π, s) = w(0, s)}, equipped with || · ||E .

We define the following application Φ,

E0 → L(C0
2π;C0

2π)

w 7→ Φ(w) :=
[
h 7→

(∫ 2π
0 w(t, s)h(s)ds

)
t∈[0,2π]

]
.

Note that Φ is linear and continuous, so in particular C2. So, to prove the result, it suffices to
show that

B2π
η0

(α0)× (τ0 − ε0, τ0 + ε0) → E0
(a, τ) 7→ (H2π

a,τ (t, s))t,s∈[0,2π]2

is C2, where H2π
a,τ (t, s) is explicitly given by the series (51).

Step 2. Let k ∈ N be fixed. We prove that the function

B2π
η0

(α0)× (τ0 − ε0, τ0 + ε0) → E
(a, τ) 7→ (Ha,τ (t, s− 2πk))t,s
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is C2. To proceed, we use the explicit expression of Ha,τ (t, s), given by (49). Note that we have
first to show that the function (a, τ) 7→ ϕa,τ

t,s (0) ∈ R is C2. This follows (see [Fle80, Th. 3.10.2])
from the fact that b : R+ → R is C2 and so the solution of the ODE (49) is C2 with respect to
a and τ . Moreover, we have for all h ∈ C0

2π,

Daϕ
a,τ
t,s (0) · h =

∫ t

s

τh(u) exp
(
τ

∫ t

u

b′(ϕa,τ
θ,s (0))dθ

)
du.

A similar expression holds for d
dτ ϕ

a,τ
t,s (0). Using that f is C2, we deduce that the function

(a, τ) 7→ (Ha,τ (t, s− 2πk))t,s ∈ E

is C2 Furthermore, we have for instance

DaHa,τ (t, s) · h = −Ha,τ (t, s)
∫ t

s

τf ′(ϕa,τ
u,s (0))

[
Daϕ

a,τ
u,s · h

]
du.

So, proceeding as in the proof of Lemma 18, we deduce the existence of η0, λ0, A0 > 0 (only
depending on b, f , α0, τ0 and ε0) such that for all h ∈ C0

2π and for all τ ∈ (τ0 − ε0, τ0 + ε0), it
holds that

sup
t,s∈[0,2π]2

sup
a∈B2π

η0 (α0)
|DaHa,τ (t, s− 2πk) · h| ≤ A0||h||∞e−2πkλ0 .

Similar estimates hold for the second derivative with respect to a and for the first and second
derivative with respect to τ .
Step 3. To prove that (a, τ) 7→ (H2π

a,τ (t, s))t,s ∈ E is C2, we rely on [Car67, Th. 3.6.1]. We have∑
k≥0

sup
t,s∈[0,2π]2

sup
a∈B2π

η0 (α0)
sup

h∈C0
2π,||h||∞≤1

|DaHa,τ (t, s− 2πk) · h| ≤
∑
k≥0

A0e
−2πkλ0 <∞.

This proves that a 7→ (H2π
a,τ (t, s))t,s is Fréchet differentiable, with for all h ∈ C0

2π

DaH
2π
a,τ (t, s) · h =

∑
k≥0

DaHa,τ (t, s− 2πk) · h.

Note that this last series converges again normally, and so a 7→ (H2π
a,τ (t, s))t,s is in fact C1.

Applying again [Car67, Th. 3.6.1], we prove the same way that a 7→ H2π
a,τ (t, s) is C2. The same

arguments shows that τ 7→ H2π
a,τ (t, s) is C2.

Step 4. It remains to prove that (a, τ) 7→ (H2π
a,τ (t, s))t,s ∈ E0 is C2 (we have proved the result

for E, not E0, in the previous step). Let t, s ∈ [0, 2π] be fixed, define

w ∈ E, Ets(w) := w(t, s) ∈ R

The application Ets is linear and continuous. Moreover, we have seen that H2π
a,τ ∈ E0, so

∀s ∈ [0, 2π], E2π
s (H2π

a,τ ) = E0
s (H2π

a,τ ).

Differentiating with respect to a, we deduce that for all h ∈ C0
2π,

∀s ∈ [0, 2π], E2π
s (DaH

2π
a,τ · h) = E0

s (DaH
2π
a,τ · h),

and so DaH
2π
a,τ ∈ L(C0

2π, E0). The same results holds for the second derivative with respect to
a and the two derivatives with respect to τ . This ends the proof.

Lemma 29. Grant Assumptions 2, 3 and let α0 > 0 such that Assumption 4 holds. Let τ0 > 0.
There exists ε0, η0 > 0 small enough (only depending on b, f , α0 and τ0) such that the function

B2π
η0

(α0)× (τ0 − ε0, τ0 + ε0) → C0
2π

(a, τ) 7→ πa,τ

is C2 Fréchet differentiable.
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Remark 30. Recall that πa,τ is the unique invariant measure of the Markov Chain having
K2π

a,τ has kernel transition probability. So, we study the smoothness of the invariant measure
with respect to the parameters (a, τ), knowing the smoothness of the transition probability kernel
(a, τ) 7→ K2π

a,τ . We refer to [GM86] for such sensibility result in the setting of finite discrete-time
Markov Chains. Our approach is different and based on the Implicit Function Theorem.

Proof. Let α0 and τ0 be fixed. Let δ0, ε0 > 0 be given by Lemma 28. Consider the following
C2-Fréchet differentiable function:

F : C0,0
2π ×B2π

η0
(α0)× (τ0 − ε0, τ0 + ε0) → C0,0

2π
(h,a, τ) 7→ (α0 + h)−K2π

a,τ (α0 + h).

It holds that F (0, α0, τ0) = 0. Moreover

DhF (0, α0, τ0) = I −K2π
α0,τ0

∈ L(C0,0
2π , C

0,0
2π ),

which is invertible with continuous inverse by Lemma 27. So the Implicit Function Theorem
applies: there exists (V 0,0

2π , V 0
2π, Vτ0) open neighborhoods of (0, α0, τ0) in C0,0

2π × C0
2π × R∗+ and

a C2-Fréchet differentiable function U : V 0
2π × Vτ0 → V 0,0

2π such that

∀h,a, τ ∈ V 0,0
2π × V 0

2π × Vτ0 , F (h,a, τ) = 0⇐⇒ h = U(a, τ).

By uniqueness of the invariant measure of the Markov chain with transition kernel K2π
a,τ , we

deduce that
πa,τ = α0 + U(a, τ),

which is a C2-Fréchet differentiable function of (a, τ).

Proof of Proposition 26. Recall that ρa,τ = πa,τ

ca,τ
, where the constant ca,τ is given by

ca,τ = τH2π
a,τ (πa,τ ).

Furthermore, it holds that πα,τ = 1
2π and ρα,τ = γ(α) (see (48)). So cα,τ = 1

2πγ(α) > 0. So for
ε0, η0 small enough, it holds that

∀a ∈ B2π
η0

(α0),∀τ ∈ (τ0 − ε0, τ0 + ε0), ca,τ > 0.

So, using Lemmas 28 and 29, it holds that c and ρ are C2, which ends the proof.

As a first application of this result, we prove that the mean number of spikes of a neuron
driven by a periodic input only depends on the mean of the input current.

Proposition 31. Grant Assumptions 2, 3 and let α0 > 0 such that Assumption 4 holds. Let
τ0 > 0 and consider η0 be given by Proposition 26. Let h ∈ C0,0

2π such that α0 + h ∈ B2π
η0

(α0). It
holds that

cα0+h,τ0 = cα0,τ0 = 1
2πγ(α0) .

We denote by cα0 this last quantity. In particular, the mean number of spikes per period:

1
2π

∫ 2π

0
ρα0+h,τ0(u)du = γ(α0),

only depends on α0 (which is the mean of the external current (α0 + h(t))t∈[0,2π]).

Proof. Let a ∈ B2π
η0

(α0). We prove that

∀h ∈ C0,0
2π , Daca,τ0 · h = 0.
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We have ca,τ0 = τ0H
2π
a,τ0

(πa,τ0). Differentiating with respect to a, one gets

Daca,τ0 · h = τ0
[
DaH

2π
a,τ0
· h
]

(πa,τ0) + τ0H
2π
a,τ0

Daπa,τ0 · h.

Recall that πa,τ0 = K2π
a,τ0

πa,τ0 so

Daπa,τ0 · h =
[
DaK

2π
a,τ0
· h
]
πa,τ0 +K2π

a,τ0
[Daπa,τ0 · h] .

So, using Lemma 27, one has

Daπa,τ0 · h =
[
I −K2π

a,τ0

]−1 [
DaK

2π
a,τ0
· h
]
πa,τ0 . (53)

Define on C0,0
2π the linear operator

∀h ∈ C0,0
2π , 1

2π(h)(t) :=
∫ 2π

0
1{t≥s}h(s)ds =

∫ t

0
h(s)ds.

We have
1 ∗Ka,τ0 = 1−Ha,τ0 , (54)

so on C0,0
2π ,

H2π
a,τ0

= 1
2π [I −K2π

a,τ0

]
. (55)

So
H2π

a,τ0

[
I −K2π

a,τ0

]−1 = 1
2π.

Consequently, we have

Daca,τ0 · h = τ0
[
DaH

2π
a,τ0
· h
]

(πa,τ0) + τ01
2π [DaK

2π
a,τ0
· h
]
πa,τ0

Differentiating (55), one has

DaH
2π
a,τ0
· h = −12π [DaK

2π
a,τ0
· h
]
,

and so for all h ∈ C0,0
2π , Daca,τ0 · h = 0. Then for all h ∈ C0,0

2π such that α0 + h ∈ B2π
η0

(α0), one
has

cα0+h,τ0 − cα0,τ0 =
∫ 1

0
[Dacα0+th,τ0 · h] dt = 0.

Finally we have πα0,τ0 = 1
2π and, by (48), ρα0,τ0 = γ(α0). By definition (52), we have cα0,τ0 =

πα0,τ0
ρα0,τ0

. It ends the proof.

3.6 Strategy to handle the non-linear equation (1)
Grant Assumptions 2, 3 and let α0 > 0 such that Assumption 4 holds. Let τ0 > 0 be given by
Assumption 8. For η0, ε0 > 0, define G : B2π

η0
(α0)∩C0,0

2π × (α0−η0, α0 +η0)× (τ0− ε0, τ0 + ε0)→
C0,0

2π such that
G(h, α, τ) := (α+ h)− J(α)ρα+h,τ . (56)

Using Propositions 26 and 31, we choose η0, ε0 small enough such that G is C2-Fréchet differen-
tiable and indeed takes values in C0,0

2π . For any constant α, τ > 0, we have, by (48), ρα,τ = γ(α).
Recalling that J(α)γ(α) = α, we have

∀(α, τ) ∈ (α0 − η0, α0 + η0)× (τ0 − ε0, τ0 + ε0), G(0, α, τ) = 0. (57)

Those are the trivial roots of G. To construct the periodic solutions to (1), we find the non-trivial
roots of G. In fact, Theorem 14 is deduced from the following proposition.
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Proposition 32. Consider b, f and α0, τ0 > 0 such that Assumptions 2, 3, 4, 8, 9 and 12 hold.
Let G be defined by (56). There exists X × Vα0 × Vτ0 an open neighborhood of (0, α0, τ0) in
(C0,0

2π , || · ||∞)× R∗+ × R∗+ such that:

1. There exists a continuous curve {(hv, αv, τv), v ∈ (−v0, v0)} of real 2π-periodic solutions
of (24) passing through (0, α0, τ0) at v = 0 and such that for all v ∈ (−v0, v0)

(hv, αv, τv) ∈ X × Vα0 × Vτ0 and G (hv, αv, τv) = 0.

Moreover, it holds that

∀v ∈ (−v0, v0), 1
2π

∫ 2π

0
hv(t) cos(t)dt = v and 1

2π

∫ 2π

0
hv(t) sin(t)dt = 0.

In particular, hv 6≡ 0 for v 6= 0.

2. For all (h, α, τ) ∈ X × Vα0 × Vτ0 , with h 6≡ 0, it holds that

G(h, α, τ) = 0 ⇐⇒ [∃v ∈ (−v0, v0),∃θ ∈ [0, 2π), (h, α, τ) ≡ (Sθhv, αv, τv)] .

We here prove that our main result is a consequence of this proposition.

Proof that Proposition 32 implies Theorem 14. Let (hv, αv, τv) be the continuous curve given
by Proposition 32. Define av

∀t ∈ R, av(t) := αv + hv(t/τv).

The function av is 2πτv-periodic and continuous. From G(hv, αv, τv) = 0, we deduce that

av = J(αv)ρav .

Consider ν̃av defined by (46). By Proposition 24, (ν̃av (t)) is a 2πτv-periodic solution of (1) and
(ν̃av , αv, τv) satisfies all the properties stated in Theorem 14: this gives the existence part of
the proof. We now prove uniqueness.

Let ε0 > 0 small enough such that (τ0− ε0, τ0 + ε0) ⊂ Vτ0 , Vτ0 being given by Proposition 32.
Let J, τ > 0 be fixed, consider ν(t) a 2πτ -periodic solution of (1) such that

|τ − τ0| < ε0 and sup
t∈[0,2πτ ]

∣∣∣∣∣J
∫
R+

f(x)ν(t, dx)− α0

∣∣∣∣∣ < ε1,

for some constant ε1 > 0 to be specified later. Define a

∀t ∈ R, a(t) := J

∫
R+

f(x)ν(t, dx).

The function a is 2πτ -periodic. Let (Xt)t≥0 be the solution of the non-linear equation (1),
starting with the initial condition ν(0) ∈ M(f2). The arguments of [CTV20, Lem. 24] show
that, under Assumptions 2 and 3, the function t 7→ E f(Xt) is continuous, and so a ∈ C0

2πτ . We
write

a(t) =: α+ h(t/τ),

for some constant α and some h ∈ C0,0
2π . Because ν(t) is a periodic solution of (1), it holds that

a = Jρa,

or equivalently,
α+ h = Jρα+h,τ . (58)
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We have by assumption

|α− α0| =

∣∣∣∣∣ 1
2π

∫ 2π

0
J

∫
R+

f(x)ν(τu, dx)du− 1
2π

∫ 2π

0
J(α0)

∫
R+

f(x)ν∞α0
(dx)du

∣∣∣∣∣ < ε1.

Recall that α0 satisfies Assumption 4. By Lemma 17 and using the continuity of b′, we can
assume that ε1 is small enough such that Assumption 4 is also satisfied by α. Let η0 be given
by Proposition 26 (η0 only depends on b, f, α0 and τ0). Provided that ε1 ≤ η0, we can apply
Proposition 31 at (α, τ). It holds that

1
2π

∫ 2π

0
ρα+h,τ (u)du = γ(α),

so
α = Jγ(α).

This proves that J = J(α). So (58) implies that G(h, α, τ) = 0. By the uniqueness part of
Proposition 32, there exists θ ∈ [0, 2π) and v ∈ (−v0, v0) such that

∀t, h(t) = hv(t+ θ), α = αv, τ = τv.

So, we deduce that a(t) = αv + hv

(
t+θ
τv

)
and J = J(αv). This ends the proof.

It remains to prove Proposition 32.

3.7 Linearization of G.
We consider for all α, τ ∈ (α0 − η0, α0 + η0)× (τ0 − ε0, τ0 + ε0):

Bα,τ := DhG(0, α, τ).

Define:
∀t ∈ R, Θα,τ (t) := τΘα(τt)1{t≥0}, (59)

where Θα is given by (14). The main result of this section is the following.

Proposition 33. Let h ∈ C0,0
2π . It holds that

Bα,τ (h)(t) = h(t)− J(α)
∫
R

Θα,τ (t− s)h(s)ds.

The proof of this proposition relies on Lemmas 34 and 35 below. Let h ∈ C0,0
2π , it holds that

Bα,τ (h) = h− J(α)Daρα,τ · h.

By equation (52) and Proposition 31, one has

Daρα,τ · h = 1
cα
Daπα,τ · h.

To compute Daπα,τ · h, we use (53) with a ≡ α:

Daπα,τ · h = (I −K2π
α,τ )−1 [DaK

2π
α,τ · h

]
( 1

2π ).

The next lemma is devoted to the computation of (I−K2π
α,τ )−1. Consider t 7→ rα(t) the solution

of the convolution Volterra integral equation (6) (with ν = δ0 and a = α). That is, rα solves
rα = Kα + Kα ∗ rα. By [CTV20, Prop. 37], there exists a function ξα ∈ L1(R+) such that for
all t ≥ 0,

rα(t) = γ(α) + ξα(t).
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Define for all t ≥ 0, rα,τ (t) := τrα(τt). It solves

rα,τ = Kα,τ +Kα,τ ∗ rα,τ , (60)

where Kα,τ is given by (49). Similarly, let ξα,τ (t) := τξα(τt). We have

rα,τ (t) = τγ(α) + ξα,τ (t).

Remind that by definition, we have

K2π
α,τ (h)(t) =

∫ 2π

0
K2π
α,τ (t, s)h(s)ds =

∫ t

−∞
Kα,τ (t− s)h(s)ds.

Lemma 34. The inverse of the linear operator I − K2π
α,τ : C0,0

2π → C0,0
2π is given by I + r2π

α,τ

where for all h ∈ C0,0
2π and t ∈ [0, 2π]

r2π
α,τ (h) := τγ(α)Γ(h) + ξ2π

α,τ (h),

Γ(h)(t) :=
∫ t

0
h(s)ds− 1

2π

∫ 2π

0

∫ s

0
h(u)duds,

ξ2π
α,τ (h)(t) :=

∫ t

−∞
ξα,τ (t− s)h(s)ds.

Proof. Note that Γ(h) is the only primitive of h which belongs to C0,0
2π . Moreover, because

t 7→ ξα,τ (t) ∈ L1(R+), we have for h ∈ C0,0
2π :∫ 2π

0

∫ t

−∞
ξα,τ (t− s)h(s)dsdt =

∫ 2π

0

∫ ∞
0

ξα,τ (u)h(t− u)dudt =
∫ ∞

0

∫ 2π

0
ξα,τ (u)h(t− u)dtdu = 0.

So, ξ2π
α,τ (h) ∈ C0,0

2π and so r2π
α,τ is well-defined. To conclude, we have to show that on C0,0

2π

K2π
α,τ ◦ r2π

α,τ = r2π
α,τ ◦K2π

α,τ = r2π
α,τ −K2π

α,τ .

Note that for all t ∈ [0, 2π],

d

dt

[
Γ(h)(t)−H2π

α,τ (h)(t)
]

= K2π
α,τ (h)(t).

Because Γ(h), H2π
α,τ (h) ∈ C0,0

2π , we deduce that

Γ(K2π
α,τ (h)) = Γ(h)−H2π

α,τ .

Moreover, we have (using that ξα,τ ,Kα,τ ∈ L1(R+))

ξ2π
α,τ (K2π

α,τ (h))(t) =
∫ t

−∞
ξα,τ (t− s)

∫ s

−∞
Kα,τ (s− u)h(u)duds

=
∫ t

−∞
h(u)

∫ t

u

ξα,τ (t− s)Kα,τ (s− u)dsdu

=
∫ t

−∞
h(u)(ξα,τ ∗Kα,τ )(t− u)du.

Using (54) and (60), we deduce the identity

Kα,τ ∗ ξα,τ = ξα,τ ∗Kα,τ = ξα,τ −Kα,τ + τγ(α)Hα,τ . (61)

So
ξ2π
α,τ (K2π

α,τ (h)) = ξ2π
α,τ (h)−K2π

α,τ (h) + τγ(α)H2π
α,τ (h).
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Altogether,
r2π
α,τ (K2π

α,τ (h)) = r2π
α,τ (h)−K2π

α,τ (h).
We now prove that K2π

α,τ (r2π
α,τ (h)) = r2π

α,τ (h) − K2π
α,τ (h). Using (61), we have K2π

α,τ (ξ2π
α,τ (h)) =

ξ2π
α,τ (K2π

α,τ (h)). Moreover, because K2π
α,τ (1) = 1, we have

K2π
α,τ (Γ(h))(t) =

∫ t

−∞
Kα,τ (t− s)

∫ s

0
h(u)duds− 1

2π

∫ 2π

0

∫ s

0
h(u)duds

=
[
Hα,τ (t− s)

∫ s

0
h(u)du

]t
−∞
−
∫ t

−∞
Hα,τ (t− s)h(s)ds− 1

2π

∫ 2π

0

∫ s

0
h(u)duds

= Γ(h)(t)−H2π
α,τ (h)(t) = Γ(K2π

α,τ (h))(t).

It ends the proof.

So for all α, τ ∈ (α0 − η0, α0 + η0)× (τ0 − ε0, τ0 + ε0) and h ∈ C0,0
2π , it holds that

Daρα,τ · h = 1
cα,τ

Daπα,τ · h = (I + r2π
α,τ )

[
DaK

2π
α,τ · h

]
(γ(α)). (62)

Define for all t ≥ 0, Ξα,τ (t) := τΞα(τt) and denote by Ξ2π
α,τ the linear operator

∀h ∈ C0
2π,∀t ∈ [0, 2π], Ξ2π

α,τ (h)(t) :=
∫ t

−∞
Ξα,τ (t− u)h(u)du.

Lemma 35. For all h ∈ C0
2π we have

[
DaK

2π
α,τ · h

]
(γ(α)) = Ξ2π

α,τ (h).

Proof. Given h ∈ C0
2π, we have[
DaK

2π
α,τ · h

]
(γ(α))(t) = γ(α)

∫ t

−∞
[DaKα,τ · h] (t, s)ds

So we have to prove that

∀h ∈ C0
2π, γ(α)

∫ t

−∞
[DaKα,τ · h] (t, s)ds =

∫ t

−∞
Ξα,τ (t− s)h(s)ds.

When τ = 1, this computation is done in [Cor20, Lem. 61]. It is first proved that

γ(α)
∫ t

−∞
[DaHα · h] (t, s)ds = −

∫
R

Ψα(t− s)h(s)ds,

where Ψα(t) is given by (19). This computation relies on the explicit expression satisfied by
[DaHα · h] (t, s), namely

[DaHα · h] (t, s) = Hα(t− s)
∫ t

s

f ′(ϕαu−s(0))
∫ u

s

h(θ) exp
(∫ u

θ

b′(ϕαv−s(0))dv
)
dθdu.

Using Fubini’s Theorem and the identity∫ t

θ

f ′(ϕαu−s(0)) exp
(∫ u

θ

b′(ϕαv−s(0))dv
)
du =

f(ϕαt−s(0))− f(ϕαθ−s(0))
b(ϕαθ−s(0)) + α

lead to the convolution between Ψα and h. We refer to [Cor20, Lem. 61] for more details. Then
one uses that ∫ t

−∞
[DaKα · h] (t, s)ds = − d

dt

∫ t

−∞
[DaHα · h] (t, s)ds

and that Ξα(t) = d
dtΨα(t) to obtain the stated identity with τ = 1. The result for τ 6= 1 can

be deduced from the case τ = 1. Indeed, given α > 0 and h ∈ C0
2π, define f̃ := τf , b̃ := τb,

α̃ := τα, and h̃ := τh. By applying the result for τ̃ := 1, b̃, f̃ , α̃ and h̃, we obtain exactly the
stated equality.
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Proof of Proposition 33. We use Lemma 35 together with (62). For all h ∈ C0,0
2π , one obtains

Daρα,τ · h = Ξ2π
α,τ (h) + r2π

α,τ (Ξ2π
α,τ (h)).

The definition of r2π
α,τ yields

r2π
α,τ (Ξ2π

α,τ (h)) = τγ(α)Γ(Ξ2π
α,τ (h)) + ξ2π

α,τ (Ξ2π
α,τ (h)).

Let Ψα,τ (t) := Ψα(τt), such that d
dtΨα,τ (t) = Ξα,τ (t). From the identity

d

dt

∫ t

−∞
Ψα,τ (t− u)h(u)du =

∫ t

−∞
Ξα,τ (t− u)h(u)du,

we find that

Γ(Ξ2π
α,τ (h))(t) =

∫ t

−∞
Ψα,τ (t− u)h(u)du =

∫ t

−∞
(1 ∗ Ξα,τ )(t− u)h(u)du.

So

[Daρα,τ · h] (t) =
∫ t

−∞
Ξα,τ (t− u)h(u)du+ τγ(α)

∫ t

−∞
(1 ∗ Ξα,τ )(t− u)h(u)du

+
∫ t

−∞
ξα,τ (t− u)

∫ u

−∞
Ξα,τ (u− θ)h(θ)dθ

Fubini’s Theorem yields∫ t

−∞
ξα,τ (t− u)

∫ u

−∞
Ξα,τ (u− θ)h(θ)dθ =

∫ t

−∞
(ξα,τ ∗ Ξα,τ )(t− θ)h(θ)dθ.

Finally, we have

Ξα,τ + τγ(α)(1 ∗ Ξα,τ ) + ξα,τ ∗ Ξα,τ = Ξα,τ + rα,τ ∗ Ξα,τ (because rα,τ = τγ(α) + ξα,τ )
(21)= Θα,τ ,

so
[Daρα,τ · h] (t) =

∫ t

−∞
Θα,τ (t− u)h(u)du.

It ends the proof.

3.8 The linearization of G at (0, α0, τ0) is a Fredholm operator
For notational convenience we now write

B0 := Bα0,τ0 = DhG(0, α0, τ0).

Proposition 36. We have N(B0) = R(Q), R(B0) = N(Q), where Q is the following projector
on C0,0

2π :

∀z ∈ C0,0
2π , Q(z)(t) :=

[
1

2π

∫ 2π

0
z(s)e−isds

]
eit +

[
1

2π

∫ 2π

0
z(s)eisds

]
e−it. (63)

Remark 37. In particular, B0 ∈ L(C0,0
2π , C

0,0
2π ) is a Fredholm operator of index 0, with dim N(B0) =

2.
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Proof. First, let h ∈ N(B0). One has for all t ∈ R

h(t) = J(α0)
∫
R

Θα0,τ0(t− s)h(s)ds.

Consider for all n ∈ Z

h̃n := 1
2π

∫ 2π

0
h(s)e−insds

the n-th Fourier coefficient of h. We have

∀n ∈ Z, h̃n = J(α0)Θ̂α0,τ0(in)h̃n.

Assumption 9 ensures that

∀n ∈ Z\{−1, 1}, J(α0)Θ̂α0,τ0(in) 6= 1,

and so
∀n ∈ Z\{−1, 1}, h̃n = 0.

We deduce that h ∈ R(Q). Conversely, if h ∈ R(Q), there exists c ∈ C such that

h(t) = ceit + c̄e−it

and so

J(α0)
∫
R

Θα0,τ0(t− s)h(s)ds = ceitJ(α0)
∫
R

Θα0,τ0(s)e−isds+ c̄e−itJ(α0)
∫
R

Θα0,τ0(s)eisds

= ceitJ(α0)Θ̂α0,τ0(i) + c̄e−itJ(α0)Θ̂α0,τ0(−i)
= h(t).

We used here that J(α0)Θ̂α0,τ0(i) = J(α0)Θ̂α0,τ0(−i) = 1 (Assumption 8). This proves that
N(B0) = R(Q). Consider now k ∈ R(B0), there exists h ∈ C0

2π such that B0(h) = k. We have
for all t ∈ R

h(t)− J(α0)
∫
R

Θα0,τ0(t− s)h(s)ds = k(t).

Using that J(α0)Θ̂α0,τ0(i) = 1, we deduce that

1
2π

∫ 2π

0
k(s)e−isds =

[
1

2π

∫ 2π

0
h(s)e−isds

]
(1− J(α0)Θ̂α0,τ0(i)) = 0.

Similarly, 1
2π
∫ 2π

0 k(s)eisds = 0 and so k ∈ N(Q). It remains to show that N(Q) ⊂ R(B0).
Consider h ∈ N(Q) and let

h̃n := 1
2π

∫ 2π

0
h(s)e−insds

be it’s n-th Fourier coefficient. We have h̃1 = h̃−1 = 0. Define

∀n ∈ Z\{−1, 1}, εn := J(α0)Θ̂α0,τ0(in)
1− J(α0)Θ̂α0,τ0(in)

.

The function h is continuous, and so h belongs to L2([0, 2π]). We deduce that∑
n∈Z\{−1,1}

|h̃n|2 <∞.
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Moreover, because Θα0,τ0 ∈ L1(R+), the Riemann-Lebesgue lemma yields the existence of a
constant C such that for n ∈ Z,

|n| > 1 =⇒ |εn| ≤
C

|n|
.

We deduce that ∑
n∈Z\{−1,1}

|nεnh̃n|2 <∞.

Consequently, defining
∀t ∈ R, w(t) :=

∑
n∈Z\{−1,1}

εnh̃ne
int,

it holds that w ∈ H1([0, 2π]), and so w is continuous (see for instance [Bre11, Th. 8.2]).
Finally, let k := h + w. It holds that k ∈ C0

2π and the n-th Fourier coefficient of k is equals to
h̃n

1−J(α0)Θ̂α0,τ0 (in)
. We deduce that B0(k) = h. This ends the proof.

3.9 The Lyapunov-Schmidt reduction method
The problem of finding the roots of G defined by (56) is an infinite dimensional problem. We
use the method of Lyapunov-Schmidt to obtain an equivalent problem of finite-dimension - here
of dimension 2. The equation G = 0 is equivalent to

QG(Qh+ (I −Q)h, α, τ) = 0
(I −Q)G(Qh+ (I −Q)h, α, τ) = 0,

where the projector Q is defined by (63). Define the following function W :

W : U2 ×W2 × Vα0 × Vτ0 → R(B0)
(v, w, α, τ) 7→ (I −Q)G(v + w,α, τ),

where U2 ×W2 are open neighborhood of (0, 0) in N(B0)×R(B0).
We have W (0, 0, α0, τ0) = 0 and DwW (0, 0, α0, τ0) = (I −Q)DhG(0, α0, τ0) = (I −Q)B0 ∈

L(R(B0), R(B0)) which is bijective with continuous inverse. The Implicit Theorem Function
applies: there exists a C1 function ψ : N(B0)× Vα0 × Vτ0 7→ R(B0) such that

W (v, w, α, τ) = 0 for (v, w, α, τ) ∈ U2 ×W2 × Vα0 × Vτ0 is equivalent to
w = ψ(v, α, τ).

Again, the neighborhoods U2,W2, Vτ0 , Vα0 may be shrunk in this construction. We deduce that

G(h, α, τ) = 0 for (h, α, τ) ∈ X × Vα0 × Vτ0 is equivalent to (64)
QG(Qh+ ψ(Qh,α, τ), α, τ) = 0. (65)

Note that for all θ ∈ R, we have for all τ > 0 and a ∈ C0
2π, ρSθa,τ = Sθρa,τ . It follows that

G(Sθh, α, τ) = SθG(h, α, τ).

Moreover, it is clear that the projection Q commutes with Sθ (for all θ ∈ R, SθQ = QSθ) and
by the local uniqueness of the Implicit Theorem Function, we deduce that

ψ(Sθv, α, τ) = Sθψ(v, α, τ).

Using that any element Qh ∈ N(B0) can be written

Qh = t 7→ ceit + c̄e−it := ce0 + c̄ē0
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for some c ∈ C and using the definition of Q, we deduce that (64) is equivalent to the complex
equation:

Φ̂(c, α, τ) = 0 for (c, α, τ) ∈ V0 × Vα0 × Vτ0 , where

Φ̂(c, α, τ) := 1
2π

∫ 2π

0
G(ce0 + c̄ē0 + ψ(ce0 + c̄ē0, α, τ), α, τ)te−itdt

and V0 is an open neighborhood of 0 in C. We have moreover

∀θ ∈ R, Φ̂(ceiθ, α, τ) = eiθΦ̂(c, α, τ),

and so (64) is equivalent to

Φ̂(v, α, τ) = 0 for v ∈ (−v0, v0).

Note that Φ̂(−v, α, τ) = −Φ̂(v, α, τ) and in particular

∀α, τ ∈ Vα0 × Vτ0 , Φ̂(0, α, τ) = 0.

This is coherent with (57). In order to eliminate these trivial solutions, following [Kie12], we
set for v ∈ (−v0, v0) \ {0}:

Φ̃(v, α, τ) :=Φ̂(v, α, τ)
v

=
∫ 1

0
DvΦ̂(θv, α, τ)dθ.

To summarize, we have proved that

Lemma 38. There exists v0 > 0 and open neighborhoods X × Vα0 × Vτ0 of (0, α0, τ0) in C0,0
2π ×

R∗+ × R∗+ such that the problem

G(h, α, τ) = 0 for (h, α, τ) ∈ X × Vα0 × Vτ0 with h 6= 0

is equivalent to
Φ̃(v, α, τ) = 0 for (v, α, τ) ∈ (−v0, v0)× Vα0 × Vτ0 .

The next section is devoted to the study of this reduced problem.

3.10 Study of the reduced 2D-problem
We denote by cos the cosinus function, such that ve0 + vē0 = 2v cos .

Lemma 39. We have:

1. Φ̃(0, α0, τ0) = 0.

2. Dτ Φ̃(0, α0, τ0) = 1
2π
∫ 2π

0
[
D2
hτG(0, α0, τ0) · 2 cos

]
t
e−itdt.

3. DαΦ̃(0, α0, τ0) = 1
2π
∫ 2π

0
[
D2
hαG(0, α0, τ0) · 2 cos

]
t
e−itdt.

Proof. We have Φ̃(0, α0, τ0) = DvΦ̂(0, α0, τ0) and

DvΦ̂(0, α0, τ0) = 1
2π

∫ 2π

0
DhG(0, α0, τ0) · [2 cos +Dvψ(0, α0, τ0) · 2 cos]t e

−itdt.

Moreover, it holds that [see Kie12, Coroll. 1.2.4]

Dvψ(0, α0, τ0) · cos = 0
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and cos ∈ N(DhG(0, α0, τ0)), so Φ̃(0, α0, τ0) = 0. To prove the second point (the third point is
proved similarly), we have Dτ Φ̃(0, α0, τ0) = D2

vτ Φ̂(0, α0, τ0). Moreover,

Dτ Φ̂(v, α, τ) = 1
2π

∫ 2π

0
DτG(2v cos +ψ(2r cos, α, τ), α, τ)te−itdt

+ 1
2π

∫ 2π

0
[DhG(2r cos +ψ(2v cos, α, τ), α, τ) ·Dτψ(2v cos, α, τ)]t e

−itdt.

So

D2
vτ Φ̂(0, α0, τ0) = 1

2π

∫ 2π

0

[
D2
hτG(0, α0, τ0) · (2 cos +Dvψ(0, α0, τ0) · 2 cos)

]
t
e−itdt

+ 1
2π

∫ 2π

0

[
DhG(0, α0, τ0) ·D2

vτψ(0, α0, τ0) · 2 cos
]
t
e−itdt

+ 1
2π

∫ 2π

0
D2
hhG(0, α0, τ0) · [2 cos +Dvψ(0, α0, τ0) · 2 cos, Dτψ(0, α0, τ0)]te−itdt.

Note that for all α, τ in the neighborhood of α0, τ0, one has

ψ(0, α, τ) = 0,

so Dτψ(0, τ0) = 0. Consequently the third term is null. Recall now that B0 := DhG(0, α0, τ0)
and by Proposition 36, it holds that QB0 = 0. So the second term is also null. Finally, using
again that Dvψ(0, α0, τ0) · cos = 0 we obtain the stated formula.

By Proposition 33, we have for all h ∈ C0,0
2π

DhG(0, α, τ) · h = h− J(α)Θα,τ ∗ h,

where the function Θα,τ is given by equation (59). It follows that

D2
hτG(0, α0, τ0) · 2 cos = −2J(α0) ∂

∂τ
(Θα0,τ ∗ cos)|τ=τ0

,

and so we have
Dτ Φ̃(0, α0, τ0) = −J(α0) ∂

∂τ
Θ̂α0,τ (i)

∣∣∣
τ=τ0

.

Similarly,
DαΦ̃(0, α0, τ0) = − ∂

∂α

(
J(α)Θ̂α,τ0(i)

)∣∣∣
α=α0

.

Lemma 40. Write J(α0) ∂∂z Θ̂α0( i
τ0

) =: x0 + iy0. It holds that

1. Dτ Φ̃(0, α0, τ0) = (ix0 − y0)/τ2
0 .

2. DαΦ̃(0, α0, τ0) = Z′0(α0)(x0 + iy0), where Z′0(α0) is defined in Lemma 11.

Proof. From Θα,τ (t) = τΘα(τt), we have

∂

∂τ
Θα,τ (t) = 1

τ [τΘα(τt) + τΠα(τt)] , with Πα(t) := t
∂

∂t
Θα(t).

So
̂[ ∂
∂τ

Θα,τ

]
(z) = 1

τ

[
Θ̂α( zτ ) + Π̂α( zτ )

]
.
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Moreover, an integration by parts shows that

Π̂α(z) =
∫ ∞

0
e−ztt

∂

∂t
Θα(t)dt

= −Θ̂α(z) + z

∫ ∞
0

e−zttΘα(t)dt.

= −Θ̂α(z)− z ∂
∂z

Θ̂α(z).

Choosing z = i ends the proof of the first point. Define now

∆(z, α) := J(α)Θ̂α(z)− 1.

By the definition of Z0(α) (see Lemma 11), we have

∀α ∈ Vα0 , ∆(Z0(α), α) = 0.

We differentiate with respect to α and obtain
∂

∂z
∆(Z0(α), α)Z′0(α) + ∂

∂α
∆(Z0(α), α) = 0.

Evaluating this expression at α = α0 gives
∂

∂α

(
J(α)Θ̂α

)∣∣∣
α=α0

( i
τ0

) = −Z′0(α0)(x0 + iy0),

which concludes the proof.

Lemma 41. There exists v0 > 0, Vα0 × Vτ0 an open neighborhood of (α0, τ0) in (R∗+)2 and two
functions v 7→ τv, αv ∈ C1((−v0, v0)) such that for all (v, α, τ) ∈ (−v0, v0)× Vα0 × Vτ0 we have

Φ̃(v, α, τ) = 0 ⇐⇒ τ = τv and α = αv.

Proof. We decompose Φ̃ into real part and imaginary part (without changing the notations),
such that now

Φ̃ : (−v0, v0)× Vα0 × Vτ0 → R2.

We have Φ̃(0, α0, τ0) = 0 and

D(α,τ)Φ̃(0, α0, τ0) =
(
<DαΦ̃(0, α0, τ0) <Dτ Φ̃(0, α0, τ0)
=DαΦ̃(0, α0, τ0) =Dτ Φ̃(0, α0, τ0)

)
=
(
x0<Z′0(α0)− y0=Z′0(α0) − y0

τ2
0

x0=Z′0(α0) + y0<Z′0(α0) x0
τ2

0

)
.

The determinant of this matrix is <Z
′
0(α0)
τ2

0
(x2

0 + y2
0) and this quantity is non-null by Assump-

tions 8 and 12. Consequently, the Implicit Function Theorems applies and gives the result.

The proof of Proposition 32 then follows immediately from this result and Lemma 38. This
ends the proof of Theorem 14.

4 An explicit example
We now give a simple example of functions f and b such that Hopf bifurcations occurs and
that the spectral assumptions of Theorem 14 can be analytically verified. Our minimal example
satisfies all the assumptions of Theorem 14, except Assumption 3, because the function f we
consider is not continuous. Indeed, to simplify the computation, we consider the step function

∀x ∈ R+, f(x) :=
{

0 for 0 ≤ x < 1,
β−1 for x ≥ 1,

where β > 0 is a (small) parameter of the model.
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4.1 Some generalities when f is a step function
We shall specify later the exact shape of b, for now we only assume that

inf
x∈[0,1]

b(x) > 0.

This ensures in particular that the Dirac mass at 0 is not an invariant measure. We now consider
some fixed constant α ≥ 0. Let, for all x ∈ [0, 1]

t∗α(x) := inf{t ≥ 0, ϕαt (x) = 1},

the time required for the deterministic flow to hit 1, starting from x. A simple computation
show that

t∗α(x) =
∫ 1

x

dy

b(y) + α
.

Let Hx
α(t) be defined by (5) (with ν = δx, a ≡ α and s = 0). Using the explicit shape of f , we

find for all x ∈ [0, 1],

Hx
α(t) :=

{
1 for 0 ≤ t < t∗α(x),

e−
t−t∗α(x)

β for t ≥ t∗α(x).

Moreover, for x > 1, it holds that Hx
α(t) = e−t/β . Altogether,

∀z ∈ C with <(z) > −β−1, Ĥα(z) = 1− e−zt∗α(0)

z
+ e−zt

∗
α(0)

z + β−1 .

Note that in particular (using that 1/γ(α) = Ĥα(0))

1/γ(α) = t∗α(0) + β.

So
J(α) := α

γ(α) =
∫ 1

0

dy

1 + b(y)/α + αβ,

is a strictly increasing function of α: for a fixed value of J > 0, there is a unique α > 0
solution of α = Jγ(α) and the corresponding ν∞α is the unique invariant measure of (1). Let
σα = limt→∞ ϕαt (0). This invariant measure is given by

ν∞α (x) =


γ(α)
b(x)+α for x ∈ [0, 1),
γ(α)
b(x)+α exp

(
− 1
β

∫ x
1

dy
b(y)+α

)
for x ∈ [1, σα)

0 otherwise.

Moreover, for x ∈ [0, 1] and t > t∗α(x),

d

dx
Hx
α(t) = − 1

β

e−
t−t∗α(x)

β

b(x) + α
.

So the Laplace transform of d
dxH

x
α(t) is, for all z ∈ C with <(z) > −β

∀x ∈ [0, 1],
∫ ∞

0
e−zt

d

dx
Hx
α(t)dt = − e

−t∗α(x)z

b(x) + α

1
1 + βz

.

Consequently for all z ∈ C with <(z) > −β

J(α)Ψ̂α(z) = − α

γ(α)

∫ σα

0

∫ ∞
0

e−zt
d

dx
Hx
α(t)dt ν∞α (x)dx

= α

1 + βz

∫ 1

0

e−t
∗
α(x)z

(b(x) + α)2 dx.
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Finally, the change of variable

x = ϕαu(0), u ∈ [0, t∗α(0)),

such that t∗α(x) = t∗α(0)− u, shows that

J(α)Ψ̂α(z) = αe−zt
∗
α(0)

1 + βz

∫ t∗α(0)

0

euz

b(ϕαu(0)) + α
du.

So, the (local) stability of the invariant measure ν∞α is given by the location of the roots of the
following holomorphic function, defined for all <(z) > −β−1:

J(α)Ψ̂α(z)− Ĥα(z) = αe−zt
∗
α(0)

1 + βz

∫ t∗α(0)

0

euz

b(ϕαu(0)) + α
du− 1− e−zt∗α(0)

z
− βe−zt

∗
α(0)

1 + βz
.

4.2 A linear drift b.
We now specify the shape of b. We choose:

∀x ≥ 0, b(x) = m− x,

for some parameter m > 1, such that b(x) + α = σα − x, with σα = m + α. We then have
ϕαu(0) = σα(1− e−u) and so

t∗α(0) = log
(

σα
σα − 1

)
.

Finally ∫ t∗α(0)

0

euz

b(ϕαu(0)) + α
du = 1

σα

∫ t∗α(0)

0
e(z+1)udu = 1

σα

e(z+1)t∗α(0) − 1
z + 1 ,

so
J(α)Ψ̂α(z)− Ĥα(z) = α

σα

et
∗
α(0) − e−zt∗α(0)

(1 + βz)(z + 1) −
1− e−zt∗α(0)

z
− βe−zt

∗
α(0)

1 + βz
.

Consequently, we have to study the complex roots of the function

z 7→ α

m+ α− 1

1−
(

m+α
m+α−1

)−(z+1)

(1 + βz)(z + 1) −
1−

(
m+α
m+α−1

)−z
z

−
β
(

m+α
m+α−1

)−z
1 + βz

.

Remark 42. In fact this analysis can be easily extended to any linear drift

b(x) = κ(m− x),

with κ,m ∈ R. Indeed, adapting slightly the proof of [Cor20, Th. 21] when κ ≤ 0, it holds that
f + b′ ≥ 0 and so the unique non trivial invariant measure is locally stable: there is no Hopf
bifurcation. If on the other hand κ > 0, by setting

κ̃ = 1, α̃ = α

κ
, m̃ = m β̃ = κβ,

we can easily reduce the problem to κ = 1.

We now make the following change of variable

ω := log
(

m+ α

m+ α− 1

)
and δ := α

m+ α− 1 ,

with ω > 0 et δ ∈ (0, 1). That is, we have

α = δ

eω − 1 , m = 1 + 1− δ
eω − 1 .
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With this change of variable, the equation becomes

<(z) > −β−1, δ
1

1 + βz

1− e−ω(z+1)

1 + z
− 1− e−ωz

z
− βe−ωz

1 + βz
= 0.

Assume now that
β + ω − δ(1− e−ω) 6= 0, (66)

such that z = 0 is not a solution of the equation. Multiplying by (1 + βz)z on both side, we
finally find that we have to study the roots of the following function

<(z) > −β−1, U(β, δ, ω, z) = 0,

with
U(β, δ, ω, z) := δ

z

z + 1(1− e−ω(z+1)) + e−ωz − (1 + βz).

4.3 On the roots of U
An explicit parametrization of the purely imaginary roots

We now describe all the imaginary roots of U . If z = iy, y ≥ 0, the equation U(β, δ, ω, z) = 0
yields {

cos(ωy) + sin(ωy)y(1− δe−ω) = 1− βy2

− sin(ωy) + cos(ωy)y(1− δe−ω) = y(1 + β − δ). (67)

For ω > 0 et y ≥ 0 fixed, (67) admits a unique solution in (β, δ), given by

β0
ω(y) := (1 + eω)(1− cos(ωy))− (eω − 1)y sin(ωy)

y2eω − y2 cos(ωy)− y sin(ωy) ,

δ0
ω(y) := eω(1 + y2)(1− cos(ωy))

y2eω − y2 cos(ωy)− y sin(ωy) .
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Figure 2: Description of the purely imaginary roots of U . (a) The parametric curve
(β0
ω(y), δ0

ω(y)), plotted with ω = 1 et y ∈ [0, 15.5π]. Each point of the curve corresponds to
a purely imaginary roots of U . (b) Purely imaginary solutions of U plotted in the plane (β, J),
the value of m being fixed (m = 3/2).

Proposition 43. The parametric curve (β0
ω(y), δ0

ω(y))y>0 admits exactly two multiple points
given by

(0, 0) and (0, 2
1 + e−ω

).

Apart from those two points, the curve does not intersect itself.
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Proof. Squaring the two equations of (67) and summing the result, one gets

1 + y2(1− δe−ω)2 = (1− βy2)2 + y2(1 + β − δ)2,

that is
(1− δe−ω)2 = −2β + β2y2 + (1 + β − δ)2. (68)

Note that if β 6= 0, for fixed values of δ, β, there is a unique y satisfying this equation. This
proves that all the multiple points are located on the axis β = 0. When β = 0, the equation
becomes

(1− δe−ω)2 = (1− δ)2,

whose solutions are
δ = 0 and δ = 2

1 + e−ω
.

Those are indeed multiple points. For (0, 0) for instance, it suffices to consider y = 2πk
ω , k ∈ N∗.

This ends the proof.

4.4 Construction of the bifurcation point satisfying all the spectral
assumptions.

Let ω0 > 0 being fixed, chosen arbitrarily. Let y0 := 2π
ω0

(1− ε0
ω0

) with ε0 > 0 (small) to be chosen
later. Let β0 := β0

ω0
(y0) and δ0 := δ0

ω0
(y0). We have

β0 = ε0 +O(ε20) as ε0 → 0.

and
δ0 = eω0

2(eω0 − 1)

(
1 + (2π)2

ω2
0

)
ε20 +O(ε20) as ε0 → 0.

We then have

∂U

∂z
(β0, δ0, ω0, iy0) = −ω0 − (1 + 2iπ)ε0 +O(ε20) as ε0 → 0.

This quantity is non-null provided that ε0 is sufficiently small. The Implicit Function Theorem
applies and gives the existence of a C1 function

(β, δ, ω) 7→ z0(β, δ, ω),

defined in the neighborhood of (β0, δ0, ω0) and such that

U(β, δ, ω, z0(β, δ, ω)) = 0, with z0(β0, δ0, ω0) = iy0.

Furthermore, one has

∂

∂δ
z0(β0, δ0, ω0) = −

∂U
∂δ (β0, δ0, ω0, iy0)
∂U
∂z (β0, δ0, ω0, iy0)

= 2π 1− e−ω0

ω0

2π + iω0

(2π)2 + ω2
0

+O(ε0) as ε0 → 0

and
∂

∂ω
z0(β0, δ0, ω0) = −

∂U
∂ω (β0, δ0, ω0, iy0)
∂U
∂z (β0, δ0, ω0, iy0)

= −2iπ
ω0

+O(ε0) as ε0 → 0.

We finally set
α0 := δ0

eω0 − 1 , m0 := 1 + 1− δ0
eω0 − 1 ,

and
Z0(α) := z0(β0,

α

m0 + α− 1 , log
(

m0 + α

m0 + α− 1

)
),
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such that

d

dα
Z0(α0) =2π 1− e−ω0

ω0

2π + iω0

(2π)2 + ω2
0

m0 − 1
(m0 − 1− α0)2

+ 2iπ
ω0

1
(m0 − 1 + α0)(m0 + α0) +O(ε0) as ε0 → 0.

The second term on the right hand side is purely imaginary. So

< d

dα
Z0(α0) = 1− e−ω0

ω0

(2π)2

(2π)2 + ω2
0

m0 − 1
(m0 − 1− α0)2 +O(ε0) as ε0 → 0.

This quantity is strictly positive provided that ε0 is small enough. By choosing the parameters
of the model to be β = β0 and m = m0, the Assumptions 8, 9 and 12 are satisfied at the point
α = α0.
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