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Abstract

Multiple sclerosis (MS) is a demyelinating and inflammatory disease of the central nervous system (CNS). The de-
myelination process can be repaired by the generation of a new sheath of myelin around the axon, a process termed
remyelination. In MS patients, the demyelination-remyelination cycles are highly dynamic. Over the years, magnetic
resonance imaging (MRI) has been increasingly used in the diagnosis of MS and it is currently the most useful par-
aclinical tool to assess this diagnosis. However, conventional MRI pulse sequences are not specific for pathological
mechanisms such as demyelination and remyelination. Recently, positron emission tomography (PET) with radio-
tracer [11C]PIB has become a promising tool to measure in-vivo myelin content changes which is essential to push
forward our understanding of mechanisms involved in the pathology of MS, and to monitor individual patients in
the context of clinical trials focused on repair therapies. However, PET imaging is invasive due to the injection of
a radioactive tracer. Moreover, it is an expensive imaging test and not offered in the majority of medical centers in
the world. In this work, by using multisequence MRI, we thus propose a method to predict the parametric map of
[11C]PIB PET, from which we derived the myelin content changes in a longitudinal analysis of patients with MS. The
method is based on the proposed conditional flexible self-attention GAN (CF-SAGAN) which is specifically adjusted
for high-dimensional medical images and able to capture the relationships between the spatially separated lesional
regions during the image synthesis process. Jointly applying the sketch-refinement process and the proposed atten-
tion regularization that focuses on the MS lesions, our approach is shown to outperform the state-of-the-art methods
qualitatively and quantitatively. Specifically, our method demonstrated a superior performance for the prediction of
myelin content at voxel-wise level. More important, our method for the prediction of myelin content changes in pa-
tients with MS shows similar clinical correlations to the PET-derived gold standard indicating the potential for clinical
management of patients with MS.

Keywords: Conditional GANs, Attention Mechanism, PET Imaging, Multisequence MRI, Demyelination and
Remyelination, Deep Learning, Multiple Sclerosis

1. Introduction

Multiple sclerosis (MS) is a demyelinating and
inflammatory disease of the central nervous system
(CNS). The principal hallmark of MS is the presence
of focal demyelinating lesions, consisting of a loss of
myelin surrounding the axon, leading to the degenera-
tion of the axon in an extent that is variable between pa-
tients and between plaques. These lesions appear abun-
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dantly in the white matter (WM). However, the demyeli-
nation process can be repaired by the generation of a
new sheath of myelin around the axon, a process termed
remyelination. These pathological features of multiple
sclerosis might be highly dynamic over time but largely
heterogeneous across patients [1, 2]. Therefore, a reli-
able measure of the tissue myelin changes is essential
to push forward our understanding of mechanisms in-
volved in the pathology of MS, and to monitor individ-
ual patients in the clinical setting or in the context of
clinical trials focused on repair therapies.
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Over the years, magnetic resonance imaging (MRI)
has been increasingly used in the diagnosis of MS and
it is currently the most useful paraclinical tool to as-
sess this diagnosis. Although conventional MRI pulse
sequences, such as T2-weighted or fluid attenuated in-
version recovery (FLAIR) sequences, are sensitive tech-
niques to detect WM lesions of MS, they lack the speci-
ficity for the underlying pathological process, and es-
pecially have limitations in differentiating between in-
flammation, axonal loss, demyelination and remyelina-
tion. Semi-quantitative MRI techniques, such as mag-
netization transfer ratio map (MTR), diffusion weighted
imaging or T2 relaxometry, also have potential for the
measurement of myelin content, but their ability to do
so is only partially characterized, and furthermore MTR
is affected not only by myelin, but also by water content
and inflammation [3].

Positron emission tomography (PET) is an alterna-
tive imaging modal, which can target specific tissue
substrates and detect tissue changes at the cellular and
molecular level. In a recent longitudinal study [1], PET
imaging with amyloid radiotracer [11C]PIB could de-
tect a decreased tracer uptake in WM lesions compared
to normal-appearing WM (NAWM), which paralleled
myelin content. Furthermore, longitudinal data pre-
sented by the authors support the ability of [11C]PIB to
capture demyelination and remyelination in lesions over
time. Note that PET imaging is invasive due to the in-
jection of a radioactive tracer. In addition, it cannot be
used in all clinical centers as it is an expensive imaging
technique and not available in the majority of medical
centers in the world. Therefore, it would be of high in-
terest to predict the individual PET-derived myelin dy-
namic changes from multisequence MRI.

1.1. Related work

To the best of our knowledge, this is, to date, the
first work to predict PET-derived demyelination and re-
myelination for individual longitudinal analysis in MS.
On the contrary, there has been several works focusing
on medical image modality prediction and synthesis for
various applications, e.g., image denoising and artifact
reduction [4, 5, 6, 7, 8, 9], image super-resolution [10,
11, 12], and inter-modal conversion [13, 14, 15, 16, 17].
Extensive efforts have been dedicated to decrease the
influence from noise and artifacts in low-dose CT. Dic-
tionary learning based approaches were developed for
low dose X-ray CT reconstruction [5, 6, 7]. The works
in [8, 9] proposed iterative algorithms by minimizing
the total variation to reduce noise and artifacts in CT
images. Nevertheless, these algorithms still lost some

anatomical details and suffered from remaining arti-
facts. Atlas-based methods have also been used for
MRI-to-CT synthesis [18, 19]. Although the CT im-
ages generated by these methods [18, 19] demonstrated
a good ability for attenuation correction, the results
highly rely on the registration accuracy and the syn-
thesized image quality may also depend on the prior
knowledge for tuning large amounts of parameters in
registration step. Moreover, they may be unable to ac-
curately predict subtle lesional features, whose location
can be highly variable between patients. For the same
application, a structured random forest and auto-context
model has been proposed to synthesize CT image from
MRI for attenuation correction [20]. In this approach,
the input MRI is first partitioned into patches and fed
into structured random forest to generate corresponding
CT patch. An auto-context model is then used to refine
the prediction. However, the input images should be
presented by the crafted features which will influence
the image synthesis result.

Deep learning based methods have recently shown
remarkable ability to automatically learn the underly-
ing features with better descriptive power. The au-
thors in [21] proposed a location-sensitive deep network
(LSDN) to synthesize T2-w MRI from T1-w MRI. The
target model is predicted by fusing both image features
and spatial information. There are also several works
trying to do image super-resolution using deep learning
models, such as estimating full-dose PET image from
low-dose image [11], improving the synthetic FLAIR
image quality [12]. Moreover, the works in [16, 17]
demonstrated that using multisequence MRI can im-
prove the MRI-to-MRI synthesis performance. It is thus
suggested using multisequence as inputs when it is pos-
sible. In recent years, generative adversarial networks
(GANs) have achieved promising results in nature im-
age synthesis [22, 23, 24] because of the ability to learn
the messy and complicated representations of data. As
the nonlinear function is more complex in multimodal
synthesis, many works investigated the possibility to use
GANs to do so. The work in [25] used GANs to synthe-
size the MR images by using the PET for the quantifica-
tion of cortical amyloid load. The authors in [26] used
multi-channel GANs to synthesize PET images from
CT images. There are also several studies working on
other modal synthesis, such as retinal images [27, 28],
ultrasound images [29] and endoscopy images [30].

By using various radiotracers, PET images can detect
different physiological activities, such as metabolism,
blood flow, regional chemical composition. As different
radiotracers can cause different PET activities, there is
no existing clue showing the ability to predict generic
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PET activity from MRI. Some methods [31, 32, 33, 34]
have already been proposed to predict FDG PET from
conventional MRI for AD classification. However, dif-
ferent from these FDG PET synthesis works, our goal
is to predict myelin content as defined by [11C]PIB PET
from specific MRI which are sensitive but without di-
rect information about myelin content. Moreover, pre-
dicting myelin content (as defined by [11C]PIB PET)
is a more difficult task because the signal is more sub-
tle and with weaker relationship to anatomical informa-
tion that could be found in MR images. In our recent
works [35, 36], we proposed Sketcher-Refiner GANs to
predict PET-derived demyelination from multisequence
MRI. Though our previous method demonstrated good
ability for static demyelination prediction, the dynamic
demyelination-remyelination process which is more im-
portant for clinical usage was not predicted.

Moreover, none of the methods discussed above have
considered the relationships between spatially separated
lesional regions. To model the long-range dependen-
cies between different regions, the recent idea of self-
attention mechanism has been first introduced in [37]
for machine translation. The core idea behind the self-
attention mechanism is to compute a weight distribution
on the input data and assign higher values to more rele-
vant elements. Based on this idea, lots of methods have
been developed and improved on this basis for natural
language processing [38, 39] and various image/video
problems in computer vision [40, 41, 42, 22]. The
work [22] introduced the self-attention GAN (SAGAN)
to improve the modeling of long range dependen-
cies for image synthesis. However, unlike their low-
dimensional datasets, medical images are often high-
dimensional which makes the model easily reach the
memory constraints when calculating the attention maps
used in self-attention mechanism.

1.2. Contributions

The novelties and contributions of our paper are as
follows:

1. Through MS individual longitudinal analysis, we
have shown that the PET-derived dynamic myelin
changes can be predicted by using multisequence
MR images which are not specific but sensitive to
myelin content. To the best of our knowledge, this
is, to date, the first work to so.

2. Inspired by the work in [22], a conditional flexible
self-attention GAN (CF-SAGAN) is used to model
the relationships between spatially separated le-
sional regions, and it is further improved and

specifically adjusted for high-dimensional medical
images.

3. Demyelination and remyelination are quantified
within MS lesions. An attention regularization for
MS lesions is designed so that the neural networks
can pay more attention on the MS lesions during
the 3D image generation process.

4. Compared with the state-of-the-art methods, our
method is shown to outperform these methods
qualitatively and quantitatively. Specifically, our
method demonstrated a superior performance for
the prediction of myelin content at voxel-wise
level.

5. Importantly, our method for the prediction of
myelin content changes in MS patients shows sim-
ilar clinical correlations to the PET-derived gold
standard indicating the potential for clinical man-
agement of patients with MS.

2. Method

2.1. Overview

MS lesions vary in size, location and MRI signal in-
tensity, but they may display the same basic features of
pathology, such as demyelination in the WM. Under this
scenario, to better predict the myelin changes reflected
by the [11C]PIB PET DVR parametric map from multi-
sequence MRI, it is necessary to model the relationships
between spatially separated lesional regions. The clas-
sic GAN represents both generator G and discriminator
D as convolutional networks. During the image synthe-
sis process, the convolutional operations can only pro-
cess a local neighborhood information because of the
limited local receptive field. For example, in a convo-
lution operation, it is hard to model the correlation be-
tween top-left and bottom-right positions. These long-
range dependencies across different regions in the image
can be modeled by stacking several convolutional layers
to result in large receptive fields. But doing so, the ear-
lier layers can be almost negligible because of the van-
ishing gradient, and the optimization algorithms may
have trouble on huge parameter space and thus make
the GANs training more unstable [43]. Moreover, the
medical images are usually high-dimensional. Increas-
ing the depth of the networks and the size of the con-
volution kernels can dramatically increase the computa-
tional cost.

To address this situation, the self-attention mecha-
nism presented in [37, 22] can be used. In detail, it
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is modeled by a Transformer model with three major
concepts: Key, Value and Query. As presented in [22],
the C convolutional feature maps x ∈ RC×L is branched
out into three copies, corresponding to the three com-
ponents: Key f (x), Value h(x) and Query g(x) with
f (x) = W f x, g(x) = Wgx, and h(x) = Whx. The above
weight matrices W f ∈ RC×C ,Wg ∈ RC×C ,Wh ∈ RC×C

are part of the model parameters which are implemented
by 1 × 1 × 1 convolutions. Each key, value and query
are reduced from the high dimensional features to the
dimension of C = C/8 in our implementation for com-
putational efficiency.

Then we transpose the key f (x) and matrix-multiply
it by the query g(x) and take the Softmax on all the rows
to calculate the attention map:

β j,i = S o f tmax( f (xi)T g(x j)) (1)

Where β j,i indicates the extent to which the model at-
tends to the ith location when synthesizing the jth re-
gion. After integrating the attention map into the self-
attention layer, the output of the attention layer o ∈
RC×L is defined as follows:

o j =

N∑
i=1

β j,ih(xi) (2)

2.2. Conditional Flexible Self-Attention GAN (CF-
SAGAN)

Theoretically the self-attention layer [22] is able to
capture the long-range dependencies across different
image regions which are not covered by the convolution
kernels. However, as the medical images are generally
high-dimensional, the storage of the attention map can
easily reach the memory limits. To adapt to our needs,
we simply insert Pooling layers to decrease the size of
the input feature maps and then use UpPooling layers
to resize the image to match the shape of the input as
shown in Fig. 1. By doing so, the self-attention layer
can reduce flexibly the size of the attention map by the
cubic of the pool size p, making it possible to perform
attention on high-dimensional medical images and also
other high-dimensional data, such as video and texts.
The output of the attention layer o is then multiplied by
a scale parameter γ and added back to the original input
feature maps:

y = γo + x (3)

While the scaling parameter γ is increased gradually
from 0 during the training, the network is configured to
first rely on the cues in the local regions and then grad-
ually learn to assign more weight to the regions that are

further away. In our experiments, we used MaxPooing
as pooling operations. The other pooling operations can
also be explored, such as AveragePooling, GlobalMax-
Pooling, etc.

As the input and the output have the same size, our
flexible self-attention layer can be inserted between any
two convolutional layers. In our CF-SAGAN, the pro-
posed flexible self-attention layer has been used to train
both the generator G and the discriminator D, optimiz-
ing the traditional cross-entropy loss function.

2.3. Attention Regularization for MS Lesions
The underlying image synthesis process for the pre-

diction of PET-derived myelin changes follows our pre-
vious work [36] which proposed a sketch-refinement
process to improve final image quality. We extended
this approach by using two CF-SAGANs to improve
the prediction performance. Our first CF-SAGAN
(Sketcher) aims to sketch the anatomy and physiology
information from multisequence MR images. The L1
loss is used to regularize the model globally and encour-
age less blurring. The other CF-SAGAN used as Refiner
takes both the output of the sketcher and the input mul-
tisequence MR images to refine and generate the final
image reflecting the tissue myelin content. Almost all
of the state-of-the-art methods, such as [13, 18, 14, 44],
aimed to synthesize the whole image with no local at-
tentions. As the myelin changes are mainly quantified
within MS lesions, we introduced an attention regular-
ization to make the Refiner focus more on MS lesions
during the image generation process.

Dividing the whole image into three regions of inter-
est (ROIs) from n subjects: lesions RLes, normal appear-
ing white matter (NAWM) RNAWM defined as the white
matter outside visible lesions, and “other” Rother, with
the number of voxels in each region mLes,mNAWM,mother
respectively, the proposed attention regularization is de-
scribed as follows:

LL1(GR) =
1

2nm

n∑
i=1

m∑
j=1

ω j|Ii, j − Îi, j|,

ω j =


1 − mLes

m , j ∈ RLes

1 − mNAWM
m , j ∈ RNAWM

1 − mother
m , j ∈ Rother

(4)

where I and Î are the true image and the prediction out-
put from the Refiner, and i, j is the index of a subject
and a voxel respectively.

While our prior works [35, 36] used a weighted L1
loss to change model’s attention towards MS lesions
by giving more weight on MS lesions, our proposed
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Figure 1: The proposed flexible self-attention layer. The input feature maps x and the output o have the same size. A Pooling and an UpPooling
operations have been added to meet the high-dimensional medical image usage.

attention regularization, also regarded as normalized
weighted L1 loss, can alleviate the influence from MS
lesion size variety across patients and penalize propor-
tionally for different regions.

2.4. Clinical Longitudinal Dataset
Our clinical dataset consists of a longitudinal col-

lection of 18 MS patients (12 women, mean age 31.4
years, sd 5.6) which were clinically assessed and scored
using the expanded disability status scale (EDSS) [45]
and the multiple sclerosis severity score (MSSS) [46],
and 10 age-matched healthy volunteers (8 women, mean
age 29.4, sd 6.3). All the patients first underwent
MRI and PET scan at baseline (t0). Then they all re-
peated the whole protocol after either 1-2 months or 3-
4 months (t1) to explore the best time interval for dy-
namic remyelination and demyelination quantification.
The healthy volunteers only underwent one scan. All
participants signed written informed consent to partici-
pate in the study, which was approved by the local ethics
committee of the Pitié-Salpêtrière hospital. The clini-
cal and demographic information is detailed in [1]. At
t1, because of missing MR images, 3 patients were ex-
cluded from the t1 dataset. Finally, for each participant,
we used the following data:

a) PET IMAGES: PET examinations were per-
formed on a high-resolution research tomograph
(HRRT; CPS Innovations, Knoxville, TN) which
achieves an intraslice spatial resolution of 2.5mm,
with 25-cm axial and 31.2-cm transaxial fields of
view. The 90-minute emission scan was initi-
ated with a 1-minute intravenous bolus injection of
[11C]PIB (mean = 358 ± 34 MBq). The Logan
graphical reference method [47] was applied at the
voxel level on PET scans in native space to obtain

[11C]PIB PET DVR parametric map (1.22× 1.22×
1.22mm3).

b) MR IMAGES: MR images were collected using
a 3 Tesla Siemens TRIO 32-channel TIM sys-
tem including Magnetisation Transfer Ratio map
(MTR) (1 × 1 × 1.1mm3), and three measures de-
rived from Diffusion Tensor Imaging (DTI): Frac-
tional Anisotropy (FA), Radial Diffusivity (RD)
and Axial Diffusivity (AD) (2 × 2 × 2mm3). The
three ROIs (lesions, NAWM and “other”) used in
Eq. 4 were delineated as follows. WM lesions of
MS patients were manually contoured by an expert
rater on T2-w scans with reference to FLAIR im-
ages. The corresponding lesion masks were gener-
ated and aligned to the individual T1-w scan using
FLIRT algorithm in the FSL package [48]. After
performing a “lesion-filling” procedure in patients
only, T1-w scans were segmented using FreeSurfer
[49] to obtain a WM mask. The NAWM is then
defined as the WM outside visible lesions on T2-w
scans.

2.5. Indices of Myelin Content Changes
Following a validated procedure [1], voxels charac-

terized as demyelinated were identified as those whose
DVR value fall below one standard deviation of the
mean DVR value of all the voxels in healthy controls
that were localized at the same distance from the CSF.
This step returned individual maps of demyelinated
voxels inside WM lesions in patients, which were gen-
erated for each of the 2 time-points (baseline-t0, follow-
up-t1). In each patient, individual maps of remyelinat-
ing and demyelinating voxels inside WM lesions were
computed based on the trajectory of each voxel.

From the demyelinated map at both time points (t0
and t1), the percentage of demyelinated voxels over the
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total lesion load measured at baseline (t0) was calculated
for each patient. To further measure the myelin content
changes, we defined the following indices:

- Global index of myelin content change: It is
the difference between the derived percentage at t1
and the corresponding percentage at t0. This in-
dex reflects the subject-specific prevalence of ei-
ther myelin loss or myelin repair over the follow-
up interval.

- Index of dynamic demyelination: It is defined
as the ratio of lesional voxels which are normally
myelinated at baseline t0 and then classified as de-
myelinated voxels at t1 to the total lesion load. This
index reflects the ongoing myelin loss.

- Index of dynamic remyelination: It is defined as
the ratio of lesional voxels which are classified as
demyelinated at baseline t0 and recovered a normal
myelin level at t1 to the total lesion load. This in-
dex reflects ongoing myelin repair.

2.6. Network Architectures

In our work, the two CF-SAGAN used as Sketcher
and Refiner are both three-dimensional to fully capture
the spatial information between slices. Both of them
share the same architectures for their generators and dis-
criminators. Instead of using the whole image, we ap-
plied large overlapped patches (64 × 64 × 64) to train
the models, which can save computational resource and
also provide sufficient training samples. We detailed the
architectures of the generator and the discriminator as
follows.

- Generator architecture: The generator is criti-
cal to the quality of the generated images. We
used an encoder-decoder as a backbone architec-
ture. The encoder is used to extract the spatial fea-
tures from the input image, and the decoder aims
to construct the final output from the encoded fea-
tures. To help the network to retrieve the lost spa-
tial information during the down-sampling opera-
tions and boost the information flow between the
end and the start of the network, we introduced
the long skip connection to the network architec-
ture which can also be regarded as U-Net [50]. In
addition, we added the short connection into the
generator as shown in ResDown Block and ResUp
Block in Fig. 2 (a) and (b) respectively. This im-
provement, also called residual connection [51], is
known for its ability to mitigate the problem of

vanishing gradient by allowing this alternate short-
cut path for gradient to flow through, and enhance
the feature exchanges across layers. Taking the
advantages of our proposed flexible self-attention
unit and long/short skip connections, our genera-
tor is illustrated in Fig. 2. The encoder includes a
sequence of a convolutional layer, four ResDown
blocks and a flexible self-attention unit between.
The number of feature maps starts from 16 and
doubles after each convolutional layer or ResDown
block. The decoder inversely involves four ResUp
blocks with a flexible self-attention in between and
a convolutional layer to output the final image. All
of the different levels in the encoder are transferred
to the corresponding levels in the decoder by using
long connections.

- Discriminator architecture: The discriminator
is used as a classifier to distinguish if the input
is in class “True” or “Fake”. We adopted the
3D PatchDiscriminator from the work of [35].
Each downsampling operation is realized by a Res-
Down block. In addition, the flexible self-attention
unit is added to reinforce the discriminator to
capture complicated long-range constraints on the
global image structure. The general architecture is
demonstrated in Fig. 2. Note that the long connec-
tions in ResDown block are not used in the dis-
criminators.

3. Experiments and Evaluation

3.1. Implementation and Training Details

We used the clinical longitudinal dataset described in
the Section 2.4 for the prediction of dynamic myelin
changes. The model is trained, validated and tested
on baseline (t0) dataset by using 3-fold cross valida-
tion. For each cross-validation split, the dataset is di-
vided into a training set with 2/3 subjects (including
3 subjects for validation), and a testing set consisting
of 1/3 subjects. The fixed model is then directly ap-
plied to the images of these 1/3 subjects from t1 dataset.
This can also be considered as a way to evaluate model
generalization. For both time points (t0 and t1), the
preprocessing steps mainly consist of brain extraction
[52], intensity inhomogeneity correction [53] and affine
intra-subject registration of MR data onto [11C]PIB PET
DVR image space using FLIRT algorithm in the FSL
package [48]. Finally, we cropped the images into 50%
overlapped 64 × 64 × 64 patches with a resolution of
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Figure 2: The overall framework of the proposed CF-SAGAN. (a-c) Illustration of the different units and layers used in the Generator and the
Discriminator. The values fd , fu, f indicate the number of feature maps in each unit and s is the stride number. The parameter n refers to the units
number in the Dense layer. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

1.22 × 1.22 × 1.22mm3. The details of acquisition pa-
rameters and PET data quantification are described in
[1] and [54].

Our model was implemented with Tensorflow [55].
The convolution kernel size is 3 × 3 × 3 and the rate
for dropout layer is 50%. To train the model, the whole
data underwent the zero mean and unit variance nor-
malization. Data augmentation is also applied includ-
ing three rotations (90, 180 and 270 degrees), scaling
up by 1.25 and scaling down by 0.75. During the train-
ing process, we first iteratively trained the Sketcher for
370 epochs by fixing our Refiner. Then we trained the
Refiner from scratch for another 370 epochs by fixing
our Sketcher. The optimization was performed with the
ADAM solver with 10−4, 5×10−5 as initial learning rates
for the Sketcher and the Refiner respectively.

It is known that training a GAN model can become
unstable and even produce an early model collapse. In
our work, we used several techniques to improve the
stability of training our CF-SAGAN models. First, we
used strided convolutions for downsampling as shown
in Fig. 2. By doing so, the network can learn its own
spatial downsampling. Similarly, the upsampling oper-
ation is done by strided deconvolutional layer. Second,
as suggested in [56], the labels used by the discriminator
for true/fake samples are smoothed to reduce the vulner-

ability of neural networks to adversarial examples. In-
stead of setting hard labels (0 and 1), the label was set
as a random number between 0 and 0.1 for 0 labels, and
a random value between 0.9 and 1.0 to represent 1 la-
bels. In this way, the task for the discriminator becomes
more challenging and it can match the difficulty of the
generator task, so that the adversarial training becomes
balanced. For the same reason, the third technique is
imbalanced learning rate. In our work, the discriminator
was updated two times per generator update step during
the training process. Last, LeakyReLU is used to allow
a stable training of CF-SAGANs with 0.2 as slope coef-
ficient.

To evaluate our method, we compare it with several
state-of-the-art methods including a 2-layer DNN [32],
a 3D U-Net [31], a cGAN [26] and a Sketcher-Refiner
framework by using two cGANs (denoted as Refiner
cGAN) [35]. All state-of-the-art methods were kept the
same architecture and parameter settings as described
in the work of [35]. ReLu was used as the last layer to
keep positive output for all the methods. We describe
the evaluation details in the following.

3.2. Evaluation of Static Demyelination Prediction
As mentioned in Section 2.5, within MS lesions each

voxel can be classified as demyelinated or normal. Ap-
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Figure 3: (A) The box plots show the median (middle solid line), mean (middle dotted line) and min-max (below and above line) DICE index
from all the methods for both time points. (B) Demyelinated voxels classified from the ground truth and the predicted PET images within MS
lesions. Agreement between methods is marked in yellow (both true and predicted PET indicated demyelination) and white (both methods did
not indicate demyelination). Disagreement is marked in red (demyelination only with the predicted PET) and blue (only with the true PET). The
DICE coefficients in this case are 0.53 (2-Layer DNN), 0.56 (3D U-Net), 0.76 (cGAN), 0.85 (Refiner cGAN), 0.83 (CF-SAGAN) and 0.89 (Refiner
CF-SAGAN). The corresponding T1-w MR images are also shown. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

plying the previous clinical procedure described in [1]
for both time points (t0 and t1), we calculated the static
demyelination maps and used DICE index to measure,
for each patient, the agreement between the masks of
demyelinated voxels classified within MS lesions from
both the ground truth and the PET images predicted
by all the methods. The comparison results are shown
in Fig. 3 (A). Among all the methods, our proposed
Refiner CF-SAGAN gets the best static demyelination
prediction for both time points. Precisely, we got
0.91±0.06 and 0.89±0.08 as mean DICE for t0 and t1 re-
spectively. Comparing with our previous work Refiner
cGAN [35] which got 0.83±0.12 and 0.80±0.08 for both
time points, our method demonstrated a better ability to
predict the demyelination in MS lesions at the voxel-
wise level. Moreover, CF-SAGAN integrating our pro-
posed flexible self-attention unit demonstrates a supe-
rior performance than a simple cGAN. This improve-
ment consistently indicates the ability of the proposed
flexible self-attention layer to learn long-range spatial
dependencies and thus to have better prediction results.
It is worth noting that the performance is boosted af-

ter our refinement process, i.e. from cGan to Refiner
cGAN and from CF-SAGAN to Refiner CF-SAGAN.
It can also be clearly seen that the GAN-based meth-
ods generally outperform the 2-layer-DNN and 3D U-
Net. This also highlights that the relationship between
myelin content and multimodal MRI data is complex,
and a single simple network is not powerful enough to
model it. Examples of demyelinated voxel masks gen-
erated from all the methods are shown in Fig. 3 (B).

Furthermore, we measured the percentage of de-
myelinated voxels over total lesion load of each patient
for both the ground truth and the predicted PET. It can
be seen from the Fig. 4 that our prediction results are
nearly the same as the ground truth for all of the patients
for both time points showing a very good accuracy of
our method.

3.3. Evaluation of Dynamic Demyelination and Re-
myelination Prediction

To quantify the myelin changes in MS lesions, we
calculated the three indices proposed in Section 2.5 for
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Figure 4: Percentage of demyelinated voxels in white matter MS le-
sions for each patient computed from the ground truth (orange) and
from our method (blue) for t0 (top) and t1 (bottom).

both the ground truth and all the methods. We first cal-
culated the global index of myelin content change which
is the difference between two time points. This index re-
flects a balance between a predominant demyelination
and remyelination. After sorting by the myelin changes
derived from the ground truth, the comparison result
is shown in Fig. 5 (A). It shows that although there is
a high between-patient variability ranging from -0.13
to +0.14, the PET-derived overall myelin changes can
be better reproduced by our predicted images. Specifi-
cally, most of the patients can be well classified into the
right category (demyelination or remyelination). The
only false classification is due to the tiny change which
is only 0.006 according to the ground truth (see P8 in
Fig. 5 (A)). On the contrary, Refiner cGAN and CF-
SAGAN have 6 and 4 false classifications respectively
and some subjects’ predictions are even far from the
ground truth. To have an easily interpretable figure,
the prediction results of other methods (cGAN, 3D U-
Net and 2-Layer-DNN) are not shown in Fig. 5, as their
miss-classification rates are all greater than 0.5 that cor-
responds to random guessing.

For each patient, we then calculated the index of dy-
namic demyelination and index of dynamic remyelina-
tion for both the ground truth and all the prediction
results. These two indices which are defined in Sec-
tion 2.5 are able to reflect the ongoing myelin loss
and repair. From the comparison results shown in
Fig. 5 (B)(C), it can be found that our prediction re-
sults obtain the best approximation for almost all the
patients. In particular, comparing with the ground truth,
we achieved almost the same level for the majority of
patients. We furthermore compared, in each patient,
the masks of dynamic demyelination and remyelination
voxels classified from both the true and the predicted
PET within MS lesions. The average DICE indices are
0.71±0.11 and 0.69±0.12 for the dynamic demyelina-
tion and remyelination maps derived from the ground

truth and our predicted [11C]PIB PET. While Refiner
cGAN and CF-SAGAN only get 0.62±0.18(0.56±0.12)
and 0.59±0.17(0.58±0.09) as mean DICE for demyeli-
nation(remyelination) maps respectively. Considering
the slight myelin changes between two time points
and the high variability between patients, the agree-
ment demonstrates a promising ability of our method
to predict the dynamic demyelination and remyelina-
tion in MS lesions. Three examples are illustrated in
Fig. 6, showing a small prediction discrepancy from our
method and a high between-patient variability.

3.4. Clinical Correlation
It is concluded in the recent clinical research work [1]

that there is no significant association between the in-
dex of dynamic demyelination and EDSS (p = 0.72),
but the index of remyelination is a significant explana-
tory factor for EDSS with -0.67 as beta-coefficient
(p = 0.006). We thus calculate the correlation between
the synthesized-PET-derived indices of myelin content
change and the clinical score EDSS. In our work, be-
cause all the mandatory MRI data were not available for
the initial patients list, the clinical correlation have been
recomputed for both the synthesized-PET-derived and
true-PET-derived indices based on a subset of subject
to check the consistency of our method. As no signif-
icant change was found in EDSS during follow-up, the
EDSS measured at baseline was used for clinical corre-
lation which is calculated using multiple linear regres-
sion with EDSS as response variable and age, gender
and T2-w lesion load as additional covariates.

As shown in Fig. 7 and Appendix Table 2(a), no sig-
nificant effect was found on EDSS for the true-PET-
derived index of dynamic demyelination (p = 0.578),
whereas a significant association was detected between
the true-PET-derived index of dynamic remyelination
and EDSS (p = 0.021; beta-coefficient= -0.703) show-
ing patients with lower disability presenting a higher
proportions of remyelinating voxels. A similar finding
can be observed between EDSS and the synthesized-
PET-derived indices (Fig. 7 and Appendix .2 Ta-
ble 2(b)) with no significant correlation for the index
of dynamic demyelination (p = 0.676) and a significant
inverse correlation for the index of dynamic remyelina-
tion (p = 0.012; beta-coefficient= -0.734). This ob-
servation demonstrates the consistency and the ability
of our method for the prediction of PET-derived myelin
content in MS. The correlation between the index of re-
myelination and EDSS has also been calculated for the
other methods (2-layer DNN, 3D U-Net, cGAN, Refiner
cGAN and CF-SAGAN), but none of them can repro-
duce this inverse correlation (p > 0.05) showing that
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Figure 5: The patient-level comparison for three myelin change in-
dices computed from the ground truth and all the methods. (A) Global
index of myelin content change values for each patient. Patients with
positive values indicate a predominant demyelination process. Pa-
tients with negative values means a predominant process of remyeli-
nating. (B) Index of dynamic demyelination for each patient. (C)
Index of dynamic remyelination for each patient.

their predictions of myelin content changes are not ac-
curate enough.

3.5. Evaluation of Attention Regularization

To study the contribution of the proposed attention
regularization term, we conduct comparison experi-
ments for different combinations of each of three mod-
els (3D U-Net, cGAN and CF-SAGAN) using one of
regularization terms including L1, weighted L1 (de-
noted as WL1) used in [35] and the proposed attention

Figure 6: Three examples of lesional myelin content changes show-
ing demyelinating (in red) and remyelinating (in blue) voxels derived
from the true longitudinal [11C]PIB PET (right) and our predictions
(middle), localized inside white matter (WM) lesions (in white), over-
laid onto the corresponding T1-w MR image (left). These three pa-
tients respectively show a clear prevalence of demyelination over re-
myelination (Patient A), an active demyelination together with moder-
ate remyelination in all visible WM lesions (Patient B) and an exten-
sive process of remyelination (Patient C). The yellow arrows indicate
some prediction discrepancies. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of
this article.)

regularization, also regarded as normalized weighted
L1, denoted as NWL1. As demyelination and remyeli-
nation are quantified within MS lesions, the perfor-
mance is evaluated by myelin content prediction dis-
crepancy within MS lesions (defined as mean absolute
difference between the ground truth and the predicted
PET) for local image quality and also by MSE for global
image quality.

The comparison results are provided in Table 1 with
Table .1 showing the performance on global image qual-
ity measured by MSE and Table 1(b) showing the per-
formance on local image quality measured by myelin
content prediction discrepancy within MS lesions. We
can clearly see that the models using L1 loss pre-
sented a performance superior to the other combina-
tions on MSE, but they achieved the worst results on
myelin content prediction inside MS lesions. Com-
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Figure 7: Scatter plot diagrams and fitting lines represent the correlation between true-PET-derived (blue) or synthesized-PET-derived (red) index
of dynamic demyelination(left)/remyelination(right) and EDSS. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

pared with the models using WL1 which got 0.0113,
0.0103 and 0.0097 as MSE for 3D U-Net, cGAN and
CF-SAGAN respectively, the methods using NWL1 are
shown to outperform by a large margin on MSE with
0.0111, 0.0098 and 0.0089 for 3D U-Net, cGAN and
CF-SAGAN respectively. The NWL1-based methods
have even shown slightly better performance on myelin
content prediction discrepancy inside MS lesions (two
of three models using NWL1 got best results and cGAN
with NWL1 obtained 0.028 which is very close the best
value 0.027). In our work, the two CF-SAGAN are re-
spectively used as Sketcher for the global generation of
anatomy and physiology information, and as Refiner for
the local refinement for MS lesions. The applications of
L1 for the Sketcher and NWL1 for the Refiner exactly
take full advantage of their different characteristics. It is
also found in experiments that the NWL1 allows faster
convergence and stable training with 0.8 days as overall
training time instead of 1.2 days by using WL1 on GPU
NVIDIA GTX 1080 Ti.

Both the qualitative and quantitative experimental re-
sults demonstrate that our method can synthesize high
quality image. In the next section, our proposed method
will be evaluated clinically for the prediction of myelin
content for MS individual longitudinal analysis.

4. Discussion

In this work, we proposed a method to predict PET-
derived demyelination and remyelination for individual
longitudinal analysis in MS from multisequence MR
images. The method is based on our proposed condi-
tional flexible self-attention GAN (CF-SAGAN) which
is specifically adjusted for high-dimensional medical
images and able to capture the relationships between

Table 1: Comparison of different regularization terms

(a) Comparison of MSE obtained from different methods using differ-
ent regularization terms. Results are displayed as mean (standard devi-
ation).

L1 WL1 NWL1

3D U-Net 0.0107 0.0113 0.0111
(0.0041)∗ (0.0043)∗ (0.0047)∗

cGAN 0.0094 0.0103 0.0098
(0.0038) (0.0042) (0.0044)

CF-SAGAN 0.0085 0.0097 0.0089
(0.0042) (0.0039) (0.0041)

∗indicates CF-SAGAN is significantly better with p < 0.05 by two-
sided T-test.

(b) Comparison of MS lesion myelin content prediction discrepancy
(defined as mean absolute difference between the ground truth and the
predicted PET) obtained from different methods using different regular-
ization terms. Results are displayed as mean (standard deviation).

L1 WL1 NWL1

3D U-Net 0.035 0.032 0.031
(0.027) (0.029) (0.032)

cGAN 0.030 0.027 0.028
(0.017) (0.022) (0.019)

CF-SAGAN 0.027 0.024 0.022
(0.020) (0.016) (0.017)

the spatially separated lesional regions during the im-
age synthesis process. Our result is further improved
dramatically by following the sketch-refinement process
with the second CF-SAGAN as the Refiner and using
our proposed attention regularization to make the net-
work focus on the MS lesions.

Through the clinical evaluation with the previous
clinical procedure described in [1], Our method demon-
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strates superior performance compared to the state-of-
the-art approaches including a 2-layer DNN [32], a
3D U-Net [31], a cGAN [26] and a Sketcher-Refiner
framework by using two cGANs (denoted as Refiner
cGAN) [35]. From the aspect of static demyelination
prediction, our prediction results approximate the true-
PET-derived percentage of demyelinated voxels indi-
vidually for both time points. In particular, a better
agreement, between demyelination maps derived from
the true and the predicted PET, has been achieved than
our prior work [35]. Regarding dynamic demyelina-
tion and remyelination prediction, the three indices of
myelin content change derived from our predicted PET
images are very similar to those derived from the ground
truth. Moreover, the same clinical correlation between
the index of dynamic remyelination and EDSS can be
found from both the true and our predicted PET images.
All these findings indicate the potential of our method
for clinical management of patients with MS, although
it still needs to be validated and confirmed in large pop-
ulations. Regarding the global image quality( Appendix
.1), our method can generate objectively more realistic
images which are the most similar to the ground truth.
By using MSE and PSNR as image quality metrics, our
method is shown to outperform the other approaches on
all metrics.

Several studies have already explored the possibil-
ity to synthesize FDG-PET from MR images [31, 32,
33, 34]. But none of them considered the local atten-
tions and the output images were synthesized directly
without any local focus. Our previous work in [35] ap-
plied a weighted L1 loss (WL1) to make the network
pay more attention on MS lesions where demyelination
and remyelination are quantified. On this basis, we ex-
tended and proposed an attention regularization term in
this work (denoted as NWL1 in Section 3.5). It can be
found in Table 1 that L1 loss can yield the best global
image quality but with the worst local image quality.
Both the WL1 and the NWL1 are good at local image
synthesis, but the NWL1 can achieve superior perfor-
mance on global image quality than WL1. The main
reason is that these three regularization terms play dif-
ferent roles during the image generation process. The
L1 loss drives the network to output images which are
only globally close to the ground truth, but without any
specific attention on some regions of interest. The WL1
is designed to transfer more attention on the pre-defined
ROIs. However, the larger the weight is assigned to
these regions, the less attention on the other regions will
be payed during the generation process. Especially, in
some patients, when MS lesions are extremely small,
the network would only focus on these tiny regions and

cannot output an anatomically and structurally plausible
image. Nevertheless, our NWL1 can not only make the
network pay more attention on these specifically pre-
defined ROIs leading to a remarkable local image pre-
diction, but can also find a balance and take consider-
ation of other regions generating a competitive global
image quality.

In fact, the tracer [11C]PIB was initially used for
β-amyloid plaques in Alzheimer’s disease (AD). But,
myelin signal quantified by [11C]PIB PET is more sub-
tle than amyloid plaques and with weaker relationship to
the anatomical information found in MR images making
this synthesis problem more difficult. Multiple GANs
can be used to improve synthesis quality as proved in
several works [57, 58, 36]. Inspired by this idea and
given the ability of our CF-SAGAN to capture the re-
lationships between the spatially separated lesional re-
gions, we used two CF-SAGANs to improve the pre-
diction performance. Unlike the traditional cascade
GANs used in [57, 58], our two CF-SAGANs named as
Sketcher and Refiner act as different roles for sketching
anatomy and physiology information (Sketcher) and re-
fining myelin content (Refiner) due to the use of NWL1
mentioned above. In practice, the number of GANs
can be increased depending on different tasks and the
gained performance after each iteration. We found that
the performance will not be improved after two itera-
tions by using three CF-SAGANs and the performance
is nearly the same between two and three CF-SAGANs.
The number of CF-SAGANs is thus fixed to two to save
computational resource. The same conclusion is also
conducted in [58, 36].

The proposed method might be further improved by
considering several limitations of our work. First, like
the weighted L1 loss [36, 35], the needs of the masks
of different ROIs still remains for our proposed NWL1.
In practice, these masks cannot be always available. In
the future work, instead of using manually predefined
attention, a self-learned attention could be helpful to
solve this problem. Second, multisequence MR images
are used as inputs to provide as much information as
possible to the network. However, the subjects with in-
complete MR images cannot be used and have to be ex-
cluded from the dataset. This is a great loss especially
for small medical image datasets. It would be helpful
for future work to discover the way to deal with multise-
quence images independently, so that every incomplete
MR series can be used for training. Furthermore, the
intra-subject registration used in our work as a prepro-
cessing step for multisequence MR images may also in-
fluence the synthesized image quality because of image
noise and different selections of parameters in the regis-
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tration step. The use of combined MR-PET systems can
also avoid this preprocessing step. Last, our method is
only evaluated on a small, single-center dataset. Further
experiments on larger, multi-center, datasets, will thus
be needed to assess the generalizability of the approach
more in depth. Such further validation is crucial before
translation to the clinic can be considered.

5. Conclusion

In this paper, we proposed a method to predict PET-
derived demyelination and remyelination for individual
longitudinal analysis in MS. The method is based on our
proposed conditional flexible self-attention GAN (CF-
SAGAN) which is specifically adjusted for 3D medical
images and able to capture the relationships between the
spatially separated lesional regions during the 3D image
synthesis process. We also introduced an attention reg-
ularization which can not only lead a remarkable local
image quality on MS lesions, but can also take consid-
eration of other regions generating a competitive global
image quality. Jointly applying the sketch-refinement
process, our approach is shown to outperform the state-
of-the-art methods qualitatively and quantitatively. Im-
portantly, the clinical evaluations of our method for the
prediction of myelin content from multisequence for
MS individual longitudinal analysis show similar results
to the PET-derived gold standard.
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Appendix .1. Evaluation of Global Image Quality

In this Appendix, we provide the evaluation of global
image quality for all the methods. The image quality
is evaluated by taking into account both the qualitative
differences through human perception as well as quanti-
tative aspect measured by mean square error (MSE) and
peak signal-to-noise ratio (PSNR) which are defined as
follows:

MSE =
1
n

N∑
i=1

‖(Ii, Îi)‖2 (.1)

PS NR = 20 · log10(MAXI) − 10 · log10(MS E) (.2)

where MAXI is the maximum voxel value of the image.
The quantitative evaluation is summarized in Ta-

ble .2. The proposed Refiner CF-SAGAN ranks the best
among all the methods in both metrics. Comparing the
proposed Refiner CF-SAGAN and the 2-layer-DNN, the
Refiner CF-SAGAN outperformed by 42.65% in terms
of MSE (p < 0.05) and 9.07% in PSNR (p < 0.05). Our
Refiner CF-SAGAN also achieved better results than 3D
U-Net, in all metrics, with improvements of 27.10% in
MSE (p < 0.05) and 3.37% in PSNR (p < 0.05). It
can also be found that the image quality of CF-SAGAN
is further improved when the sketch-refinement process
is applied to output the final image (denoted as Refiner
CF-SAGAN in Table .2).

Table .2: Image quality metrics obtained with our method and the
other methods. MSE: mean square error; PSNR: peak signal-to-noise
ratio. Results are displayed as mean (standard deviation).

MSE PSNR

2-Layer DNN 0.0136
(0.0048)∗

27.767
(1.214)∗

3D U-Net 0.0107
(0.0041)∗

29.297
(0.986)∗

cGAN 0.0094
(0.0038)

29.475
(0.981)

Refiner cGAN 0.0083
(0.0037)

30.044
(1.095)

CF-SAGAN 0.0085
(0.0042)

29.942
(1.065)

Refiner
CF-SAGAN
(Proposed)

0.0078
(0.0038)

30.285
(0.0993)

∗ indicates our method is significantly better with p < 0.05 by
two-sided T-test

The similar conclusion can be drawn from the qual-
itative comparison shown in Fig. .8(B) with the corre-
sponding ground truth (the right-most column). As ob-
served, the image quality of the 2-Layer-DNN is ob-
viously the worst. In particular, some anatomical or
structural traces which are not present in the ground
truth can still be found in the 2-layer-DNN predicted
image. GAN-based methods generally outperform the
2-layer-DNN and 3D U-Net with more shape informa-
tion. These enhancements can be attributed to the use
of adversarial loss to generate a more realistic output.
The performance is further boosted after the refinement
process. Therefore, taking the advantages of adversar-
ial training, the sketch-refinement process and the pro-
posed flexible self-attention, our Refiner CF-SAGAN
can generate objectively sharper, less blurry images
which are closest to the ground truth.
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Figure .8: (A) Illustration of multisequence MRI as inputs and our prediction results. (B) Qualitative comparison of the results of our proposed
framework (CF-SAGAN), of the refined version of our proposed method (“Refiner CF-SAGAN”), and of the other state-of-the-art methods.
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Appendix .2. Clinical Correlation

(a) Correlation between true-PET-derived index of dynamic demyelination/remyelination and EDSS with age, gender and T2 lesion load as covari-
ates.

Dependent Variable: Coefficient Standard Error t p Beta-coefficientEDSS Score

Index of demyelination 0.090 0.157 0.58 0.578 0.216

Age -0.019 0.090 -0.21 0.840 -0.065

Gender -0.893 1.126 -0.79 0.446 -0.269

T2 Lesion Load 1.01e-5 1.75e-5 0.58 0.577 0.207

Index of remyelination -0.233 0.085 -2.75 0.021∗ -0.703

Age -0.047 0.067 -0.70 0.498 -0.164

Gender -0.062 0.869 -0.07 0.944 -0.019

T2 Lesion Load 5.22e-6 1.16e-5 0.45 0.661 0.107

∗Tests significant at significance level p = 0.05.

(b) Correlation between synthesized-PET-derived index of dynamic demyelination/remyelination and EDSS with age, gender and T2 lesion load as
covariates.

Dependent Variable: Coefficient Standard Error t p Beta-coefficientEDSS Score

Index of demyelination 0.071 0.165 0.43 0.676 0.173

Age -0.014 0.091 -0.15 0.882 -0.048

Gender -0.980 1.120 -0.87 0.402 -0.295

T2 Lesion Load 9.99e-6 1.92e-5 0.52 0.614 0.205

Index of remyelination -0.258 0.084 -3.07 0.012∗ -0.734

Age -0.050 0.064 -0.78 0.452 -0.017

Gender -0.063 0.816 -0.08 0.940 -0.019

T2 Lesion Load 7.47e-6 1.1e-5 0.68 0.513 0.153

∗Tests significant at significance level p = 0.05.
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