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Summary

This paper deals with the problem of adaptive estimation, i.e. the simultaneous esti-
mation of the state and time-varying parameters, in the presence of measurement
noise and state disturbances, for a class of uncertain nonlinear systems. An adap-
tive observer is proposed based on a nonlinear time-varying parameter identification
algorithm and a sliding-mode observer. The nonlinear time-varying parameter identi-
fication algorithm provides a fixed-time rate of convergence, to a neighborhood of the
origin, while the sliding-mode observer ensures ultimate boundedness for the state
estimation error attenuating the effects of the external disturbances. Linear matrix
inequalities are provided for the synthesis of the adaptive observer while the conver-
gence proofs are given based on the Lyapunov and Input-to-State Stability theory.
Finally, some simulation results show the feasibility of the proposed approach.
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1 INTRODUCTION

Disturbances and uncertainties widely exist in almost all real world scenarios, in the form of external perturbations, unknown
system dynamics and/or unknown parameters. There are two main approaches to counteract the perturbations in control system
applications: robust and adaptive control. The former one aims at a fixed design that is able to tolerate all perturbations in a given
class, while the latter method introduces additional loops to compensate the uncertainty of a chosen class. Last years, the theory
of adaptive control has grown to turn into one of the widest domains in terms of algorithms, analytical tools and techniques for
design (see, for instance2 and3).
Particularly, the design of observers estimating simultaneously the whole state and the parameters of the system by some

on-line adaptation law is an important problem in the adaptive control area (see, e.g.4). In this framework, a class of adaptive
extended state observers is proposed in5 that significantly increases the applicability of state observers to nonlinear disturbed
systems. In6 the problem of adaptive observer synthesis for Lipschitz nonlinear systems is addressed. The sufficient conditions
are given in terms of Linear Matrix Inequalities (LMIs) that ensure the state estimation error convergence to zero with known
parameters. Also, an adaptive observer form is presented which is used to achieve the adaptive estimation under additional con-
straints. In this vein, in7 an adaptive observer was proposed to exponentially estimate the state and the unknown parameters
under a persistent excitation condition for uniformly observable Multiple-Input-Multiple-Output (MIMO) nonlinear systems.
The authors also proposed an adaptive observer for a class of uniformly observable MIMO nonlinear systems with general

†A preliminary version of this paper has been accepted at the 57th IEEE Conference on Decision and Control 1.
0Abbreviations: Input-to-State-Stable (ISS), Finite-Time Stable (FTS), Multiple-Input Multiple-Output (MIMO), High-Order Slidng-Modes (HOSM), Linear Matrix

Inequalities (LMI)
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nonlinear parametrization which provides exponential convergence to zero of the adaptive estimation error. In8, based on the
concepts of weakly attracting sets and nonuniform convergence, an adaptive observer is proposed for the asymptotic reconstruc-
tion of the state and parameter values in a particular class of forward-complete Single-Input Single-Output nonlinear systems.
Adaptive observers, using delays are proposed by9. The authors provided a method for redesigning adaptive observers for non-
linear systems that increases the computational effort but provides better parameter estimations and some robustness properties.
The problem time-varying parameters estimation problem is studied in10 where a recursive least-squares algorithm is presented
to estimate time-varying parameters of missing data systems establishing asymptotic convergence to the real parameters. In11,
robust adaptive observer design methodology for a class of uncertain nonlinear systems in presence of time-varying unknown
parameters is given. The developed observer achieves asymptotic convergence of state estimation while ensuring boundedness
of parameter errors. A novel variable-length sliding window-based least-squares algorithm is developed in12. Such an algorithm
offers a viable alternative to traditional recursive least-squares for on-line time-varying parameter estimation decreasing the
computational complexity. In13, two identification algorithms are developed in order to identify time-varying parameters in a
finite time or prescribed time (fixed-time), the case of noise measurements is analyzed for both algorithms.
In the sliding-mode area, different adaptive observers have been proposed. In14 an adaptive sliding-mode observer is designed

for the selective catalytic reduction system in diesel-engine after-treatment systems achieving better performance with respect
to a Luenberger-like observer. In the fault detection problem, an adaptive sliding-mode observer is proposed by15 to solve the
problem of sensor fault diagnosis in an industrial gas turbine. Such an adaptive observer provides simultaneous fault detection
and identification despite the presence of noise. In16 an adaptive-gain second-order sliding-mode observer is developed for
estimating the system states and the uncertain parameters. The performance of the proposed observer is illustrated in a fuel cell
air-feed system using a hardware-in-loop emulator. An adaptive sliding-mode observer is proposed by17 for a class of nonlinear
systems with unknown parameters and faults. Based on the main properties of the sliding-mode observers, an asymptotic fault
reconstruction is given taking into account that the relative degree of the output, with respect to the fault, is equal to one. In18,
the problem of an adaptive high gain observer for a class of MIMO non uniformly observable systems involving some unknown
constant parameters is addressed. Exponential convergence is established under an appropriate persistent excitation property
up to the classical high gain state observer design assumptions. It is important to highlight that most of the proposed adaptive
observers are based on linear parameter estimation algorithms. Additionally, most of these works do not consider external
disturbances and the convergence rate of the state and parameter estimation errors is asymptotic or exponential. In this context,
in19 it was shown that improvements of convergence rate, for the parameter estimation error, cannot be achieved by simply
increasing the observer gains but changing the structure of the adaptive observers.
Motivated for the aforementioned issues, in this paper a nonlinear adaptive sliding-mode observer is proposed, based on a non-

linear time-varying parameter identification algorithm, for uncertain nonlinear systems with measurement noise. This nonlinear
adaptive observer extends the class of nonlinear systems studied in20 considering unknown time-varying parameters, measure-
ment noise, and parameter distribution matrix and nonlinear terms depending on the full state and the input. For the disturbed
case, the nonlinear time-varying parameter identification algorithm provides a fixed-time rate of convergence, to a neighborhood
of the origin, while the sliding-mode observer ensures ultimate boundness for the state estimation error attenuating the effects
of the external disturbances. For the ideal case, i.e. without external disturbances and measurement noise, the adaptive observer
provides finite-time convergence to a neighborhood of the origin for the state estimation error and fixed-time convergence to
zero for the parameter identification error. The synthesis of the observer is given in terms of LMIs. The convergence proofs are
developed based on Lyapunov and Input-to-State Stability (ISS) theory. Some simulation results illustrate the performance of
the proposed nonlinear adaptive sliding-mode observer. The preliminary investigations in this direction can be found in1 for the
case of finite-time convergence, without proofs and without analysis of the measurement noise influence.
The paper is organized as follows. The problem statement is formulated in Section 2. The preliminaries are discussed in

Section 3. The adaptive observer and the main results are presented in Section 4. Simulation results are shown in Section 5
followed by the conclusions in Section 6. Finally, all the proofs are postponed to the Appendix.
Notation: The Euclidean norm of a vector q ∈ ℝn is denoted by ‖q‖ and define the p-norm as ‖q‖p =

(
∑n
i=1 |qi|

p)
1
p , for

p ≥ 1. For a matrix Q ∈ ℝm×n , denote its smallest singular value �min(Q) =
√

�min(QTQ) and ‖Q‖ ∶=
√

�max(QTQ) =
�max(Q),where �max is the maximum eigenvalue and �min is the minimum one, �max is the largest singular value. For a Lebesgue
measurable function u ∶ ℝ≥0 → ℝm, define the norm ‖u‖(t0,t1) ∶= ess supt∈(t0,t1) ‖u(t)‖, then ‖u‖∞ ∶= ‖u‖(0,+∞) and the set of
functions u with the property ‖u‖∞ < +∞ is denoted as ∞. For a matrix Q ∶ ℝ≥0 → ℝm×n , denote ‖Q‖∞ ∶= ‖Q‖(0,+∞). A
continuous function � ∶ ℝ≥0 → ℝ≥0 belongs to class if it is strictly increasing and �(0) = 0; it belongs to class∞ if it is also
unbounded. A continuous function � ∶ ℝ≥0 × ℝ≥0 → ℝ≥0 belongs to class  if, for each fixed s, �(r, s) ∈  with respect to
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r, and for each fixed r, �(r, s) is decreasing to zero with respect to s. Define the function ⌈a⌋� ∶= |a|�sign(a), for any � ∈ [0, 1)
and any a ∈ ℝ; and the function sign[q] ∶= q

||q||
, for any q ∈ ℝm. The term ∇V (x)f (x) denotes the directional derivative of a

continuously differentiable function V with respect to the vector field f evaluated at any point x.

2 PROBLEM STATEMENT

Consider the following class of uncertain nonlinear systems,

ẋ =Ax + �(x, u) + G(t, x, u)�(t) +Dw(t), (1)
y =Cx + &(t), (2)

where x ∈ ℝn is the state vector, y ∈ ℝp is the measurable output vector, u ∈ ℝm is the control input vector, � ∶ ℝ≥0 → ℝq is
a vector of unknown time-varying parameters, & ∶ ℝ≥0 → ℝp is a vector of measurement noise, and w ∶ ℝ≥0 → ℝl represents
the external disturbances. The matrices A, C and D are known, they have corresponding dimensions, and the pair (A,C) is
detectable. The functions � ∶ ℝn ×ℝm → ℝn and G ∶ ℝ≥0 ×ℝn ×ℝm → ℝn×q are also known and they ensure uniqueness and
existence of solutions for system (1) for all admissible disturbances. It is important to highlight that in20 the functions �(x, u)
and G(t, x, u) were considered depending only on the measurable output y.
The aim of this paper is to provide estimations of the state and parameter vectors, i.e. x and �, respectively; only using the

information of the output y and attenuating as much as possible the effects of the external disturbances w and the noise &.
Let us consider that system (1)-(2) satisfies the following Assumptions.

Assumption 1. ||x||∞ < +∞, ||u||∞ < +∞, ||w||∞ < +∞, and ||G(t, x(t), u(t))|| < +∞, for all t ≥ 0.

Assumption 2. The functions �(u, x) and G(t, x, u) are globally Lipschitz with respect to x; the parameter vector � and its
derivative are bounded, i.e. for all t ≥ 0, x, x̂ ∈ ℝn and u ∈ ℝm, the following conditions are satisfied:

||�(x, u) − �(x̂, u)|| ≤ L�||x − x̂||,
||G(t, x, u) − G(t, x̂, u)|| ≤ LG||x − x̂||,

||�||∞ ≤ �+, ‖�̇‖∞ ≤ �̄,

with L�, LG, �+, �̄ > 0 being some known positive constants.

Remark 1. The global Lipschitz condition can be relaxed, under some mild conditions, to a local Lipschitz one. However, the
results will be also local.

3 PRELIMINARIES

Consider the following nonlinear system,
ẋ = f (x,w) (3)

where x ∈ ℝn is the state, w ∈ ℝl is the external disturbance, and f ∶ ℝn × ℝl → ℝn is a locally Lipschitz function. For an
initial condition x0 ∈ ℝn and an external disturbance w ∈ ∞, denote the solution by x(t, x0, !) for any t ≥ 0 for which the
solution exists.
The following stability properties for system (3) are introduced (for more details see21,22,20 and23).

Definition 1. 21. The system (3) is said to be Input-to-State practically Stable (ISpS) if there exist some functions � ∈ , 
 ∈ 
and a constant � ∈ ℝ≥0 such that for any w ∈ ∞ and any x0 ∈ ℝn, the following inequality is satisfied

‖x(t, x0, w)‖ ≤ �(‖x0‖, t) + 
(‖w‖∞) + �, ∀t ≥ 0.

If � = 0, the system (3) is Input-to-State Stable (ISS).

Lemma 1. 24. Let V ∶ ℝn → ℝ≥0 be a smooth function. If there exist some positive constants  1,  2,  3,  4, � > 0, such that

 1||x||
2 ≤ V (x) ≤  2||x||

2,
∇V f (x,w) ≤ − 3V , ∀||x|| ≥ � ∶=  4||w||∞ + �,
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then system (3) is ISpS with respect to the input w. Moreover, the following bounds are satisfied:

||x(t, x0, !)|| ≤ e−
 3
2
t
√

 2
 1

||x0||,∀t ≤ T (x0),

||x(t, x0, !)|| ≤
√

 2
 1
�, ∀t > T (x0),

and
T (x0) ≤ max

[

0,
2[ln(||x0||) − ln(�)]

 3

]

.

Lemma 2. 20,25. Let V ∶ ℝn → ℝ≥0 be a smooth function. If there exist some positive constants  1,  2,  3,  4,  5, � > 0,

1 ∈ (0, 1) and 
2 > 1 such that

 1||x||
2 ≤ V (x) ≤  2||x||

2,
∇V f (x,w) ≤ − 3V 
1 −  4V 
2 , ∀||x|| ≥ � ∶=  5||w||∞ + �,

then system (3) is ISpS with respect to the input w. Moreover, the following bounds are satisfied:

||x(t, x0, !)|| ≤

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1
√

 1

[

1 +  4(
2 − 1)t
]

1
2(1−
2) , ∀t ≤ T1,

1
√

 1

[

1 −  3(1 − 
1)t
]

1
2(1−
1) , ∀T1 < t ≤ T1 + T2,

√

 2
 1
�, ∀t > T1 + T2,

where

T1 ≤
1

 4(
2 − 1)
, T2 ≤ max

[

0,
1 −  1−
11 �2(1−
1)

 3(1 − 
1)

]

.

Let us consider the following interconnected nonlinear system

ẋ1 =f1(x1, x2, !), (4)
ẋ2 =f2(x1, x2, !), (5)

where xi ∈ ℝni , w ∈ ℝl, and fi ∶ ℝn1 × ℝn2 × ℝl → ℝni ensures existence of the system solutions at least locally, for i = 1, 2.
Suppose that there exist ISpS Lyapunov functions V1 and V2, for (4) and (5), respectively; and some functions i1,  i2,  i3 ∈ ∞,

i, �i ∈ , and some constants �i ∈ ℝ≥0 such that, for all xi ∈ ℝni and any w ∈ ∞, the following hold:

 i1(||xi||) ≤ Vi(xi) ≤  i2(||xi||), i = 1, 2, (6)
V1(x1) ≥ max[�1(V2(x2)), 
1(||w||) + �1]⇒ ∇V1(x1)f1(x1, x2, !) ≤ − 13(V1(x1)), (7)
V2(x2) ≥ max[�2(V1(x1)), 
2(||w||) + �2]⇒ ∇V2(x2)f2(x1, x2, !) ≤ − 23(V2(x2)). (8)

Thus, the following nonlinear small-gain result is introduced, in terms of ISpS Lyapunov properties, for the interconnected
system (4)-(5).

Theorem 1. 22. Suppose that the interconnected system (4)-(5) has ISpS Lyapunov functions V1 and V2 satisfying the conditions
(6)-(8). Then, the system (4)-(5) is ISpS if

�1◦�2(r) < r, ∀r > �0,
for some �0 ∈ ℝ≥0. System (4)-(5) is ISS if �0 = �1 = �2 = 0.

4 ADAPTIVE SLIDING-MODE OBSERVER

Let us introduce the following adaptive observer

Ω̇ = (A − LC)Ω + G(t, x̂, u), (9)
̇̂� = ΓΩTCT [

⌈y − Cx̂⌋� + ⌈y − Cx̂⌋�
]

, (10)
̇̂x = Ax̂ + �(x̂, u) + G(t, x̂, u)�̂ + L(y − Cx̂) + kDsign[F (y − Cx̂)] + Ω ̇̂�, (11)
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where �̂ ∈ ℝq and x̂ ∈ ℝn are the estimations for � and x, respectively; and Ω ∈ ℝn×q is an auxiliary variable. If the signal G
is persistently exciting (PE) (see, e.g.2 and3), then, due to the stable filtering property of the variable Ω and the detectability of
the pair (A,C), the variable CΩ is also PE. Note that the functions ⌈y − Cx̂⌋� and ⌈y − Cx̂⌋� , with � ∈ [0, 1) and � > 1, in
(10) are understood in the component-wise sense. The observer matrix gain L ∈ ℝn×p has to be selected such that (A − LC)
is Hurwitz, 0 < Γ = ΓT ∈ ℝq×q , while F ∈ ℝl×p, k ≥ 0 are designed later. Since (11) is discontinuous, its solutions are
understood in the Filippov sense (for more details, see26 and27), i.e. the solutions are defined as absolutely continuous functions
of time satisfying the corresponding Filippov inclusion almost everywhere, and they always exist and have most of the well-
known differential equations standard properties except the uniqueness. The ISS concepts have been extended to these classes
of systems (see e.g.28).
Let us introduce the following hypothesis:

Assumption 3. Let 0 < %min ≤ �min(CΩ(t)) for all t ≥ 0 and ||CΩ||∞ ≤ %max < +∞.

The existence of %max is guaranteed by Assumption 1 and the fact that matrix (A − LC) is Hurwitz; the existence of %min
follows, for example, if C has full row rank with p ≥ q; then, Ω(0) can always be selected such that 0 < %min ≤ �min(CΩ(0));
and hence, such a property is preserved, for all t > 0, by continuity and providing that G is PE (for more details, see29). The
values of %max and %min can be evaluated numerically during experiments.

4.1 Nonlinear Parameter Identification Algorithm
Define �̃ ∶= �̂ − � and � ∶= x̃ + Ω�̃ with x̃ ∶= x − x̂. Then, the error dynamics are given by:

̇̃� = −ΓΩTCT [
⌈CΩ�̃ − C� − &⌋� + ⌈CΩ�̃ − C� − &⌋�

]

− �̇, (12)
�̇ = (A − LC)� +D(w − ksign[F (y − Cx̂)]) + Δ�(x, x̂, u) + ΔG(t, x, x̂, u)� − Ω�̇ + L&, (13)

where Δ�(x, x̂, u) ∶= �(x, u) −�(x̂, u) and ΔG(t, x, x̂, u) ∶= G(t, x, u) −G(t, x̂, u). The ISpS convergence properties of the error
dynamics (12) with respect to the inputs � and &, for � ∈ (0, 1) and � = 0, with � > 1, are given by the following lemmas.

Lemma 3. Let Assumption 3 be satisfied. Then, the error dynamics (12), with � ∈ (0, 1), � > 1 and Γ = ΓT > 0, is ISpS with
respect to � and &, and the trajectories satisfy:

‖�̃‖ ≤ 1
√

c1

⎛

⎜

⎜

⎝

1 +
p

1−�
2(�+1) k12(1 − '2)(� − 1)%

�+1
min c

�+1
2
2

2
t
⎞

⎟

⎟

⎠

1
1−�

, ∀t ≤ T�̃1 , (14)

‖�̃‖ ≤ 1
√

c1

⎛

⎜

⎜

⎝

1 −
k11(1 − '1)(1 − �)%�+1min c

�+1
2
2

2
t
⎞

⎟

⎟

⎠

1
1−�

, ∀T�̃1 < t ≤ T�̃1 + T�̃2 , (15)

‖�̃‖ ≤
√

c1
c2
��̃1 , ∀t > T�̃1 + T�̃2 , (16)

where c1 ∶= 2�max(Γ), c2 ∶= 2�min(Γ), k11, k12 ∈ (0, 1) and

��̃1 = max

[

(2pk21)
1
�+1

('1k11)
1
�+1 %min

(

||C||||�||∞ + ||&||∞
)

+ ��̃1,
(2k22)

1
�+1

(p
1−�
2(�+1)'k12)

1
�+1 %min

(

||C||||�||∞ + ||&||∞
)

]

,

with

��̃1 =

(

4c−12 �̄

'k11%�+1min

)
1
�

, T�̃1 ≤
2

p
1−�
2(�+1) k12(1 − '2)(� − 1)%

�+1
min c

�+1
2
2

, T�̃2 ≤ max
⎡

⎢

⎢

⎢

⎣

0,
2 − 2c

�−1
2
1 �1−�

�̃1

k11(1 − '1)(1 − �)%�+1min c
�+1
2
2

⎤

⎥

⎥

⎥

⎦

,

for any '1, '2 ∈ (0, 1), k21 = max(k11 + 1, k11∕(1 − k
1
�
11)

�) and k22 = max(k12 + 1, k12∕(1 − k
1
�

12)
� .
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Lemma 4. Let Assumption 3 be satisfied. Then, the error dynamics (12), with � = 0, � > 1 and �min(Γ) ≥ 2�̄∕'k11%min, is ISS
with respect to �, & and the trajectories satisfy:

‖�̃‖ ≤ 1
√

c1

⎛

⎜

⎜

⎝

1 +
p

1−�
2(�+1) k12(1 − '2)(� − 1)%

�+1
min c

�+1
2
2

2
t
⎞

⎟

⎟

⎠

1
1−�

, ∀t ≤ T�̃3 (17)

‖�̃‖ ≤ 1
√

c1

(

1 − k11(1 − '1)%minc
1
2
2 t
)

, ∀T�̃3 < t ≤ T�̃3 + T�̃4 , (18)

‖�̃‖ ≤
√

c1
c2
��̃2 , ∀t > T�̃3 + T�̃4 , (19)

where �̃0 ∶= �̃(0), c1 ∶= 2�max(Γ), c2 ∶= 2�min(Γ), k11, k12 ∈ (0, 1) and

��̃2 = max

[

2
√

pk21
'1k11%min

,
(2k22)

1
�+1

(p
1−�
2(�+1)'k12)

1
�+1 %min

]

(

||C||||�||∞ + ||&||∞
)

,

T�̃3 ≤
2

p
1−�
2(�+1) k12(1 − '2)(� − 1)%

�+1
min c

�+1
2
2

, T�̃4 ≤ max
⎡

⎢

⎢

⎣

0,
2 − 2c

− 1
2

1 ��̃2

k11(1 − '1)%minc
1
2
2

⎤

⎥

⎥

⎦

,

for any '1, '2 ∈ (0, 1), k21 ≥ k11 + 1 and k22 = max(k12 + 1, k12∕(1 − k
1
�

12)
� .

The results of lemmas 3 and 4 establish that the trajectories of the error dynamics (12), i.e. �̃(t), enter into the bound
√

c1∕c2��̃1
or

√

c1∕c2��̃2 in a fixed time for any � ∈ [0, 1) and � > 1. It is clear that the size of such a bound depends on � and �. In the
same vein, the following lemma illustrates the ISpS convergence properties of the error dynamics (13) with respect to the inputs
�̃, & and w.

Lemma 5. Let assumptions 1 and 2 hold. Assume that k ≥ ‖w‖∞ + 
 , with 
 > 0, and that there exist 0 < P = P T ∈ ℝn×n,
F ∈ ℝl×p, L ∈ ℝn×p and some #, ", � > 0 such that the following matrix inequalities

PD ≤ CTF T , (20a)
⎛

⎜

⎜

⎜

⎜

⎝

(A − LC)TP + P (A − LC) + �1P + �CTC #
2
In P P

⋆ −Λ−1 0 0
⋆ ⋆ −Λ 0
⋆ ⋆ ⋆ − "

�22
In

⎞

⎟

⎟

⎟

⎟

⎠

≤ 0, (20b)

are feasible for 0 < ΛT = Λ ∈ ℝn×n, �1 ∶= 2(L� +LG�+) and �2 ∶= �1%max‖C‖−1. Then, the error dynamics (13) is ISpS with
respect to the inputs �̃, & and w. Furthermore, the trajectories satisfy:

||�(t)|| ≤e−
(1−�)��
2r2

t
√

r2
r1
||�0||, ∀t ≤ T�0 , (21)

||�(t)|| ≤
√

r2
r1
�� , ∀t > T�0 , (22)

where �0 ∶= �(0), �� ∶= (#r1 + �‖C‖2)∕2, r1 = �min(P ), r2 = �max(P ) and

�� =

√

2" + �%2max
2���

||�̃||∞ +

√

2r22
#r1���

‖&‖‖L‖ +

√

8||F ||2

����
||w||∞ + �� , �� =

√

2r22
#r1���

(

�̄%max‖C‖
−1) ,

T� ≤ max
(

0,
2r2[ln(||�0||) − ln(��)]

(1 − �)��

)

,

for any �0 ∈ ℝn and � ∈ (0, 1).

It is clear that the size of �� could be minimized in order to attenuate the effects of w and &.
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4.2 Convergence of the Adaptive Observer
In order to show the convergence properties of the adaptive observer (9)-(11), the statements provided by lemmas 3, 4, 5 and
Theorem 1 are applied. The following results show that the interconnected error system (12)-(13) is ISpS with respect to the
external disturbances w and measurement noise & for any � ∈ (0, 1) and � = 0, respectively; and � > 1.

Theorem 2. Let assumptions 1, 2 and 3 hold. Assume that there exist 0 < P = P T ∈ ℝn×n, F ∈ ℝl×p, L ∈ ℝn×p and some
#, ", � > 0 such that matrix inequalities (20) are feasible for 0 < ΛT = Λ ∈ ℝn×n, �1 = 2(L� +LG�+) and �2 = �1%max‖C‖−1.
Then, for any Γ = ΓT > 0, � ∈ (0, 1), with � > 1, the interconnected error system (12)-(13) is ISpS with respect to the inputs w
and &.

Theorem 3. Let assumptions 1, 2 and 3 hold. Assume that there exist 0 < P = P T ∈ ℝn×n, F ∈ ℝl×p, L ∈ ℝn×p and some
#, ", � > 0 such that matrix inequalities (20) are feasible for 0 < ΛT = Λ ∈ ℝn×n, �1 = 2(L� +LG�+) and �2 = �1%max‖C‖−1.
Then, for any Γ = ΓT > 0, � = 0, with � > 1, the interconnected error system (12)-(13) is ISpS with respect to the inputsw and
&.

Theorems 2 and 3 imply that the estimation error e ∶= x− x̂ = �+Ω�̃ is also ISpS with respect tow and &, for any � ∈ [0, 1)
and � > 1, since

||e(t)|| ≤ (1 + ||Ω||)||(�̃(t)�(t))||,
for all t ≥ 0.

REMARKS

1. In the ideal case, i.e. w = & ≡ 0 and k = 0, the estimation of �̂ converges in a fixed time to the real value for � = 0 and
any � > 1. Meanwhile the estimation x̂ converges to a neighborhood close to the real value. For � ∈ (0, 1) and � > 1,
the estimations of �̂ and x̂ converge to a neighborhood of the origin. Moreover, if unknown constant parameters are taken
into account; then, the state estimation and the parameter identification errors will converge to zero exponentially and in a
fixed time, respectively. However, for constant parameters, the uniform injectivity of CΩ(t) is just sufficient and stronger
than the necessary PE condition.

2. For the noise-free case, i.e.w ≢ 0 and & = 0, the effect of the external disturbancew is completely attenuated if one fixes
k ≥ ||w||∞ + 
 , with 
 > 0. This can be shown by taking Ve = eTPe which implies that

V̇e ≤ eT [(A − LC)TP + P (A − LC)]e + 2eTP (Δ� + ΔG�) − 2eTP [G�̃ + Ω
̇̂� + L&] + 2eTCTF T [w − ksign[F (Ce)]],

and selecting k ≥ ||w||∞ + 
 , with 
 > 0, it follows that

V̇e ≤ eT [(A − LC)TP + P (A − LC)]e + 2eTP (Δ� + ΔG�) − 2eTP [G�̃ + Ω
̇̂� + L&].

3. Note that condition PD ≤ CTF T introduces some structural restrictions. Particularly, one has that the triple (A,D,C)
must not have invariant zeros, and the relative degree of the output Fy with respect to the input w must be equal to one.

4. To find a solution of the matrix inequality (20), one can rewrite it as follows:

(A − LC)TP + P (A − LC) + #P + �CTC + �1P + �−1�22P
2 ≤ 0.

Using the fact that XY T + Y XT ≤ XΛ−1XT + YΛY T holds for every X ∈ ℝk×n, Y ∈ ℝk×n, and 0 < Λ = ΛT ∈ ℝn×n

and applying Schur’s complement30, it follows that

⎛

⎜

⎜

⎜

⎜

⎝

ATP + PA − CT Y T − Y C + �1P + �CTC #
2
In P P

⋆ −Λ−1 0 0
⋆ ⋆ −Λ−1 0
⋆ ⋆ ⋆ − �

�22
In

⎞

⎟

⎟

⎟

⎟

⎠

≤ 0, (23)

Note that (23) is an LMI with respect to matrices P and Y and parameters #, " and �. Therefore, it is possible to compute
the design matrix as L = P −1Y .

5. The feasibility of (20) can be ensured, for small enough �1 and �2, due to the fact that the pair (A,C) is detectable.
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6. The parameter �� can be rewritten as follows

�� =

√

2" + �%2max
�(#�min(P ) + �||C||2)

||�̃||∞ +

√

8||F ||2

��(#�min(P ) + �||C||2)
||w||∞ +

√

2�max(P )2(�̄%max||C||−1 + &̄||L||)2

�#�min(P )(#�min(P ) + �||C||2)
.

Then, in order to minimize the size of �� , it is possible to propose the following optimization problem.

Optimization problem. The minimization of �� , for a fixed � ∈ (0, 1) and a matrix F satisfying (20), is equivalent to
maximize the size of P , # and �. One simple way is to maximize the trace of P and the values of # and �, i.e.

tr(P ), #, � → max
P ,F ,Y ,#,",�

subject to (18) and (21).

7. From the structure of ��̃1 and ��̃2 , it is clear that the minimum parameter estimation error is obtained when � = 0,
i.e. ��̃2 ≤ ��̃1 . This shows that, with � = 0, one obtains the best performance in terms of the error convergence to a
neighbourhood.

8. Note that ��̃2 cannot be minimized by any observer matrix gain.

5 SIMULATION RESULTS

The corresponding simulations have been done inMATLABSimulinkwith the Euler explicit discretizationmethod and sampling
time equal to 0.001, while the solution to the given LMIs were obtained by means of SeDuMi solver among YALMIP in
MATLAB.
Let us consider a robotic system depicted by Fig. 1. Thus, the robot manipulator dynamics in state-space form (1)-(2) can be

FIGURE 1 Single-link Flexible-joint Robot Manipulator

written as follows31

ẋ =

⎛

⎜

⎜

⎜

⎜

⎝

0 1 0 0
−ks
J1

0 ks
J1

0
0 0 0 1
ks
Jm

0 −ks
Jm

0

⎞

⎟

⎟

⎟

⎟

⎠

+

⎛

⎜

⎜

⎜

⎜

⎝

0
−Mgl
J1

sin(x1)
0
1
Jm
u

⎞

⎟

⎟

⎟

⎟

⎠

+

⎛

⎜

⎜

⎜

⎜

⎝

0
0
0
−x4
Jm

⎞

⎟

⎟

⎟

⎟

⎠

�(t) +

⎛

⎜

⎜

⎜

⎜

⎝

0
1
0
0

⎞

⎟

⎟

⎟

⎟

⎠

!(t),

y =
(

1 0 0 0
0 1 0 0

)

x + &(t),

where x = (x1, x2, x3, x4)T = (q1, q3, q2, q4)T , x1 ∈ ℝ and x3 ∈ ℝ are the angular positions of the link and motor and x2 and
x4 are the velocities of the link and motor, respectively; J1 ∈ ℝ≥0 and Jm ∈ ℝ≥0 denote the inertia of the link and the motor,
M ∈ ℝ≥0 is the mass of the link, g ∈ ℝ≥0 is the gravitational acceleration, l ∈ ℝ≥0 represents the length of the link, ks ∈ ℝ≥0 is
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the stiffness of the spring and �(t) = sin(0.1t) + 1.5[Kgm2∕s] is the friction coefficient of the motor which is the unknown time-
varying parameter to estimate also & represents band limited white noise in the output. The numerical values of the parameters
are J1 = 0.8[Kgm2], Jm = 1[Kgm2], g = 9.8[m∕s

2], l = 0.6[m], ks = 20
[

Nm∕rad
]

and & with a power noise of 1 × 10−6. It
can be shown that such a system satisfies assumptions 1, 2 and 3.
Consider the initial conditions x(0) = (−2,−2,−1.5, 2)T while the observer initial conditions Ω(0) = [0.1, 0.1, 0.1, 0.1]T ,

�̂(0) = 0 and x̂(0) = 0. For simulation purposes, the input is given as u(t) = sin(0.2t) + 0.5 sin(3t) + 2 cos(50t) while the
disturbance term is taken as w(t) = 0.3 cos(2t) + 0.1.
Fixing k = 1 and Λ = I4. The following feasible solution is found with L� = 7, LG = 2, ‖Ω‖∞ = 0.834 and

P =

⎛

⎜

⎜

⎜

⎜

⎝

1133.3 −3332.2 14.8 66.9
−3332.2 2192.6 −87.24 −24.3
14.8 −87.24 1168.1 −5.13
66.9 −24.3 −5.13 27.1

⎞

⎟

⎟

⎟

⎟

⎠

,

L =

⎛

⎜

⎜

⎜

⎜

⎝

30.2427 0.4684
−25.0825 93.6232
−0.3414 127.9623
18.4329 1412.0191

⎞

⎟

⎟

⎟

⎟

⎠

, F =
(

293.5014
322.8523

)T

,

with # = 2.08 × 1013, " = 0.8358 and � = 8.65 × 1012. The simulation results for different values of � ∈ [0, 1) with the same
value of � = 1.3, and fixing Γ = 3 × 105, that illustrate the statements of Theorem 2 and 3, are depicted by Figs. 2, 3 and 4. It
is clear that due to the disturbances and measurement noise, the corresponding estimations converge to a neighbourhood of the
real value but faster than the linear algorithm, i.e. when � = � = 1. In order to better illustrate that the size of the convergence

0 20 40 60 80 100
-2

-1.5

-1

-0.5

0

0.5

1

0 0.1 0.2 0.3 0.4 0.5
-3

-2

-1

0

FIGURE 2 Estimation of x3

neighbourhood can be improved with respect to the selection of �, the following error index is proposed:

eRMS(t) =
⎛

⎜

⎜

⎝

1
ΔT

t

∫
t−Δt

‖�̃(�), e(�)‖2d�
⎞

⎟

⎟

⎠

1
2

,

where ΔT = 2 is a time window width in which the corresponding sinal is evaluated. The results are depicted by Fig. 5, also an
average of the index is shown in Table 1. It is clear that for � = 0 one obtains the best performance.
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0 20 40 60 80 100
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0
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FIGURE 3 Estimation of x4
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FIGURE 4 Estimation of �(t)

� Error index
0 0.6174
0.5 1.9947
1 5.6703

TABLE 1 Average of Estimation Error Index
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FIGURE 5 Estimation Error Index eRMS(t)

6 CONCLUSIONS

This paper contributes with a nonlinear adaptive sliding-mode observer based on a nonlinear time-varying parameter identi-
fication algorithm, for uncertain nonlinear systems with measurement noise. This nonlinear adaptive observer increases the
class of nonlinear systems studied in20 considering unknown time-varying parameters, measurement noise, a parameter distri-
bution matrix and nonlinear terms depending on the full state and the input. For the disturbed case, the nonlinear time-varying
parameter identification algorithm provides a fixed-time rate of convergence while the sliding-mode observer ensures ultimate
boundedness for the state estimation error attenuating the effects of the external disturbances. For the ideal case, i.e. without
external disturbances and measurement noise, the adaptive observer provides finite-time convergence to a neighborhood of the
origin for the state estimation error and fixed-time convergence to zero for the parameter identification error. The synthesis of
the observer is given in terms of LMIs while the convergence proofs are developed based on Lyapunov and ISS theory. Some
simulation results illustrate the performance of the proposed nonlinear adaptive sliding-mode observer.

APPENDIX

Proof of Lemma 3. Let us consider the following Lyapunov function:

V�̃ =
1
2
�̃TΓ−1�̃, (A.24)

that satisfies the following inequalities:

c−11 ‖�̃‖2 ≤ V�̃(�̃) ≤ c−12 ‖�̃‖2, (A.25)

c
− �+1

2
1 ‖�̃‖�+1 ≤ V

�+1
2

�̃
(�̃) ≤ c

− �+1
2

2 ‖�̃‖�+1. (A.26)

The time derivative of V�̃ along the trajectories of the error dynamics (12) is given by

V̇�̃ = −�̃TΓ−1�̇ − (CΩ�̃)T
[

⌈CΩ�̃ − C� − &⌋� + ⌈CΩ�̃ − C� − &⌋�
]

.

In32, it has been shown that the inequality

xT ⌈x + y⌋� ≥ k1||x||
�+1
�+1 − k2||y||

�+1
�+1, (A.27)
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holds for any x, y ∈ ℝn, � > 0, k1 ∈ (0, 1) and k2 = max(k1 + 1, k1∕(1 − k
1
�
1 )
�). Then, applying the previous inequality, one

obtains
V̇�̃ ≤ −k11||CΩ�̃||�+1�+1 − k12||CΩ�̃||

�+1
�+1 + k21||C� + &||

�+1
�+1 + k22||C� + &||

�+1
�+1 + ||�̃TΓ−1�̇||.

where k11, k12 ∈ (0, 1), k21 = max(k11 + 1, k11∕(1 − k
1
�
11)

�) and k22 = max(k12 + 1, k12∕(1 − k
1
�

12)
�). By the relations between

vector norms and by Holder’s inequality, one has that ||CΩ�̃|| ≤ ||CΩ�̃||�+1, ‖CΩ�̃‖ ≤ p
�−1
2(�+1)

‖CΩ�̃‖�+1, ||C� + &||�+1 ≤
p

1
�+1
||C� + &||, ||C� + &||�+1 ≤ ||C� + &||, with p being the dimension of the output, hold since � + 1 > 2 > � + 1. Hence,

taking into account assumptions 2 and 3, it follows that

V̇�̃ ≤ −k11%�+1min ||�̃||
�+1 − p

1−�
2(�+1) k12%

�+1
min ||�̃||

�+1 + pk21||C� + &||�+1 + k22||C� + &||�+1 + 2c−12 �̄||�̃||.

Then, V̇�̃ can be upper bounded as

V̇�̃ ≤ −k11(1 − '1)%�+1min ||�̃||
�+1 − p

1−�
2(�+1) k12(1 − '2)%

�+1
min ||�̃||

�+1 − '1k11%�+1min ||�̃||
�+1 − p

1−�
2(�+1)'2k12%

�+1
min ||�̃||

�+1

+ pk21||C� + &||�+1 + k22||C� + &||�+1 + 2c−12 �̄||�̃||,

for any constants '1, '2 ∈ (0, 1). Therefore, it is given that

V̇�̃ ≤ −k11(1 − '1)%�+1min c
�+1
2
2 V

�+1
2

�̃
− p

1−�
2(�+1) k12(1 − '2)%

�+1
min c

�+1
2
2 V

�+1
2

�̃
, ∀||�̃|| ≥ max

[

(2pk21)
1
�+1

('1k11)
1
�+1 %min

(

||C||||�||∞ + ||&||∞
)

+ ��̃1,

(2k22)
1
�+1

(p
1−�
2(�+1)'k12)

1
�+1 %min

(

||C||||�||∞ + ||&||∞
)

]

, with ��̃1 =

(

4c−12 �̄

'k11%�+1min

)
1
�

.

Then, the error dynamics (12) is ISpS with respect to the inputs � and &, and applying Lemma 2, its trajectories satisfy the
bounds given by (14)-(16).

Before providing the proof of Lemma 4, some inequalities are introduced.

Lemma 6. Let x, � ∈ ℝ. Then, for any k1 ∈ (0, 1) and k2 ≥ k1 + 1

x ⌈x + �⌋0 ≥ k1|x| − k2|�|. (A.28)

Proof of Lemma 6. For the case x = 0 or � = 0, (A.28) trivially holds with any k2 ≥ 0 and k1 ∈ (0, 1), respectively. For the
case x ≠ 0 or � ≠ 0, if |x| ≥ |�|, then ⌈x + �⌋0 = sign(x). Consequently, x ⌈x + �⌋0 = |x| and the needed property is also
valid for any k1 ∈ (0, 1) and k2 ≥ 0. Finally, if |x| < |�|, then ⌈x + �⌋0 = sign(�) and x ⌈x + �⌋0 ≥ −|�|. Thus, the required
inequality holds for any k2 ≥ k1 + 1 and any k1 ∈ (0, 1). This concludes the proof.

Lemma 7. Let x, � ∈ ℝn. Then, for any k1 ∈ (0, 1) and k2 ≥ k1 + 1

xT ⌈x + �⌋0 ≥ k1||x|| − k2
√

n||�||. (A.29)

Proof of Lemma 7. The proof is straightforward from Lemma 6 and the equivalence between norms.

Proof of Lemma 4. Let us consider the Lyapunov function given in (A.24) that satisfies the inequalities (A.25) and (A.26). The
time derivative of V�̃ along the trajectories of the error dynamics (12), for � = 0, is given by

V̇�̃ = −(CΩ�̃)T
[

⌈CΩ�̃ − C� − &⌋0 + ⌈CΩ�̃ − C� − &⌋�
]

− �̃TΓ−1�̇.

Applying the inequality (A.29), given in Lemma 7, Holder’s inequality, and inequality (A.27), it follows that

V̇�̃ ≤ −k11||CΩ�̃|| − p
1−�
2(�+1) k12||CΩ�̃||�+1 +

√

pk21||C� + &|| + k22||C� + &||�+1 + ||�̃TΓ−1�̇||,

where k11, k12 ∈ (0, 1), k21 ≥ k11 + 1 and k22 = max(k12 + 1, k12∕1 − k
1
�

12)
� . Hence, by assumptions 2 and 3, it follows that

V̇�̃ ≤ −k11%min||�̃|| − p
1−�
2(�+1) k12%

�+1
min ||�̃||

�+1 +
√

pk21||C� + &|| + k22||C� + &||�+1 + 2c−12 �̄||�̃||.
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Thus, V̇�̃ can be upper bounded as

V̇�̃ ≤ −k11(1 − '1)%min||�̃|| − p
1−�
2(�+1) k12(1 − '2)%

�+1
min ||�̃||

�+1 − '1k11%min||�̃|| − '2p
1−�
2(�+1) k12%

�+1
min ||�̃||

�+1

+
√

pk21||C� + &|| + k22||C� + &||�+1 + 2c−12 �̄||�̃||,

for any constant '1, '2 ∈ (0, 1). Hence, it is obtained that

V̇�̃ ≤ −k11(1 − '1)%minc
1
2
2 V

1
2

�̃
− p

1−�
2(�+1) k12(1 − '2)%

�+1
min c

�+1
2
2 V

�+1
2

�̃
, ∀||�̃|| ≥ max

[

2
√

pk21
'1k11%min

(

||C||||�||∞ + ||&||∞
)

,

(2k22)
1
�+1

(p
1−�
2(�+1)'k12)

1
�+1 %min

(

||C||||�||∞ + ||&||∞
)

]

,

for any �min(Γ) ≥ 2�̄∕'k11%min. Then, the error dynamics (12), for � = 0, is ISS with respect to the inputs � and &, and applying
Lemma 2, its trajectories satisfy the bounds given by (17)-(19).

Proof of Lemma 5. Let us consider the following candidate Lyapunov function:

V� = �TP�, (A.30)

that satisfies the following inequality:
r1||�||

2 ≤ V� ≤ r2||�||
2, (A.31)

with r1 = �min(P ) and r2 = �max(P ). The time derivative of V� along the trajectories of the error dynamics (13) is given by

V̇� = �T [P (A−LC)+P (A−LC)T ]�+2�TPD(w−ksign[F (y−Cx̂)])+2�TP (Δ�(x, x̂, u)+ΔG(t, x, x̂, u)�)−2�P (Ω�̇+L&).

Then, using (20) together with Schur’s complement, one obtains

V̇� ≤ −�T (#P + �CTC + P�1 + "−1�22P
2)� + 2�TCTF T (w − ksign[F (y − Cx̂)])

+2�TP (Δ�(x, x̂, u) + ΔG(t, x, x̂, u)�) − 2�P (Ω�̇ + L&).

Recalling that � = x − x̂ + Ω�̃, it follows that C� = y − Cx̂ + CΩ�̃, and thus

V̇� ≤ −�T (#P + �CTC + P�1 + "−1�22P
2)� + 2(y − Cx̂)TF T (w − ksign[F (y − Cx̂)])

+2�̃TΩTCTF T (w − ksign[F (y − Cx̂)]) + 2�TP (Δ�(x, x̂, u) + ΔG(t, x, x̂, u)�) − 2�P (Ω�̇ + L&).

Fixing k = ‖!‖∞, the derivative of V� can be upper bounded as follows

V̇� ≤ −�T (#P + �CTC + P�1 + "−1�22P
2)� + 4||CΩ�̃||||F ||||w||∞ + 2�TP (Δ�(x, x̂, u) + ΔG(t, x, x̂, u)�) − 2�P (Ω�̇ + L&).

By Assumption 2, one gets that the following inequality holds ||Δ� + ΔG�|| ≤ (L� + LG�+)(||�||∞ + ||�̃||||Ω||∞). Therefore,
the derivative of V� is upper bounded as

V̇� ≤ −�T (#P + �CTC + P�1 + "−1�22P
2)� + 4||CΩ�̃||||F ||||w||∞ + 2�TP (L� + LG�+)�

+2�TP (L� + LG�+)||�̃||%max‖C‖−1 + 2r2(�̄%max‖C‖−1 + ‖&‖‖L‖)‖�‖.

Recalling that �1 = 2(L� + LG�+) and �2 = �1%max‖C‖−1, it follows that

V̇� ≤ −�T (#P + �CTC + "−1�22P
2)� + 4||CΩ�̃||||F ||||w||∞ + �TP�2||�̃|| + 2r2(�̄%max‖C‖−1 + ‖&‖‖L‖)‖�‖.

It is well-known that the inequality �TP�2||�̃|| ≤ "−1�22�
TP 2� + "||�̃||2 holds for any " > 0. Thus, the previous inequality is

upper bounded as follows

V̇� ≤ −�T (#P + �CTC)� + 4||CΩ�̃||||F ||||w||∞ + "||�̃||2 + 2r2(�̄%max‖C‖−1 + ‖&‖‖L‖)‖�‖.

That can be rewritten as

V̇� ≤ −�T
(#
2
P + 1

2
�CTC

)

� + 4||CΩ�̃||||F ||||w||∞ + "||�̃||2

−1
2
�||y − Cx̂||2 − 1

2
�||CΩ�̃||2 + �||y − Cx̂||||CΩ�̃|| + 2r2(�̄%max‖C‖−1 + ‖&‖‖L‖)‖�‖ − #

2
r1‖�‖

2.
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Taking into account that

−1
2
�||CΩ�̃||2 + 4||CΩ�̃||||F ||||w||∞ ≤ 8�−1||F ||2||w||2∞,

−1
2
�||y − Cx̂||2 + �||y − Cx̂||||CΩ�̃|| ≤ 1

2
�||CΩ�̃||2,

−#
2
r1‖�‖

2 + 2r2(�̄%max‖C‖−1 + ‖&‖‖L‖)‖�‖ ≤ 2#−1r−11 r
2
2
(

�̄%max‖C‖
−1 + ‖&‖‖L‖

)2 ,

one obtains that

V̇� ≤ −��||�||2 +
(

" + 1
2
�%2max

)

||�̃||2 + 8�−1||F ||2||w||2∞ + 2#
−1r−11 r

2
2
(

�̄%max‖C‖
−1 + ‖&‖‖L‖

)2 ,

where �� = (#r1 + �||C||2)∕2. Hence, for all � ∈ (0, 1), it is given that

V̇� ≤ −
(1 − �)��

r2
V� ,∀||�|| ≥

√

2" + �%2max
2���

||�̃||∞ +

√

2r22
#r1���

‖&‖∞‖L‖ +

√

8||F ||2

����
||w||∞ + �� ,

�� =

√

2r22
#r1���

(

�̄%max‖C‖
−1) .

Thus the error dynamics (13) is ISpS with respect to the inputs �̃ and w, and applying Lemma 1, its trajectories satisfy the
bounds given by (21) and (22).

Proof of Theorem 2. Consider the Lyapunov functions V�̃ =
1
2
�̃TΓ−1�̃ and V� = �TP�. Taking into account the statements

given in lemmas 3 and 5, it follows that

V̇�̃ ≤ −k11(1 − '1)%�+1min c
�+1
2
2 V

�+1
2

�̃
, ∀V�̃ ≥ max

⎡

⎢

⎢

⎣

2(2pk2)
2
�+1
‖C‖2

('1k11)
2
�+1 %2minr1c2

V� , 2�̄�̃1(||&||)
⎤

⎥

⎥

⎦

,

�̄�̃1(||&||) =
(2pk2)

2
�+1

('1k11)
2
�+1 %2minc2

||&||2 +
��̃1
c2
,

and

V̇� ≤ −
(1 − �)��

r2
V� , ∀V� ≥ max

[

2c1(2" + �%2max)
���r2

V�̃ , �̄�(||w||, ||&||)

]

,

�̄�(||w||, ||&||) =
32||F ||2

����r2
||w||2 +

8r2‖L‖2

#r1���
‖&‖2 +

4�2�
r2
.

Thus, according to Theorem 1, one can define

�1(V�) =
2(2pk21)

2
�+1
‖C‖2

('1k11)
2
�+1 %2minr1c2

V�̃ ,

�2(V�̃) =
2c1(2" + �%2max)

���r2
V�̃ .

Hence, it follows that

�1◦�2(r) =
⎡

⎢

⎢

⎣

4c1(2pk21)
2
�+1
||C||2(2" + �%2max)

('1k11)
2
�+1 %2min���r1r2c2

⎤

⎥

⎥

⎦

r.

Therefore, if the matrix inequalities (20) hold and the following inequality

4�max(Γ)(2pk21)
2
�+1
||C||2(2" + �%2max)

('1k11)
2
�+1 %2min���r1r2�min(Γ)

< 1, (A.32)

is satisfied, based on lemmas 3 and 5, and Theorem 1, one can conclude that the interconnected error system (12)-(13) is ISpS
with respect to the external inputs w and & for any � ∈ (0, 1).
Note that satisfaction of (A.32) can be always guaranteed by a proper adjustment of the parameters. Indeed, assume that the

matrix inequalities (20) are feasible and the set of all matrices and parameters from lemmas 3-5 is given, but the inequality
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(A.32) fails to be correct. Then one can just scale the value of the matrix P in (20), i.e. P → �P for some � > 1 (hence, r1 and
r2 are also increased by �). In such a case the matrix L stays the same but, Λ, �, � and # have to be also scaled by � (�� grows
quadratically in �). The constants k11, k21, � and '1 stay unchanged. Therefore, the denominator of (A.32) is growing as �4 and
numerator proportionally to �, then there is a value of � such that the inequality (A.32) is satisfied for any matrix Γ.

Proof of Theorem 3. Considering the statements given in lemmas 4 and 5, it follows that

V̇�̃ ≤ −k11(1 − '1)%minc
1
2
2 V

1
2

�̃
, ∀V�̃ ≥ max

[

8pk221‖C‖
2

'21k
2
11%

2
minr1c2

V� , ��̃2(||&||)

]

,

��̃2(||&||) =
8pk22

'21k
2
11%

2
minc2

||&||2,

and

V̇� ≤ −
(1 − �)��

r2
V� , ∀V� ≥ max

[

2c1(2" + �%2max)
���r2

V�̃ , �̄�(||w||, ||&||)

]

,

�̄�(||w||, ||&||) =
32||F ||2

����r2
||w||2 +

8r2‖L‖2

#r1���
‖&‖2 +

4�2�
r2
.

Hence, according to Theorem 1, one can define

�1(V�) =
8pk221‖C‖

2

'21k
2
11%

2
minr1c2

V� ,

�2(V�̃) =
2c1(2" + �%2max)

���r2
V�̃ .

Thus, it is obtained that

�1◦�2(r) =

[

16c1pk221||C||
2(2" + �%2max)

'21k
2
11%

2
min���r1r2c2

]

r.

Therefore, if the matrix inequalities (20) hold and the following inequality
16�max(Γ)pk221||C||

2(2" + �%2max)

'21k
2
11%

2
min���r1r2�min(Γ)

< 1, (A.33)

is satisfied, based on lemmas 4 and 5, and Theorem 1, one concludes that the interconnected error system (12)-(13) is ISpS with
respect to the external inputs w and & for � = 0.
Following the same arguments as in proof of Theorem 2, the denominator of (A.33) grows as �4 and numerator does pro-

portionally to �, then there is always a value of � such that (A.33) is also satisfied for any matrix Γ. Therefore, (A.33) is always
guaranteed.
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