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Practitioners Corner

How can Private Information Recorded by Voice-enabled Systems
be Identified?

Alvaro Moretón and Ariadna Jaramillo*

I. Introduction

People are keener to use voice-enabled technologies
than ever before. Whether it is to improve employ-
ees’ productivity in corporate environments or toper-
form random queries from smartphones, voice tech-
nologies are revolutionising user experience around
the world. Voice assistants can facilitate everyday
tasks, but they raise serious privacy concerns, partic-
ularly by the way these technologies are trained to
complete users’ requests. The different elements of
the user’s speech (message content, voice signal), to-
gether with background sounds can be used to ex-
tract personal information from the speaker at the
momentofhis/her interactionwith thevoice-enabled
system, which conflicts with privacy aspects.

This report provides an overview of how person-
al data recorded by voice-enabled systems can be
identified through the categorisation of personal in-

formation and the analysis of the context, and how
these methods can be used to design private-by-de-
sign voice-based solutions that intend to neutralise
personaldata and information/words thatmay reveal
private information.

II. Voice Technologies

Currently, voice technologies rely strongly on deep
learning, which has led to major improvements in
speech-to-text, spoken language understanding, and
dialogue management. These technologies operate
as cloud-based services. The user’s speech is sent to
the cloud, where it is automatically transcribed and
processed, and the system’s reply is sent back to the
user’s device. This reply can be rendered orally em-
ploying spoken language generation followed by
text-to-speech and/or through different modalities
(eg visual display, tactile feedback, etc.), depending
on the use case.

In order to expand the range of languages and ap-
plication cases offeredby these technologies, it is nec-
essary to collectmassive amounts of training data for
each language and each application domain. While
certain voice technology companies hire paid speak-
ers to do so, this process is expensive and results in
out-of-domain data hence suboptimalmachine learn-
ing performance. Therefore,many companies collect
in-domain data from their users instead. Although
the users have given their consent – although the
question of validity of the consent in light of the re-
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quirement of informed consent is not further dis-
cussed in this report – when accepting the terms and
conditions of the voice-enabled application, this rais-
es serious privacy concerns, as the company or a
third-party attacker that would get access to the
stored speech data can access personal information
about the user revealed by this.1

III. The Concept of Personal Data

Beforemoving into categorisation and contextualisa-
tion per se, we recall the concept of personal data. Ar-
ticle 4 (1) of the GDPR defines personal data as ‘any
information relating to an identified or identifiable
natural person’. Moreover, it states that ‘an identifi-
able natural person is one who can be identified, di-
rectly or indirectly, by reference of an identifier, an
online identifier or one or more factor specific to the
physical, physiological, genetic, mental, economic,
cultural or social identity of that natural person’.
Moreover, Article 9 (1) provides an exhaustive list on
special categories of personal data (racial or ethnic
origin, political opinion, religious or philosophical
beliefs, or trade union membership, genetic and bio-
metric data, data concerning health, and data con-
cerning a natural person’s sex life or sexual orienta-
tions).

The Article 29Working Party (WP29, now the Eu-
ropean Data Protection Board established under the
GDPR) referred to the concept as it was contained in
the preceding Data Protection Directive as well in its
Opinion4/2007.According to thisOpinion,by includ-
ing the phrase ‘any information’ in the definition, the
legislator called for a broad definition of personal da-
ta.2

Identification of the data subject is commonly
achieved through particular pieces of information
called identifiers. The extent to which certain identi-
fiers are enough to achieve identification depends on
the context of each situation. Most of the time, how-
ever, identifying personal data is not an easy task. In
this sense, categorisation of personal data could be
the key to facilitate the identification of personal da-
ta contained in user speech.

To begin with, the GDPR does not provide a prop-
er categorisation of personal data. Instead, Article
4(1) exemplifies possible categories ‘such as a name,
an identification number, location data, an online
identifier or […] one or more factors specific to the

physical, physiological, genetic, mental, economic,
cultural or social identity of that natural person’.

However, Article 9(1) GDPR provides the above-
mentioned closed list of special categories of person-
al data which are considered particularly sensitive
due to the risk they pose to the fundamental rights
and freedoms of data subjects. It is the only article
in the GDPR that provides an exhaustive categorisa-
tion of personal data.

Despite the lack of an appropriate categorisation
in the GDPR, it is possible to extract some categories
from it, taking into consideration Opinion 4/2007 of
the WP29, too. Such categories of data relate to pri-
vate and family life, working relations, types of ac-
tivity that are undertaken by the individual, econom-
ic behaviour, social behaviour, living traits, appear-
ance of the person, among others.

IV. Personal Data Categorisation

The following subsections analyse the sources from
which voice-enabled devices collect information, as
well as the types of personal information that can be
collected from each of them. Furthermore, this sec-
tion intends to analyse how the combination of in-
formation from various sources can reveal details
about the context in which the speaker is interacting
with the device.

1. Speech Content

Speech recognition-based technologies (speech-to-
text) recognise speech and convert it into readable
form or text. In this regard, spoken messages often
carry private information that may be collected and
processed, such as:
– Words or utterances that explicitly mention the

user’s identity, general traits related to the speak-
er’s background (age, nationality, etc.), informa-

1 Centre for Data Ethics and Innovation (CDEI), ‘Smart Speakers
and Voice Assistants’ (Centre for Data Ethics and Innovation,
September 2019), <https://assets.publishing.service.gov.uk/gov-
ernment/uploads/system/uploads/attachment_da-
ta/file/831180/Snapshot_Paper_-_Smart_Speakers_and_Voice_As-
sistants.pdf> accessed 10 December 2019.

2 Opinion 4/2007 on the concept of personal data, WP 136,
available at <https://ec.europa.eu/justice/article-29/documenta-
tion/opinion-recommendation/files/2007/wp136_en.pdf> 4.
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tion relating to the user’s health status, or other-
wise critical information (eg. credit card number,
home address, etc.)

– Information not revealed by the dialogue outcome
(eg. user preferences revealed by asking the sys-
tem about similar products or a general category
of products before settling on one)

– Private information about other persons (eg age
of a user’s family member)

Identifying personal data within the speech content
can be a difficult task. Categorising personal data
could facilitate the identification ofwords and phras-
es that could potentially contain personal informa-
tion (eg. it is likely that the phrase ‘my credit card
number is […]’ triggers the inclusion of a credit card
number, which is considered to be personal data).
These types of phrases could be included in specific
category of data (eg. a ‘financial information’ or ‘ac-
count information’ category). Some other examples
of possible categories of personal information (in-
cluding words and phrases that may trigger the in-
clusion of personal information) are listed below:
– Racial and ethnic (eg Indo-European, Caucasic,

English, Spanish)
– Behavioural (eg ‘I usually visit the ________web-

site’, ‘I buy through______’, ‘I practice______, ‘I
usually_____’)

– Demographic (eg ‘My age is ____’, single, married,
divorced, middle class, upper class, working class)

– Health (eg ‘I’ve been prescribed _____’, ‘I suffer
of_______’, deaf, blind, physical disability, mental
disability, pills, tablets, antibiotic, treatment )

Words or phrases that fall into any of the previous
categories would be considered personal data only if
they can be related to an identified or identifiable
person. In the context of self-contained data process-
ing in a speech-enabling applicationn, one single
word cannot necessarily be linked to an identified or
identifiable person. However, different pieces of in-
formation collected together can lead to the identifi-

cation of a particular person and, therefore, be con-
sidered as personal data.

2. Voice Signal

Personal information could also be extracted from
the speaker’s voice signal, including, among others,
general traits, and physical, emotional and health
state.

The list below contains examples of information
that could be revealed through the speaker’s voice
signal3:
– General traits of the speaker (eg gender, age, eth-

nic origin, etc.)
– Mental state (eg stress, relaxation, depression, etc.)
– Physical health state (eg bronchitis, smoking

habits, intoxication)

3. Background Sounds

Depending on its recording capacity and the usage
mode (close-talk vs hands-free), voice-based devices
might be capable of collecting background sounds,
which may provide private information about the
user and be employed for different purposes (eg pro-
filing for marketing purposes).

Some examples of background sounds that could
be revealing personal information about the speaker
interacting with the device4 could be:
– Background conversations (eg between the speak-

er’s family members)
– Background sounds (eg a TV program, traffic, the

radio)

In many cases, background sounds alonemay not be
sufficient to provide private information about the
user interacting with the voice-enabled device. How-
ever, combined with additional elements such as the
user’s voice and/or the content of the speechmessage
itself, the probability of private information being
disclosed increases.

V. Contextualisation

Contextualisation focuses on the circumstances sur-
rounding the user at any givenmoment. The concept
must not be confusedwith personalisation,which in-

3 Ranya Aloufi, Hamed Haddadi, David Boyle, ‘Emotionless:
Privacy-Preserving Speech Analysis for Voice Assistants’ (2019) <
https://arxiv.org/pdf/1908.03632.pdf> accessed 12 December
2019

4 Bob Siegel, ‘How voice recognition will affect privacy in the
Internet of Things’ (CSO, 14 Nov 2016) <https://www.csoon-
line.com/article/3140633/how-voice-recognition-will-affect-priva-
cy-and-the-internet-of-things.html> accessed 12 December 2019
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volves learning individual users’ traits, preferences
or other personal information over time based on
his/her past experiences.5 For example, following a
personalisation approach, if the user is continuous-
ly searching for animated films being played at cin-
emas, the voice-enabled system is very likely to rec-
ommendhim/her upcoming films based on this pref-
erence. By contrast, contextualisation concerns the
information collected by the voice-enabled system
about the user (eg is he /she going alone to the
movies?) at the moment he/she is interacting with
the system exclusively (which is limited regarding
space and time).

Contextualisation could be used to improve ser-
vices and functionalities provided by voice-enabled
systems, which, in turn, can lead to an increase in the
amount of personal information revealed as it allows
for a more precise interpretation of the information
given during the interaction.

Understanding the specific context in which a
voice-enabled device is used (eg. by whom, app
type/nature, purpose) facilitates the task of identify-
ing more accurately which private or sensitive infor-
mation is more likely to be collected and processed
in each specific context.

This report analyses three different types of con-
texts: usage context, cultural and linguistic context,
and context provided by the combination of differ-
ent elements. Furthermore, it focuses on the contex-
tualisation that occurs when the user interacts with
the voice-enabled system only.

1. Usage Context

Most voice devices and voice-based apps are used for
concrete or limited purposes and in specific sectors
or contexts. Being able to determine this information
would facilitate the detection of private or sensitive
information more likely to be revealed in each spe-
cific context, and to improve privacy functionalities.
Some examples are:
– In a legal environment, personal information that

could be revealed to the voice-based solution is
more likely to be related to client’s identities, crim-
inal records, financial situation, etc.

– In a medical environment, personal information
that could be revealed to the voice-based solution
is more likely to be related to the identification
and health status of the user.

2. Cultural and Linguistic Context

The analysis of the user’s cultural and linguistic back-
ground can be useful for identifying words or pieces
of information thatmaybeprivateor sensitiveaswell.
Depending on the region in which the voice-enabled
system is being used or the origin of the speaker, one
single word can contain personal or very sensitive in-
formation or, in contrast, provide completely neutral
(or less sensitive) information. For example:
– IRA: In British English, itmight stand for Irish Re-

publican Army, in American English for Individ-
ual Retirement Account.

– A carry-on: for the British, this couldmean having
a love affair, for the Americans, this is a luggage
that can be carried aboard an aircraft, bus, or train.

Another critical aspect to be considered related to the
linguistic context is the terminology associated with
a field or area of activity, aswell as the jargon or slang
vocabulary. For example, the term ‘FX’ may have no
meaning outside the medical activity but, within it,
could be revealing a health condition (bone fracture).

3. Information Revealed by the
Combination of Speech Elements and
Background Sounds

The combination of all different elements of the
user’s speech (message content, voice signal), togeth-
erwithbackgroundsounds,may increase theamount
of information provided by one or a fewwords alone
considerably, and provide additional information on
the context in which the speaker is interacting with
the voice-enabled system.

a. Context Provided by the Message as a Whole

The first source of information used to identify the
meaning behind one or a few words and to assess
whether private or sensitive information is being re-
vealed in the message in which these words are inte-
grated, is the context of the whole message. By

5 Nuance Communications, ‘Personalization & Contextualization:
Empowering content domains with Artificial Intelligence (AI)’
(Nuance, 9 May 2017) <https://www.nuance.com/con-
tent/dam/nuance/en_us/collateral/mobile/automotive/white-pa-
per/wp-personalization-en-us.pdf> accessed 13 December 2019
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analysing the content of the message as a whole,
words can be contextualised individually. This
knowledge facilitates the task of identifyingwhether
the meaning of a word has changed given the con-
tent in which it is being employed.

For example, thephrase ‘findan Indian restaurant’
could provide information about the preferences of
the user, which is not considered particularly sensi-
tive. However, the phrase ‘find a gluten-free restau-
rant’ would be providing much more sensitive infor-
mation as it may concern the speaker’s health.

However, it is challenging to identify loose or
siloed words as personal information (due to the dif-
ferent meanings they may have, the dependency on
the context, etc.). One possible approach to overcome
this issue could be to identify short phrases that may
lead to personal information.

b. Context Provided by the Voice

Together with the content of the message, the voice
itself can provide important information about the
speaker state (personal information) or a given situ-
ation (context).

The following example shows howvoice tonemay
help contextualise the message provided by the
speaker and extract additional information about its
meaning:
– The phrase ‘findme a place to buymypills’ togeth-

er with a voice tone suggesting a depressive state
or nervousness could be providing sensitive infor-
mation about the speaker’s mental health.

Voice tone could also be used to determine how the
speaker feels regarding a specific situation revealed
in the message, and his/her thoughts on concrete ac-
tion, a place, a product, etc. For example:
– If the speaker is dictating a voice note containing

the sentence ‘Auditorswill be really surprisedwith
such a good job made by the accounting manag-
er’, the recipient may be immediately aware of the
irony behind the message because he or she al-
readyknows the context behind it (eg. the account-
ingmanager is a disaster). On the contrary, people
unaware of the situation in the accounting depart-
ment may discover this just by the ironic tone of
the speaker.

Lastly, voice tone could also reveal information about
the situation the speaker is living when interacting

with the voice-enabled device. The following situa-
tion exemplifies this possibility:
– The phrase ‘I need a doctor, where is the closest

hospital?’ together with a concerned or nervous
tone, could reveal that the speaker is living a seri-
ous or life-threatening situation (eg. a domestic ac-
cident).

c. Context Provided by Background Sounds

Background soundsmayprovide additional informa-
tion about the context the speaker is in when inter-
acting with the voice-enabled system (eg his/her lo-
cation). The following situation exemplifies this pos-
sibility:
– The phrase ‘recommend me a playlist for travel-

ling’ together with the sound of an airport mega-
phone may reveal that the speaker was in the air-
port ready to travel at the moment of the interac-
tion. Sometimes, background sound could even re-
veal which airport (eg. an audible welcome mes-
sage from loudspeakers).

Background noise could also reveal information
about a given situation experienced by the speaker:
– If the speaker asks the device to call the police or

to send an officer to his/her address, and people
yelling or a glass break can be heard in the back-
ground, this could provide information to assess
a possible case of domestic violence.

VI. Towards Privacy Preservation

To offer a privacy-driven alternative to the classical
workflow, researchprojects suchasCOMPRISE (Cost-
effective, Multilingual, Privacy-Driven voice-enabled
Services), which has received funding from the Euro-
pean Union H2020 program, are aiming to deliver
fully privacy-by-designmethodology and tools to pro-
tect theusersofvoice-enabledsystems. In this respect,
the COMPRISE training branch aims to collect large-
scale in-domain speech and language data for multi-
ple languages and application domains and learn do-
main-specific personalised models from this data for
speech-to-text, spoken language understanding, and
dialogue management in a privacy-preserving way.
For this purpose, it relies on four research advances:
– The users’ speech and the transcribed text will be

transformed into ‘neutral’ data, in which the pri-
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vate information has been deleted or replaced in
a provable way before being sent to the cloud. To
properly develop this system, it must be capable
of identifying words that could be considered as
personal data and categorisation is therefore key.

– The neutral speech and text data will be weakly la-
beled by means of multiple automatic labelers in
order to perform weakly supervised learning. As
neutral data are continuously being collected from
the users, only a small portion of that data will be
human-labeled.

– User-independent speech and dialogue models
will be trained in the cloud to leverage the large
amounts of data required to achieve state-of-the-
art performance, and personalised to each user on
the user’s device.

Furthermore, other privacy-preserving speech and
language technologies andmethodologies have been
developed and implemented, such as6

– Partially/fully homomorphic encryption (HE): an
encryption technique that allows the performing
of calculations on encrypted data without having
to decrypt it

– Secure two-party computation (STPC): allows cal-
culations without revealing intermediate infor-
mation. To do this, two parties jointly operate a
computable function on two inputs, without mu-
tually revealing the value of their respective in-
puts

– Searchable encryption: enables a server to search
on a database of encrypted documents without
learning the client’s secret keys

– Functional encryption (FE): lets an authorized en-
tity evaluates the value of an encrypted function
on encrypted data and obtain the result in clear

– Hardware-assisted security: trusted execution en-
vironment, (eg. Intel SGX)

VII. Conclusions

After analysing how all different types of content, ei-
ther alone or in combination, could reveal personal
and sensitive information about the speaker, it can
be concluded that contextualisation can be used for
disambiguation between private and non-private in-
formation. Based on the fact that context itself sup-
ports personal data, the text could argue that one pri-
vacy driven way to perform such a disambiguation

task is to follow a workflow similar to the one in the
COMPRISE project described before.

The above leads to consider the possibility of:
– Neutralising the speaker’s voice, so no traits (eg.

general, physical, mental, etc.) could be identified
through it.

– Suppressing background sounds and noises so no
information on the speaker situation at the mo-
ment of the interaction could be revealed (eg loca-
tion).

– Suppressing words and phrases that could lead to
revealing personal information.

Theanalysis of contextmayhelp identifywhichword
or phrases containing personal information should
be neutralised. However, voice-enabled systems’
users are diverse, and privacy levels preferred may
vary from one person to another and from one con-
text to another.

For example, in medical environments, the use of
contextualization could facilitate the creationof apri-
vacy driven-voice enabled app that focuses on words
or expressions more likely to be used in this particu-
lar context, and that may reveal personal informa-
tion (eghealth-relatedwords/expressions).Again, the
level of privacy desired will depend on the needs of
the system’s users. In corporate environments, con-
textualization could allow the use of voice-enabled
systems to increase employee’s productivity (eg. re-
placing typing by dictation) without compromising
sensitive information on the company’s activities, as
devices would be capable not only of suppressing
word and phrases containing this information but al-
so background sounds and conversation that could
reveal information not intended by the employees.

Another examplewould be that a private usermay
not care for his or her information to be collected in
a domestic environment, as long as his or her kids
are not present. On the contrary, as just mentioned,
a voice-enabled system in a corporate environment
might be preferred to have strict privacy levels to
avoid sensitive information of the company to be
recorded. Contextualization could facilitate the de-
tection of private or personal information, allowing
users to select the levels of privacy they desire. Re-
search will have to continue in that direction.

6 Andreas Nautsch et al. ‘Preserving Privacy in Speaker and Speech
Characterisation‘ (2019) <https://www.sciencedirect.com/science/ar-
ticle/pii/S0885230818303875> accessed 13 December 2019


