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Abstract: Detecting changes in the eigenstructure of linear systems is a comprehensively
investigated subject. In particular, change detection methods based on hypothesis testing
using Gaussian residuals have been developed previously. In such residuals, a reference model
is confronted to data from the current system. In this paper, linear output-only systems
depending on a varying external physical parameter are considered. These systems are driven by
process noise, whose covariance may also vary between measurements. To deal with the varying
parameter, an interpolation approach is pursued, where a limited number of reference models
– each estimated from data measured in a reference state – are interpolated to approximate an
adequate reference model for the current parameter. The problem becomes more complex when
the different points of interpolation correspond to different noise conditions. Then conflicts may
arise between the detection of changes in the eigenstructure due to a fault and the detection
of changes due to different noise conditions. For this case, a new change detection approach is
developed based on the interpolation of the eigenstructure at the reference points. The resulting
approach is capable of change detection when both the external physical parameter and the
process noise conditions are varying. This approach is validated on a numerical simulation of a
mechanical system.

Keywords: Fault detection, changing process noise, subspace-based residual, model
interpolation, linear parameter varying systems

1. INTRODUCTION

Vibration-based damage monitoring of mechanical struc-
tures aims at detecting changes in the dynamical behavior,
and corresponds to detecting changes in the eigenstructure
of a linear time-invariant (LTI) system [Carden and Fan-
ning, 2004, Farrar and Worden, 2007]. When structures
under operation are monitored, several practical issues,
such as missing input signals and environmental variabil-
ity, affect the choice of the monitoring procedure. The
significance of environmental parameters, in particular of
the temperature to the monitoring problem is described
in [Sohn, 2007]. In order to handle such environmental
effects, several approaches are proposed, e.g. regression
analysis with respect to temperature effects [Peeters and
De Roeck, 2001] or novelty detection with definition of
the system under normalized reference conditions [Worden
et al., 2002, Cross et al., 2012].

Data-driven stochastic subspace-based algorithms have
shown to be appropriate for automated change detec-
tion, handling noise and uncertainties [Basseville et al.,
2000, Viefhues et al., 2018]. Based on measurements un-
der reference conditions of a structure, a reference null
space is computed that is confronted to measurements
of the test data in an asymptotic Gaussian residual and

evaluated by hypothesis testing. Exposed to temperature
changes, usually reference measurements at several refer-
ence temperatures are available. In this context, efforts
have been undertaken to account for the variation of the
temperature as an external parameter. Fritzen et al. [2003]
assume constant reference models on intervals around each
reference temperature. In [Balmès et al., 2008] a global
reference model is built by averaging over all the reference
measurements. Balmès et al. [2009] propose a statistical
rejection approach where the system model is extended by
a temperature effect model and corresponding sensitivities
are considered to reject temperature changes as nuisance.
In order to handle other environmental effects such as
changes in the process noise covariance, Döhler and Mevel
[2013], Döhler et al. [2014] introduced a robust formulation
of the subspace-based residual. However, this approach
still is sensitive to varying environmental parameters like
the temperature.

Systems that depend on an external (environmental) pa-
rameter and that are linear for any fixed working point of
this parameter, are well known in the concept of Linear
Parameter Varying (LPV) models [Toth, 2010, Moham-
madpour and Scherer, 2012]. Several system identification
approaches exist for LPV models [van Wingerden and
Verhaegen, 2009, Mercère et al., 2011, Lopes dos Santos



et al., 2012]. This paper focuses on local model methods
that are appropriate for the output-only state-space model
structure. In local model approaches interpolation is a
main issue. Besides methods that need coherence of the
interpolated models [De Caigny et al., 2014, Zhang and
Ljung, 2017], or address the interpolation of the output
signals [Zhu and Xu, 2008], in [Zhang, 2018] a direct model
interpolation of the local state-space models is proposed,
which avoids the step of making the models coherent.

In this paper a change detection approach for linear
systems subject to a combination of a varying external
(physical) parameter and changing process noise covari-
ance is proposed, inspired by the model interpolation ap-
proach in [Zhang, 2018]. A special application focus will be
on mechanical structures, exposed to ambient excitation
and temperature changes. On basis of [Zhang, 2018], in
[Viefhues et al., 2019] a model interpolation procedure for
the Hankel matrices of output covariances was derived.
This approach and its sensitivity to changes in process
noise covariance will be discussed first. Then a local model
interpolation approach based on the local reference eigen-
structures is developed for change detection at arbitrary
working points, making use of the eigenstructure indepen-
dence from the process noise covariance. The proposed
procedure allows robustness to the effects of the varying
external parameter as well as to changes in the process
noise covariance.

The continuous-time mechanical model and its corre-
sponding discrete time, linear time-invariant formulation
are given in Section 2, where also the basics for hypothesis
testing based on Gaussian residuals and subspace proper-
ties are recalled. The problem of changing conditions of the
external parameter and process noise covariance, and their
impact on the subspace residuals is expressed in Section 3,
where a robust interpolation method is proposed. Finally,
Section 4 presents the application of the method on a sim-
ulation of a mechanical system subject to changes in the
ambient excitation and to external temperature variations.

2. FAULT DETECTION METHODOLOGY

2.1 State-space representation of mechanical systems

Let a linear time-invariant mechanical structure be af-
fected by a scheduling parameter P that varies over time,
such as the temperature. The vibration behavior at each
working point Pj of that parameter can be described as a
time-invariant system in continuous time t by

Mj z̈j(t) + Cj żj(t) + Kjzj(t) = νj(t), (1)

where vector zj(t) ∈ Rm contains the displacements at m
degrees of freedom, and Mj , Cj and Kj ∈ Rm×m are the
mass, damping and stiffness matrices. The excitation of
the system νj(t) is assumed to be unknown.

To motivate such modelling, assume there exists a re-
lation between some physical parameter P and the set
(M,C,K). For example, it is known that the ambient
temperature has a direct influence on the stiffness K
[Balmès et al., 2009]. Thus, in general, any working point
Pj corresponds to a set (Mj ,Cj ,Kj).

A discrete time-invariant state-space representation of the
above mechanical structure valid at the j-th working point

and sampled at time instants t = kτ can be written as
[Juang, 1994] {

xj,k+1 = Ajxj,k + wj,k
yj,k = Cjxj,k + vj,k,

(2)

where xj,k ∈ Rn is the state vector and yj,k ∈ Rr the
corresponding output vector measured at r sensors, and
n = 2m is the model order. Aj and Cj denote the state
transition and the observation matrices with

Aj = exp

([
0 I

−M−1
j Kj −M−1

j Cj

]
τ

)
∈ Rn×n

Cj =
[
Ld − LaM−1

j Kj Lv − LaM−1
j Cj

]
∈ Rr×n ,

where Ld, Lv, La ∈ {0, 1}r×m are selection matrices de-
pending on the positions and types of sensors. The process
noise wj,k of the output-only system is unknown and as-
sumed to be white noise with constant covariance for each
dataset, but possibly different covariance between different
datasets, and vj,k denotes the measurement noise.

Let θ be a system parameter vector, which describes the
properties of the dynamical system (1) or (2) completely.
For mechanical systems, an adequate parameterization
may be the eigenstructure, or the collection of physical
parameters like element masses and stiffnesses. In the
(unfaulty) reference state the system parameter is assumed
to be θj,0 for each working point Pj , and changes in the
system will be reflected in changes of the system parameter
vector θ 6= θj,0.

2.2 Data-driven residual function for fault detection

A stochastic subspace-based fault detection method for
detecting changes in θ has been proposed in [Basseville
et al., 2000]. From N data samples of the output signal in
the reference state Yj,N = {yj,1, yj,3, ..., yj,N}, the output

covariances Rj,i = E(yj,k+i y
T
j,k) = CjA

i−1
j Gj , Gj =

E(xj,k+1 y
T
j,k) are computed. Consequently, the block Han-

kel matrix Hj ∈ R(p+1)r×qr of the output covariances

Hj
def
=


Rj,1 Rj,2 . . . Rj,q
Rj,2 Rj,3 . . . Rj,q+1

...
...

. . .
...

Rj,p+1 Rj,p+2 . . . Rj,p+q

 def
= Hank(Rj,i) , (3)

is defined, which is related to the system matrices Aj
and Cj and thus to the system parameter θ thanks to
its factorization property

Hj = OjCj (4)

into observability and controllability matrices

Oj =


Cj
CjAj

...
CjA

p
j

 and Cj =
[
Gj AjGj . . . A

q−1
j Gj

]
. (5)

Considering the left null space S(θj,0) of the block Hankel
matrix, it holds

S(θj,0)THj = 0, S(θj,0)TOj = 0. (6)

Based on this property, a residual function ζ is computed
from the left null space and a current data set Yj,N as

ζ(θj,0,Yj,N )
def
=
√
N vec(S(θj,0)T Ĥj), (7)



where Ĥj = Hank(R̂j,i), R̂j,i = 1
N

∑N
k=1 yj,k+i y

T
j,k ob-

tained as a consistent estimate from the testing data. The
expectation of (7) when using testing data from systems
operating at parameter θ is

Eθ(ζ(θj,0,Yj,N )) = 0 iff θ = θj,0. (8)

The asymptotic approach for change detection [Benveniste
et al., 1987] is used for a statistical evaluation of the
residual in (7). With the close hypotheses

Hj
0 : θ = θj,0 (reference system),

Hj
1 : θ = θj,0 + δj/

√
N (faulty system),

(9)

the central limit theorem applies for the residual [Bas-
seville et al., 2000] and for N →∞ it holds

ζ(θj,0,Yj,N ) −→
{
N (0,Σj) under Hj

0

N (Jj δj ,Σj) under Hj
1

(10)

where the vector δj is unknown but fixed and Jj denotes
the sensitivity of the residual with respect to the system
parameter θ evaluated at θj,0 [Döhler and Mevel, 2013]. Σj
is the residual covariance. A faulty system is hence char-
acterized by a deviation of the residual mean from zero.

To test if the residual in (10) corresponds to the reference
system with θ = θj,0 or to the faulty system with θ 6= θj,0,
the corresponding generalized likelihood ratio (GLR) test
writes [Basseville, 1997]

tj = ζTj Σ−1
j Jj(J

T
j Σ−1

j J
T
j )−1J Tj Σ−1

j ζj , (11)

where ζj = ζ(θj,0,Yj,N ). The test statistic is asymptoti-
cally χ2-distributed with non-centrality parameter δTj Fjδj
in the faulty state, where Fj = J Tj Σ−1

j J Tj is the Fisher in-
formation. Hence, a threshold can be set to decide between
reference and faulty states.

3. FAULT DETECTION OF SYSTEMS UNDER
CHANGING CONDITIONS

3.1 Motivation

When it comes to fault detection in LPV systems, the vari-
ation of the scheduling parameter itself leads to changes in
the system’s dynamical characteristic. Consider a system
with a scheduling parameter P that is different from the
known working points Pj , j = 1, . . . , u, for which data from
a reference state is available. In this case, possibly none
of these working points describes an appropriate reference
state for the new working point P , and the above described
fault detection methodology will be inadequate for any j.
The basic idea of the proposed fault detection approach is
to obtain a well fitting reference null space

S(θ0(P )) (12)

for the given parameter P by using interpolation.

3.2 Local model interpolation of LPV systems with constant
process noise

In [Zhang, 2018] a local model interpolation approach
for LPV systems is proposed, where a large global state-
space model is built from local models, defined from data
measured at u given working points of the scheduling

parameter. For any parameter value P , the global model
is defined as

xk+1 = A xk + wk

yk
def
= C(P )xk + vk ,

(13)

where

A
def
=

A1

. . .
Au

 , xk def
=

x1,k...
xu,k

 , wk def
=

w1,k

...
wu,k

 ,
C(P )

def
= [ρ1(P )C1 · · · ρu(P )Cu] ,

vk
def
=

u∑
j=1

ρj(P ) vj,k(t) .

The weighting functions ρj(P ) can be chosen e.g. as bell-
shaped functions, when a section-wise approximated linear
effect of the scheduling parameter can be assumed. The
function is then centered at P , yielding

u∑
j=1

ρj(P ) = 1 (14)

for any P , and 0 ≤ ρj(P ) ≤ 1. On the basis of this in-
terpolation approach, an appropriate null space S(θ0(P ))
can be obtained as follows. This null space should be
the left null space of the Hankel matrix H(P ) of output
covariances at the working point P in the reference state.
The output covariances Ri(P ) = E(yk+iy

T
k ) of system (13)

yield [Viefhues et al., 2019]

Ri(P ) = C(P )Ai−1G(P )

=

u∑
j=1

ρ2j (P )CjA
i−1
j Gj =

u∑
j=1

ρ2j (P )Rj,i ,
(15)

with G(P ) =
[
ρ1(P )GT1 . . . ρu(P )GTu

]T
. This leads to the

interpolated Hankel matrix

H(P ) =

u∑
j=1

ρ2j (P )Hj . (16)

FromH(P ), the interpolated reference null space S(θ0(P ))
can be recovered with a singular value decomposition.
The residual ζ(θ0(P ),YN (P )), which uses the interpolated
reference null space and a current data set at parameter
P , then writes as

ζ(θ0(P ),YN (P ))
def
=
√
N vec(S(θ0(P ))T Ĥ(P )) (17)

In the statistic test, the covariance Σ(P ) of the residual
ζ(θ0(P ),YN (P )) is computed anew for a given P from the
data covariances of the test dataset YN (P ). The central
limit theorem should apply for the residual,

ζ(θ0(P ),YN (P )) −→
{
N (0,Σ(P )) under HP

0

N (δP ,Σ(P )) under HP
1 ,

(18)

where HP
0 and HP

1 are properly defined with respect to
damage δP and P . For this residual, no sensitivity is
computed, which is not preventing to detect a change in
the mean of the designed residual, and the GLR melts
down to

tP = ζT (Σ(P ))−1ζ. (19)

This local model interpolation is valid only if constant
process noise covariance can be assumed at the differ-
ent working points Pj in the reference state, otherwise



the output interpolation in (13) would not be coherent.
Then, datasets from reference working points under low
process noise covariance would be considered less in the
interpolation compared to datasets under high process
noise covariance, since the weightings ρj(P ) only take into
account the parameters Pj and P . Thus, the interpolation
of the output covariances in (16) will not be successful for
the definition of a meaningful left null space S in this case.

3.3 Model interpolation robust to changes in the process
noise covariance

Inspired by the local model interpolation method in
[Zhang, 2018], a fault detection method for linear param-
eter varying systems with changes in the process noise
covariance at different working points is developed.

Instead of computing S(θ0(P )) on the interpolated Hankel
matrix H(P ) to satisfy the condition S(θ0(P ))TH(P ) ≈ 0
in the reference state, we propose to compute an inter-
polated parametric observability matrix O(θ0(P )), having
the analogous property S(θ0(P ))TO(θ0(P )) ≈ 0 in the
reference state, see (6). To this end, the eigenstructure of
the system is identified at each reference working point Pj ,
since the observability matrix O(θj,0) is fully defined from
it. Moreover, the eigenstructure is a canonical parameter-
ization that can be easily interpolated between different
working points, and its estimates are independent from
the process noise covariance.

For each working point Pj , the eigenstructure is defined
as the collection of eigenvalues λj,l of Aj and observed
eigenvectors ϕj,l with

Aj φj,l = λj,l φj,l , l = 1, 2, ..., n (20)

ϕj,l = Cj φj,l , l = 1, 2, ..., n. (21)

They can be estimated from the output data e.g. with
subspace-based system identification [Van Overschee and
De Moor, 1996]. For simplicity of notation, assume that the
system parameter θ itself consists of the eigenstructure, i.e.
at the working points in the reference state it yields

θj,0
def
=

[
Λj

vec(Φj)

]
where Λj = [λj,1 λj,2 . . . λj,n]T , Φj = [ϕj,1 ϕj,2 . . . ϕj,n].

To obtain the interpolated reference parameter θ0(P ) at a
new working point P from θj,0, j = 1, . . . , u, it has first
to be made sure that the estimated observed eigenvectors
have a comparable scaling, since they can only be identified
up to a constant. Assuming small eigenstructure changes
between the different working points, a coherent scaling
can be obtained with respect to one chosen reference
working point j∗ by finding the scaling factors αj,l ∈ C
such that

αj,lϕj,l ≈ ϕj∗,l , for j = 1, ..., u , l = 1, . . . , n,

thus

αj,l =
ϕHj,lϕj∗,l

ϕHj,lϕj,l
. (22)

Finally, the eigenstructure can be interpolated for a given
scheduling parameter value P as

θ0(P ) =

u∑
j=1

ρj(P ) θj,0. (23)

From θ0(P ), the parametric observability matrix O(θ0(P ))
can be computed [Döhler et al., 2014] and its left null
space S(θ0(P )) can be recovered with a singular value
decomposition such that

S(θ0(P ))TO(θ0(P )) = 0. (24)

The underlying interpolation is independent from the
process noise covariance in the reference state, since the
eigenstructure estimates at the working points Pj are
not affected, while the matrices Hj in (16) are. This
leads to the residual for linear parameter varying systems
ζ(θ0(P ),YN (P )) that is robust to process noise changes,
and the corresponding hypothesis test can be derived
similarly as in (19), based on the asymptotic properties
in (18). Notice that here the covariance Σ(P ) has to be
computed on the test data, i.e. on YN (P ), due to possible
changes in the noise properties.

4. NUMERICAL APPLICATION

The developed robust fault detection method is applied to
the eight mass-spring-damper system in Figure 1, where
the masses m and stiffnesses k are defined as mi = 1,
ki = 200 for i = 1, 3, 5, 7, and mi = 2 and ki = 100 for
i = 2, 4, 6, 8. All modes have a damping ratio of 2%. A fault
of the system is simulated as a decrease of stiffness by 2%
at all elements. The varying parameter of the system is the
temperature. An increase in temperature results in a non-
linear decrease of the stiffness, similar to considerations in
[Bhuyan et al., 2019].

m1

k1
m2

k2
m3

k3
m8

k8
m7

k7k4

…

d d d

Fig. 1. Mass-spring-damper system.

The system excitation is modeled by a Gaussian white
noise input signal at input positions located at masses
m1,m3,m5, and m7. Changes in the process noise are
considered by varying randomly the covariance of the
excitation. The output signal is recorded at four displace-
ment sensors, located at the input positions. The signal is
sampled with 10 Hz, and white measurement noise with
5% standard deviation of the output is added. 160000
sampling points are considered to built the block Hankel
matrices at each working point, that is at each reference
temperature, for the computation of the interpolated ref-
erence null space S. The output signals for the tests are
simulated with 200000 data points.

In the following two examples, the test statistic is calcu-
lated for testing temperatures between 0◦C and 20◦C, both
for the system in reference and faulty states.

Firstly, the process noise covariance is assumed to be con-
stant. The influence of the varying temperature parameter
is illustrated in Figure 2. The left plot shows the test
values t from (19), when all the reference output data
is recorded at a reference temperature 10◦C. Thus, the
computed reference null space only fits to monitoring data
from this reference temperature. For unchanged systems at
other temperatures, this leads to higher test values due to
system change, leading to false alarms. On the other hand,
the test statistic of the faulty system at temperatures
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Fig. 2. Test statistic for varying parameters and constant
process noise covariance: conventional computation
(left) and local model interpolation algorithm from
Section 3.2 (right).

below the reference temperature of 10◦C is lower than the
values of the reference state, leading to false negatives,
while it is above the values of the reference state at higher
temperatures. This phenomenon can be explained from the
similar effects of temperature and damage to the mechan-
ical system, since both change the stiffness. Consequently,
it is not possible to define a reasonable threshold between
the values of the reference and faulty state due to the
varying temperature parameter.

For this LPV system, the application of local model in-
terpolation from Section 3.2 allows for computation of an
adequate reference for each testing temperature. In the
reference state output data is recorded at five reference
temperatures 0, 5, 10, 15, and 20◦ C. The weighting func-
tion is chosen to be a centered Gaussian function with
standard deviation of 10/3. The interpolated reference left
null space from (16) is computed for the temperature in
the test state and confronted to the test data by using
(17). The data covariance matrix Σ is built directly in the
test state from the test data.

The test values of the local model interpolation approach
(Figure 2, right) increase slightly with the temperature,
having some variation between the reference working
points. It can be concluded that the effect of the temper-
ature parameter on the output covariances is not linear.
Still, the interpolated reference seems to fit quite well for
all testing temperatures, as the test values for the reference
and the faulty system are clearly separated.

The previous results apply when the process noise covari-
ance is constant for the working points of the reference
state. In real applications in the structural engineering
field this may not hold. Figure 3 illustrates the effect, when
the standard deviation of the excitation in the reference
state at 10◦C is changed from 1 to 0.2, and the standard
deviation of the excitation in the test state is uniformly
randomly varied between 1 and 10 for each input. In this
setting no successful fault detection is possible, since the
test statistics of the reference and faulty states cannot be
separated. The interpolation of output data from a system
with changing excitation properties is indeed not valid and
leads to inadequate reference null spaces.

This problem can be overcome by means of the developed
method robust to changing process noise covariance in
Section 3.3, which uses the interpolated eigenstructure of
the system. With data recorded at the five reference tem-
peratures, the five sets of temperature depending system
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Fig. 3. Test statistic for local model interpolation approach
from Section 3.2 with changes in the process noise
covariance.
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Fig. 4. Test statistic for varying parameters using the
interpolated eigenstructure with the algorithm of Sec-
tion 3.3, for constant process noise covariance (left)
and changing process noise covariance (right).

parameters are recovered with stochastic subspace-based
system identification [Van Overschee and De Moor, 1996].
The identified observed eigenvectors (mode shapes) are
scaled to the mode shape at temperature 10◦C, and in-
terpolated for the temperature in the test state with (23).
The weighting function is chosen as above. The observ-
ability matrix O(θ0(P )) is computed on the interpolated
eigenstructure to finally obtain the reference null space for
the testing temperature with a SVD, see (24).

Figure 4 (left) shows the test values of the LPV system for
the interpolated eigenstructure when no changes in the
process noise covariance occur. The unchanged and the
changed system state can be clearly identified. Compared
to the local model interpolating approach in Figure 2
(right), the test values are more stable, at the price of the
additional system identification at the reference working
points. It seems indeed that the varying temperature pa-
rameter affects the eigenstructure approximately linearly
locally for the considered temperatures in the test states.

When considering changes in the process noise covariance
(Figure 4, right), those changes are reflected in the vari-
ance of the test values in the unchanged and in the faulty
system. The standard deviation is of about 30% of the
mean test value. The different system states again are well
separated and fault detection is successful.

5. CONCLUSION

In this paper, a fault detection method for linear systems
has been proposed to handle nuisances regarding changes
of the process noise covariance as well as changes of an
external physical parameter. The main difference between
both nuisances is the availability of measurements of the
physical parameter, which allows to build a collection



of reference states at different physical working points.
The proposed method interpolates the eigenstructure of
the linear system at any working point based on the
values of the physical reference points, and allows also
to be robust to changes in the process noise statistics.
The robustness towards process noise changes has become
possible by system identification in the reference state for
the set of physical reference points in order to retrieve the
eigenstructure, however no further system identification is
necessary on the test data.

Besides application to real data, future work includes the
consideration of the uncertainty of the estimates in the
reference state, similarly as in [Viefhues et al., 2018].
Moreover, the sensitivity J (P ) will be evaluated by in-
terpolating the eigenstructure for any given value of P in
order to perform fault isolation.
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É. Balmès, M. Basseville, L. Mevel, and H. Nasser. Han-
dling the temperature effect in vibration monitoring of
civil structures: A combined subspace-based and nui-
sance rejection approach. Control Engineering Practice,
17(1):80 – 87, 2009.

M. Basseville. Information criteria for residual generation
and fault detection and isolation. Automatica, 33(5):
783–803, 1997.

M. Basseville, M. Abdelghani, and A. Benveniste.
Subspace-based fault detection algorithms for vibration
monitoring. Automatica, 36(1):101–109, 2000.

A. Benveniste, M. Basseville, and G.V. Moustakides. The
asymptotic local approach to change detection and
model validation. IEEE Transactions on Automatic
Control, 32(7):583–592, 1987.

M. Bhuyan, G. Gautier, N. Le Touz, M. Döhler, F. Hille,
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tion of temperature effects on damage detection within
a smart structure concept. In Proc. 4th International
Workshop on Structural Health Monitoring, page 1530
– 1538, Stanford, CA, USA, 2003.

J.-N. Juang. Applied System Identification. Prentice Hall,
Englewood Cliffs, NJ, USA, 1994.

P. Lopes dos Santos, T.P.A. Perdicoulis, C. Novara, J.A.
Ramos, and D.E. Rivera. Linear Parameter-Varying
System Identification. World Scientific Publishing Com-
pany, New Jersey, 2012.

G. Mercère, H. Palsson, and T. Poinot. Continuous-time
linear parameter-varying identification of a cross flow
heat exchanger: A local approach. IEEE Transactions
on Control Systems Technology, 19(1):64 – 76, 2011.

V. Mohammadpour and C. Scherer. Control of Linear
Parameter Varying Systems with Applications. Springer,
New York, 2012.

B. Peeters and G. De Roeck. One-year monitoring of the
Z24-bridge: environmental effects versus damage events.
Earthquake Engineering & Structural Dynamics, 30(2):
149–171, 2001.

H. Sohn. Effects of environmental and operational vari-
ability on structural health monitoring. Philosophical
transactions. Series A, Mathematical, physical, and en-
gineering sciences, 365(1851):539 – 560, 2007.

R. Toth. Modeling and identification of linear parameter-
varying systems. Lecture notes in control and informa-
tion sciences. Springer, Germany, 2010.

P. Van Overschee and B. De Moor. Subspace Identification
for Linear Systems: Theory, Implementation, Applica-
tions. Kluwer, Dordrecht, The Netherlands, 1996.

J.W. van Wingerden and M. Verhaegen. Subspace iden-
tification of bilinear and LPV systems for open- and
closed-loop data. Automatica, 45(2):372 – 381, 2009.
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