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Abstract—This paper adresses static resource allocation
problems for irregular distributed parallel applications.
More precisely, we focus on two classical tiled linear algebra
kernels: the Matrix Multiplication (MM) and the LU decom-
position (LU) algorithms on large linear systems. In the
context of parallel distributed platforms, data exchanges
can dramatically degrade the performance of linear algebra
kernels and in this context, compression techniques such
as Block Low Rank (BLR) compression techniques are good
candidates both for limiting data storage on each processor
and data exchanges between processors. On the other hand,
the use of BLR representation makes the static allocation
problem of tiles to processors more complex. Indeed, the
load associated to each tile depends on its compression
factor, which induces an heterogeneous load balancing
problem. In turn, solving this load balancing problem
optimally might lead to complex allocation schemes, where
the tiles allocated to a given processor are scattered all
over the matrix. This in turn induces communication costs,
since matrix multiplication and LU decompositions heavily
rely on broadcasting operations along rows and columns of
processors, so that the communication volume is minimized
when the maximal number of different processors on any
row and column is minimized. In the fully homogeneous
case, 2D Block Cyclic (BC) allocation solves both load
balancing and communication minimization issues simul-
taneously, but it might lead to bad load balancing in the
heterogeneous case. Qur goal in this paper is to propose
data allocation schemes dedicated to BLR format and to
prove that it is possible to obtain good performance on
makespan when simultaneously balancing the load and
minimizing the maximal number of different processor in
any row or column.

Index Terms—Load Balancing, Linear Algebra, Com-
pression, BLR, Bock Cyclic, Randomized Algorithms

I. INTRODUCTION

In this paper, we consider the implementation of
several linear algebra operations on CPU and GPU
platforms where the matrix is described in a compressed
form in BLR (Block Low Rank) format. Indeed, many of
the time-consuming tasks performed on supercomputers

Lionel Eyraud-Dubois
Inria Bordeaux Sud-Ouest
University of Bordeaux
Talence, France
Lionel.Eyraud-Dubois @inria.fr

Mathieu Verite
Inria Bordeaux Sud-Ouest
University of Bordeaux
Talence, France
Mathieu. Verite @inria.fr

are linear algebra operations. With the advent of multi-
core architectures and massive parallelism, it is therefore
particularly interesting to optimize and understand their
parallel behavior. In this paper, we consider the prob-
lems of Cholesky factorization, LU factorization and the
matrix product. Recently, these problems have received
particular attention, especially because they are used
to validate the behavior of runtime schedulers [3], [9],
[32], [37]. For instance, tiled Cholesky factorization has
been considered in StarPU [8], [21], SMPSs [34], and
DAGuE [16]. In practice, the kernels that we consider
in this paper have been implemented in Dense Linear
Algebra state of the art libraries, such as Chameleon [2],
DPLASMA [15], PLASMA [17]. Recently, the prac-
tical design of good static schedule for heterogeneous
resources has been considered in [4] and extensions to
sparse matrices [29] have also been proposed.

Today, it is acknowledged that storing and moving
data across a distributed platform limit the performance
of linear algebra algorithms. In this context, alternative
approaches have been proposed to store data, in particu-
lar using the opportunity of representing the matrix in a
compressed form. For example, the H-matrix representa-
tion introduced in [27] and is now widely used to reduce
storage costs and also execution time significantly. For
instance, it is known [25] that in the context of LU-
factorization, the number of floating point operations can
be reduced from ©(2/3n3) to O(nk?log®n), where k
is a parameter that represents the compression that can
be achieved. Recently, these techniques have also been
extended to sparse matrices [23], [35].

Complementary approaches, that avoid issues related
to complex and irregular data accesses induced by H-
matrix representation, have been proposed. Block Low
Rank (BLR) decompositions have been advocated for
instance for multi-frontal methods [33] or finite-element



matrices [5]. In BLR decompositions, matrices are rep-
resented as regular tiled matrices, except that each block
is represented using a low rank decomposition (when
possible). Another approach is lattice H-matrices [38].
The work in [19] follows the same line of research. In
all cases, the idea is increase simplicity and to keep a
high compression ratio, even at the price of a slight
increase in the flop complexity. Indeed, keeping the
regular tiled structure makes it possible to use directly
runtime schedulers, that have proven their efficiency
in making use of heterogeneous resources, at least at
the level of a single computing node consisting of one
multicore CPU and several accelerators [2].

When considering more distributed platforms, typ-
ically consisting in several such nodes, the problem
of reducing communications and therefore to compress
involved matrices, becomes even more crucial. Indeed,
it has been proved [3], [4] that, at the level of a single
heterogeneous node, basic dynamic runtime schedulers
are such as [8] are in general enough to produce a
schedule where communications can be overlapped by
computations, provided that the tile size is large enough.
This property does not hold true anymore when con-
sidering distributed nodes, since moving tiles across the
network is a costly operation, both in terms of time and
memory. In this context, it has been proved in [2] that
in the case of distributed memory platforms, a careful
static distribution of the tiles is crucial.

In this context, our general goal in the present pa-
per is to propose static allocation schemes that are
adapted to BLR matrices for Matrix Multiplication and
LU Factorization kernels in the context of a platform
consisting of a set of distributed memory nodes. These
static distributions should be able to
(1) balance the load between the different nodes, knowing
the relative weight of each tile, related to the rank of its
low rank decomposition in the BLR format. Note that
in this context, balancing the load is closely related to
balancing the memory needs on each node.

(il) minimize the volume of communications between
nodes and minimize the number of communications
between nodes. Since we consider applications where
most of the communications are based on broadcasts
among the nodes that share the same row or the same
column of tiles, we will bound the maximal number of
participating nodes in each row/column.

In all cases, the achieved makespan, i.e. the time to
completion, will be used as a metric to evaluate the
quality of data distribution schemes.

The rest of paper is organized as follows. In Section II,

we review the related work related to packing problems
with additional constraints, heterogeneous partitioning
problems arising in linear algebra and practical solutions
used in the case of compressed matrices. Then, we for-
malize the platform model and the linear algebra kernels
that are used throughout the paper in Section III. The
strategies to minimize makespan are described in Sec-
tion IV and experimental results are given in Section V.
Then, Section VI is dedicated to the detailed analysis of
Block Cyclic based solutions. A last, concluding remarks
and perspectives are proposed in Section VII.

II. RELATED WORK
A. Heterogeneous Load Balancing in Linear Algebra

The dual problem of the one we address in this paper,
ie. how to allocate dense homogeneous matrices to
heterogeneous resources while minimizing communica-
tions, has been considered in the literature. For example,
in the context of matrix multiplication, the problem of
partitioning a matrix between heterogeneous resources
has been modeled by Kalinov et al. [31] as the problem
of partitioning a square into fixed area rectangles while
minimizing the sum of the perimeters of these rectangles.
Since then, numerous works have successively improved
the approximation ratio of this NP-Complete problem,
which are summarized in a recent survey paper [10]. In
a more formal way, but in a homogeneous framework,
the problem of communication minimization associated
with the matrix product, considered as a cube instead of
a square, has been considered by [28] and in the devel-
opment of communication avoiding algorithms [36].

A closely related problem is the one of allocating
a sparse matrix to a set of homogeneous processors
in order to balance the load between processors while
keeping a regular allocation structure has been intro-
duced by F. Manne et al. under the name of rectilinear
partitioning or generalized block distribution in [26] and
is still the object of an active literature [39]. In rectilinear
partitioning, the problem consist in partitioning the rows
and the columns into groups, the intersection between
a group of columns and a group of rows being in turn
assigned to a given processor. In this context, the main
goal is to build groups such as the load (i.e. the number
of non-zero elements allocated to a processor) is well
balanced.

B. Cholesky Factorization with BLR Format

Numerical Linear Algebra techniques are at the core
of many intensive scientific applications requiring large
linear system resolution. In this context, state-of-the-
art methods are based on using efficient linear algebra



kernels under task-based runtime systems for scheduling.
In [7] the authors detail techniques to perform the
Cholesky factorization of matrix which off-diagonal tiles
are compressed; the underlying linear system arises from
Boundary Elements Methods (BEM) applied to wave
propagation modeling. The proposed implementation for
a distributed memory platform makes use of plain 2D
block cyclic method to allocate tiles to processors,
which is expected to balance the workload associated to
each processor while reducing the number of processors
involved in each data transfer, thus allowing a better
overlap of communications by computations.

2D block cyclic method has been proven to achieve
optimal load balancing between resources in the dense
case [14] and is the only allocation rule implemented in
historical ScaLAPACK library. In the field of weather
forecast, maximum-likelyhood estimation method re-
quires the resolution of large scale linear systems. In [1]
the authors propose a Cholesky decomposition of a ma-
trix whose tiles are compressed using BLR format. Since
full rank diagonal tiles are associated to longer work
time, they are treated specifically to ensure better load
balancing between processors, in distributed platforms
implementation. The proposed hybrid tiles to processors
allocation method, detailed in [18], is a round robin
allocation for diagonal tiles and a 2D block cyclic for
off diagonal ones.

C. Bin Packing Problems

The optimization problem considered in this paper can
be considered as a bin packing problem, where tiles
of the matrix are items to be packed into the differ-
ent processors, considered as bins. Considerations on
limiting communications lead use to include additional
constraints on the feasible packings, with a limit on
the number of processors alloted to a given row or
column. This can be seen as a generalization of some
related literature on bin packing: bin packing with class
constraints [22], [30], in which there is a limit to the
number of classes allowed in a bin, and bin packing
with minimum color fragmentation [12], in which the
number of bins containing a given class is limited.
Since we consider both rows and columns, our case is
a two-dimensional version of these problems, however
the techniques developed in these papers can not be
generalized to our context.

III. MODEL AND NOTATIONS
A. Notations

Let us consider a matrix A of size N x N, divided
in n? tiles of size n, x n, where n = N/n,. We

consider that ny, is fixed, typically so that the granularity
of resulting tasks is large enough for a computing node
consisting of several GPUs, and small enough so as to
be able to balance the load.

For any (i,7) € [1; N]? the tile in position (4, j) will
be denoted by A; ;. Following BLR format, we assume
that each tile is represented as a (low) rank matrix,
i.e. that Vi, j, 3dn;; € N* and two rectangular matrices
Ui j, Vi ; of respective size ny X m; ; and n; ; X ny, such
that Ai,j ~ Ui,j‘/i,j-

The ratio d; ; = "n—b] can be seen as the density of
the tile in position (i,7) and is denoted by d[i,j]. In
what follows, if the cost of an operation on a dense full
rank tile is C, we assume that the cost of the associated
operation on A; ; is d[i, j]C, except in the simulations
where we will consider the actual costs.

Concerning the computing platform, we assume that
it consists into P identical (homogeneous) processors,
that can in turn consist in several resources such as
accelerators. Our goal is to allocate the set of tiles
A; ; onto these P distributed memory processors while
minimizing data exchanges between processors. On each
given processor, we assume that a runtime scheduler
such as StarPU [8], [21] is used to actually map ele-
mentary tasks to resources. Note that once tile A; ; is
allocated to processor P, then Py will be responsible
for all the tasks that modify the value of tile A4;; and
that P, will receive the other input tiles if it does
not hold them locally. This assumption concerning the
organization of computations is classic and all libraries
such as Chameleon [2] or DPLASMA [15] rely on the
same model. For both LU factorization (LU) or Matrix
Multiplication (MM), we seek to find a static allocation
of tiles to resources that minimizes the total makespan
of the kernel.

B. Matrix Multiplication

Let us consider a square matrix A of N x N tiles,
where the size of tile A; ; is ny x ny, and let us assume
that we want to compute C' = AA”. In order to compute
C, we rely of a variant of Canon’s algorithm [24]
adapted to low rank representation. More specifically,
the algorithm consists in N stages. During stage k, all
block matrix multiplications of type C; j+ = A; p Ak ;
are performed. In a distributed implementation, the data
distribution for A and C are the same and in terms of
computations, at stage k, the processor in charge of A; j,
tile for any value ¢ broadcasts A;j to the processors
that are in charge of C;; (we will denote them as the
processors of its row of processors) and the processor in
charge of Ay, ; tile for any value j broadcasts Ay, ; to the



processors that are in charge of C; ; (we will denote them
as the processors of its column of processors). Therefore,
at each stage, exactly one broadcast takes place in each
row and each column of processors.

C. LU Factorization

Let us consider a square matrix A of N x N tiles,
where the size of tile A;; is np x n,. We consider
the textbook right looking variant of LU decomposition
described in [24]. The algorithm consist in N stages
and each step can itself be decomposed in 4 steps. All
operations are performed in-place and each operation
therefore replaces one of its entries by its output. For the
sake of simplicity, we will denote the block in position
i,7 of the resulting matrix by A; ;, even if it is not a
block of the initial input matrix A. During stage k, the
tiled LU decomposition algorithm (i) computes the LU
decomposition of the tile in position k, k using GETRF
LAPACK operation, (ii) then updates the tiles in column
k (with L) and the tiles in row k (with Uy), using the
factors Lj; and U} (produced by the previous GETRF
operation) and TRSM LAPACK operation and then (iii)
updates the remaining blocks of A in the lower right
corner with respect to the block row and column panels
(just computed with TRSM operations) using GEMM
LAPACK operation. The set of operations, together with
their dependences, are depicted in Figure 1. Let us
first remark that only the edges depicted in Figure 1
correspond to actual data dependencies, and that above
presentation, based on stages, in only used for the sake of
simplicity. Indeed, one of the level 1| GEMM operation
(the one that correspond to the lower right corner) does
not have to be performed before the GETRF and and
the TRSMs of stage 2, even on this small example.
If we now consider a distributed setting, in terms of
communications, all operations correspond to broadcast
operations. Indeed, at each stage, the block produced by
the GETRF operation is broadcasted along the kth row of
processors and the the kth column of processors. Then,
the blocks produced by the TRSM operations are then
broadcasted, either in their respective row or column of
Pprocessors.

D. Constraints

Regarding the communication model, we assume that
the bandwidth of the links between processors is not
large enough for purely dynamic allocation strategies to
be able to overlap communications and computations.
Therefore, it is crucial to minimize the overall volume
of communications. In the applications described in
Section III-B and Section III-C, communications consist

Fig. 1: Task graph of the LU decomposition for a 3 x 3
matrix

in broadcast operations performed on the processors
allocated to the same rows and columns of the matrix.
In this context, a crucial metric for performance is to
minimize the number of different processors in the same
row or column. Indeed, let us consider a broadcast
operation of a message of size S performed on a row
of size N, but with only n, different processors in the
same row. Then, the broadcast requires the transmission
of exactly (n, —1)S bits (S bits per unique processor)
and the duration can even be reduced to order logn,
when using a diffusion tree. It is therefore crucial to
minimize n, in order to minimize the volume of data
transmitted over the network.

In the 2D block-cycling case with P processors, the
solution consists in creating a virtual grid of v Px+/P =
P processors, which define v/P row and column types.
Then, the different row (resp. column) types are allocated
in a round robin fashion to the rows and columns of
the matrix. Considering the total load £, such allocation
scheme leads to perfect load balancing between proces-
sors if the processing costs of the different tasks are
homogeneous since (i) if v/P and N/v/P are integers,
then each processor receives a load equal to £/P (ii) a
solution in which each row and each column would have
strictly less than /P processors cannot achieve perfect
load balancing.

In the case where the workloads associated to the
different tiles are heterogeneous, as in the context of
this paper where compression is used, the solution is
more complex. Indeed, if the workload of each tile is
weighted, trying to balance the loads among processors
(which is a hard NP-difficult problem) is likely to yield
an allocation such that some rows or columns featuring
all processors. This would in turn induce very important
communication costs. Conversely, it is expected that a



solution in which one would impose to have exactly
VP processors per row and column, especially if one
imposes a cyclic round robin distribution of rows and
columns, may lead to a significant load imbalance.
Hence, to limit the overhead due to communications
while maintaining a good load balance throughout the
computation, constraints are added to limit the number
of different on each row and column. More specifically, a
feasible allocation is a one to one tile to resource assign-
ment, denoted as mappings M, such that no more than
a/P different processors appear on any row and column
of M. The a € [1; +oo[ parameter controls the tightness
of communication restriction; & = 1 being the basic 2D
block cyclic solution used for homogeneous case. In the
following, larger values of o (o« = 1.1, 1.5, 2 or 3) will
be considered.

E. Evaluation Metric

The objective is to find a feasible allocation M
that minimizes the makespan of the target kernel (LU
factorization or Matrix Multiplication). However, finding
a closed form formula to evaluate the performance of
an allocation, that would take into account the commu-
nication costs, the evolution of the ranks of the tiles,
the contentions on the communication links and the
capability of overlapping communications and computa-
tions is impossible in practice. Therefore, the evaluation
of the makespan denoted by PR(M) in Section V is
performed in this paper using either direct experiments
(for computational costs) or fine grain simulations using
SimGrid.

Nevertheless, in order to build the allocations, we
will rely on the following surrogate metrics in order to
evaluate the expected performance of an allocation and
to guide the heuristics.

(i) B(M) is associated to load balancing. For a given
allocation M, B(M) denotes the overall load allo-
cated to any processor assuming that the processors
are never idle and that communications can always be
overlapped with computations. We denote by C'i, j]
the overall cost of all the tasks associated to the po-
sition [i,j] and B(M) is then given by B(M) =

> clidl).
(&.9)€lL;N]?
Mlij)=p

(i) Gpasic(M) denotes the maximum (simulated)
makespan, assuming that communications can always be
overlapped with computations but taking into account
the idle time that can be induced by task dependencies.
Gpasic(M) value is calculated using simu-exe algo-
rithm.

MaXpe(1,...,P}

(iii) Ssimgrip(M) denotes the maximum (simulated)
makespan, using the realistic communication model pro-
vided by SimGRID [20] and taking into account the idle
time that can be induced by task dependencies.

IV. DATA DISTRIBUTION SCHEMES

In this section, we review some data distribution
schemes, the objective of which is both to balance
the computation load between the different resources
throughout the computation and to minimize the number
of processors participating in the same row or column
of the matrix to minimize communications. In Sec-
tion IV-A, we describe the 2D Block Cyclic algorithm
(BC) that is classically used in the case of homogeneous
cost tiles. In Section IV-B, we consider a natural exten-
sion of the 2D Block Cyclic algorithm, called Extended
2D Block Cyclic (BCE). Variants of this scheme have
been proposed in [13] for example, but we propose here a
formalization of the algorithm and an optimal algorithm
to solve the associated optimization problem. Finally, we
propose a randomized strategy in Section I'V-C, that does
not rely on a repeated pattern.

A. 2D Block Cyclic

Plain 2D block cyclic is a straightforward and ex-
tensively used method in numerical algebra kernels to
perform the allocation in the more regular dense case.
Tiles are allocated to processors following a rectangular
pattern, subsequently called grid and denoted G. This
pattern is then repeated over the whole matrix. The grid
of size r x ¢ is almost square: typically » = ¢ — 1
and r the smallest integer such that P > r x c. It is
filled using all processors in a round-robin fashion. This
shape choice (r = ¢ — 1) is expected to ensure the
variety of processors allocated to diagonal tiles. In the
following, 2D block cyclic method is denoted as BC. In
the homogeneous case, BC is known to have all desirable
properties, provided that r is close to /P. Indeed, in
this case, (i) there are only (close to) optimal number
/P of different processors on each row and column and
(ii) the load associated to each processor is expected
to be almost well balanced, since each processor is
allocated LN?fJ (or [N?f}) homogeneous tiles. In the
heterogeneous case we consider in this paper, (i) still
holds under the same conditions on P but (ii) might
not hold true anymore, since tiles have different ranks
and therefore different costs. Nevertheless, if %2 is large
enough, the load associated to each processor will be
the summation of a large number of individual tiles, and
the resulting overall load balancing between processors
might be acceptable due to the law of large numbers.



We will analyze these observations in more details in
Section VI.

B. Extended 2D Block Cyclic Distribution

In order to balance the load between the processors,
one possible idea is to relax condition (i) a bit so as
to better control the load allocated to each processor.
This strategy has already been proposed in [13] but
with a non-optimal computation algorithm. To do this,
we allow the use of approximately av/P processors per
row and per column, for a small value of «, typically
o < 3. We then construct a BC distribution using a grid
of o?P virtual processors. The last step is to associate
each virtual processor with a real one. This last step can
typically be performed using any bin packing algorithm,
either an optimal one based on an Integer Linear Program
or using a classical approximation algorithm (details can
be found in companion research report [11]). Typically,
if & = /2, each real processor is expected to receive
the load from two virtual processors. For instance, one
processor will receive the cumulative load of the most
and least loaded virtual processor, which is expected to
lead to a better load balancing. Again, these observations
will be analyzed in more details in Section VI.

C. Random Subsets Algorithm

Both BC and BCE impose a very regular pattern for
allocating tiles to processors. This very regular pattern
has the advantage of allowing direct control of the
number of processors allocated to each row and each
column and of easily implementing the algorithm for
allocating tiles to the processors. On the other hand, this
very regular pattern (i) imposes constraints on P because
of the size of the pattern and (ii) imposes an imperfect
solution to the load balancing problem because of the
pattern’s own constraints, although BCE is expected to
limit this issue somewhat.

The idea behind Random Subset (RS) is to get away
from the regular pattern constraint, using a randomized
strategy. To do this, we start by determining @) sets of
avP processors, which will correspond to the different
rows of the matrix. Each set R corresponds to a list
of av/P processors, which will be the ones to appear
on the row ¢ of the matrix if it is allocated to Rj.
In practice, each of the () sets of rows is generated
by choosing av/P processors randomly and uniformly,
without replacement.

The idea is then to perform the same task on the
columns by determining sets C;, 1 < [ < @ of
processors that may appear in the same column. To do
this, the procedure is very close to the one used for the

rows and for each set C}, a list of av'P processors is
generated in a uniform random way. However, we then
check that this column is compatible with all the sets
of rows, i.e. that the intersection between this column
and each of the rows is not empty. If not, this column
is rejected and the process continues until () compatible
columns are available.

In [11], we show how to choose the value of @) to
ensure that this process is fast. Typically, it is easy to
determine the probability of success of each random
column draw as a function of () so as to ensure a constant
probability (say at least 1/3) that each column draw will
be successful.

Once the @ sets of rows and @ sets of columns are
drawn, these rows and columns are randomly and uni-
formly distributed to the different rows and columns of
the matrix. By construction, each tile at the intersection
of a row and a column can be associated with a non-
empty set (because of the column selection procedure)
of candidate processors.

To allocate the tiles of the matrix to the processors, we
proceed as follows: all the tiles with a single candidate
processor are allocated to this processor. Then the tiles
are considered by decreasing weight and each tile is, in
turn, given to the one of its candidate processors with
the smallest load at that moment. Details and formal
algorithm can be found in [11].

Compared to BC and BCE, RS is expected to produce
better load balancing. On the other hand, the distribution
of tiles allocated to a processor is not a priori regular in
the matrix, contrarily to pattern based allocations, which
is likely to cause load balancing problems over time, for
factorizations such as LU in which the set of available
tasks is not available from the beginning.

V. EXPERIMENTS
A. Test Cases

The purpose of this study is to investigate and to com-
pare different data distribution strategies to balance the
load and to minimize the makespan for different kernels
of linear algebra when the matrices are compressed using
the BLR format. It is difficult to make available matrices
corresponding to actual electromagnetism problems and
in this study we will therefore rely on synthetic matrices,
which nevertheless reproduce the main characteristics
of the actual matrices, and which allow us to validate
the approaches over a larger range of parameters and to
ensure the reproducibility of the experiments. A matrix
is thus characterized, in what follows, by its size (in
number of blocks) and by the data of d; ;, where d; ;



represents the density of tile A; ; (i.e. the rank of A, ;
1S 7 X nyp).

The generation of test cases therefore requires the
definition of a density distribution of the tiles according
to their position in the matrix and in particular on their
distance from the diagonal. The following process is
used.

(i) All diagonal tiles are associated with d =1 which
means that diagonal tiles are assumed to be non-
compressible (full rank).

@) Y(i,4), di; = max(min(v(é,j) + v,1),0) where
v(i, j) follows an exponential distribution as a function
of the distance to the diagonal v(3, j) = exp_g*(ltf?l)2
and ~ is a noise that follows a normal distribution
v~ N(0, 55)-

(iii) In addition to diagonal tiles, a number 7 of tiles
are assumed to be full rank. They are located at uni-
formly randomly in the matrix, and 7 follows a normal
distribution 7 ~ N (v/N, g)

B. Preliminary Results

The performance of the three strategies described in
Section IV has been evaluated on numerous generated
linear systems for several values of (IV, P, o) parameters
(results for different values of ¢ can be found in [11] but
results are very similar) and different criteria: maximum
load (dots) and simulated execution time without com-
munications (triangles) and maximum execution time
with communications (squares). All displayed results are
normalized against a trivial lower bound: if W denotes
the overall work, the load of each processor and the
makespan are divided by W/P. A subset of numerical
results can be found below and more are available (with
consistent results) in [11].

Results show that both BCE and RS lead to better
solutions that plain block cyclic method in specific re-
gions of the parameters space: (details). A meta-strategy
based on selecting the solution with minimum maximum
load among all three methods is therefore a significant
improvement over block cyclic and over each method
alone. Such a strategy provides a good quality mapping
for almost any combination of parameters.

Results for § = 8 (different values for ¢ can be found
in [11]) are depicted for Matrix Multiplication in Fig-
ure 2 and LU factorization in Figure 3. In both figures,
we choose values for P such that 3r,r(r — 1) = P so
that we can concentrate on the load balancing itself and
not on rounding errors. Note that this situation favors
BC (red) and BCE (purple) with respect to RS (green).
All displayed results are normalized with respect to

Fig. 2: Results for Matrix Multiplication

ideal load balancing where all processors would receive
exactly the same load.

From Figure 2, we can draw some interesting con-
clusions. Since the matrix product consists of a set
of independent tasks, there is in general no difference
between pure load balancing (the dots) and simulations
without communications (the triangles). When o = 1,
i.e. when using a minimum number of processors per
row and per column, the difference with simulations
with communication (the squares) is not significant but
it becomes so as soon as « becomes larger (o = 2 or 3),
especially in the case of BCE. For the matrix product,
the best heuristic is clearly RS for all values of P and
N, provided that « is large enough. This observation is
true even though the chosen P values benefit BC and
BCE. With o = 3, for all the configurations tested here,
the value of the makespan with communication is indeed
always less than 1% of the value that would be obtained
without communication and with optimal load balancing.

The conclusions that can be drawn from Figure 3
are quite similar, except that the dependencies between
tasks generate a difference between dots and triangles.
For the rest, we can notice that load balancing is less
strong for LU than for MM when using BC (red). This
situation is related to the fact that the load associated
with the tiles is less homogeneous (the weight of a tile
increases with ¢ and j), which makes load balancing
more difficult. In this context, both BCE and RS are
strategies of choice for data distribution and both give
excellent results. Nevertheless, the performance degrada-
tion between pure load balancing and makespan without
communications is more important in the case of RS than
in the case of BCE. This can be explained by the fact
that the tiles assigned to a given processor are always
distributed regularly by construction with BCE, whereas



Fig. 3: Results for LU factorization

this property is not automatically met with RS, which
can lead, at certain instants, to an overload for one of
the processors, which in turn can slow down the whole
process.For example, as soon as a = 3, BCE returns
allocations that are within 5% of the lower bound. In all
cases, we can observe that BCE’s behavior is very robust,
as soon as « is greater than two.BCE generally performs
at least as well as RS, which is a more expensive and
sophisticated heuristic. In Section VI, our goal is to
understand the performance of BCE from a more specific
study of load balancing.

VI. ANALYSIS OF BCE ALGORITHM
A. Why does BCE balance the load well?

In this section, our objective is to understand and
analyze the behavior of BC and BCE when the tile
weight distribution corresponds to the case of the matrix
multiplication (Figure 4). In this case, the tile weights in
the matrix depend only on their distance to the diagonal.
The case of LU factorization is shown in the companion
research report [11] but does not exhibit any significant
difference. We consider here different sizes of matrices
(N = 30,60,90), different values of the number of
processors (P = 12,30,90) and different values of
a = 1,2,3, where av/P is the maximum number of
different processors that can be present on the same row
or column. a = 1 corresponds to BC, whereas o = 2,3
correspond to two different variants of BCE.

Our goal is to measure the quality of the load balanc-
ing between the processors for pattern based distributions
BC and BCE. Blue points are associated to grid tiles,
i.e. the overload of each virtual processor, whereas red
points are associated to actual processors. When o = 1
red and blue are the same since the numbers of virtual

a1z 6828 ox12-108 at12 6x6=a8 ax125108 a1z 6848 ax12-108

5630 10x3-120  15x18-270 5x6-30 1003-120  15x18-270 5:6-30 1003=120 15118270

9%10-90 18x20-360  27x30-810 9x10-90 18:20-360  27x30-810 9x10-90 18:20-360  27x30-810
a=1 a=2 a=3 a=1 a=2 a=3 a=1 a=2 a=3

Fig. 4: BCE load balancing with MM tiles

and real processors are the same whereas the number of
virtual processors is o? times higher in general. Each
point represents the dispersion of the load of virtual
processors (blue points) or real processors (red points),
where the dispersion of processor loads is defined as

standard deviation of the distribution of loads
mean value of the distribution of loads

so that a lower value represents a better load balancing
(a ratio of O corresponds to perfect load balancing).

The first conclusion that can be drawn is related to the
observation of the blue dots on any cell for o = 1,2, 3.
We can notice that the first phase of tile aggregation
following the regular pattern is efficient enough to limit
the dispersion and that the dispersion is much greater
when the number of virtual processors is increased (and
therefore the number of tiles allocated to each virtual
processor is decreased). The second conclusion is related
to the observation of the relative values of the blue and
red dots when o = 2, 3. It shows that the second phase
of packing virtual processors into BCE is very efficient.
Indeed, we can observe that the dispersion is almost null
as soon as we group the virtual processors by groups of
4 (v =2) or 9 (w = 3) virtual processors.

The intuition is as follows. If we use for example
a = /2, we will obtain 2P virtual processors, whose
respective loads are already rather homogeneous since
each virtual processor corresponds to the aggregation
of a certain number of tiles. In this case, the packing
algorithm results in the most loaded k-th virtual pro-
cessor being matched with the least loaded k-th virtual
processor inside the real k-th processor, resulting in a
very homogeneous distribution of weights. We have tried
to establish this result theoretically but this result is
in fact notoriously difficult. Indeed, even if we assume
that the initial weight distribution is known and simple



Fig. 5: Comparison of different strategies with P = 34

(uniform or normal for example), then the distribution
of the mean value and standard deviation for the k-th
element are only known by approximate and non-closed
formulas [6]. This is why we relied on simulations to
establish these properties.

B. Limitations of BC and BCE solutions

For Figures 2 and 3, the number of processors P used
the experiments have been carefully chosen to be written
as r(r — 1) so that the rectangular pattern allows all
processors to be used. This is not the case for arbitrary
values of P and we are faced with the problem of finding
a rectangular grid r X ¢, with (i)  and c close together so
that the grid is not too long and the number of different
processors per row or column is not too large, and (ii)
rc < P but close to P so as not to waste resources.
In practice, these two constraints are not easy to fulfill
and their simultaneous implementation naturally leads
to choosing a number of processors that is smaller than
the number of processors actually available. In this case,
the RS strategy proves to be very efficient, because it
is agnostic of any property on P and its efficiency does
not depend on the value of P.

For example, let us consider the situation described
in Figure 5 where the number of processors is 34 and
the maximum number of processors that can appear in
the same row or column is 12 (which corresponds to
o = 2). In the case of BCE, several pattern sizes are
possible. First of all, one can choose a 12x12 grid,
which leads to 144 virtual processors to be mapped onto
34 real processors, thus 4 or 5 virtual processors. With
the law of large numbers, the virtual processors have
quite similar loads, so there is a risk of load imbalance.
Another option is to create a grid of size 11 x 12, so
132(= 33 x 4) virtual processors that we can allocate
onto 33 real processors (we sacrifice 1) by giving each

real processor 4 virtual processors. We can also make
a 12x12 grid and allocate only 30 real processors. One
BCE intrinsic difficulty is that all these solutions are
reasonable and it is not easy a priori to arbitrate between
them. In practice, Figure 5 shows that for our parameters,
the best is to use a 11 x 12 grid and 33 processors. On the
other hand, the RS solution does not require any special
adjustment and leads to a solution that is still quite
significantly superior to BCE solutions in terms of load
balancing. In the case of LU factorization, the 11 x 12
nevertheless provides a slightly better makespan. It is
therefore a more flexible, generic and efficient solution
in the general case, if one wishes to use all available
resources.

VII. CONCLUSION AND PERSPECTIVES

We consider the problem of data distribution in the
context of compressed matrices in BLR format for
linear algebra kernels such as the matrix product and
LU factorization. In the compressed case, the load
associated with each tile is no longer homogeneous
more sophisticated strategies than the classical 2D Block
Cyclic (BC) have to be implemented in order to balance
the load throughout the computation. We propose and
analyze two new strategies. The BCE strategy is an
extension of BC, which allows better load balancing at
the cost of a slightly higher, but controlled, number of
processors per row and per column. The RS strategy is
a randomized strategy that generates row and column
types before performing the allocation. Both of these
strategies significantly improve the results compared to
BC. BCE proves to be particularly efficient for certain
P values, which we were able to analyze and justify
using order statistics. RS, on the other hand, has the
advantage of giving very interesting results regardless of
the value of P. This work opens several perspectives.
First of all, one can try to improve the RS strategy so
that it better takes into account the specific dependencies
of the application’s tasks, in order to balance the load
throughout the computation. It may also be possible to
hybridize the different strategies by adding a randomized
component to BCE so that it can run on any number of
Processors.
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