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Abstract. In this work, the POD-DEIM-based parareal method introduced in [6] is implemented for
the resolution of the two-dimensional nonlinear shallow water equations using a finite volume scheme.
This method is a variant of the traditional parareal method, first introduced by [19], that improves the
stability and convergence for nonlinear hyperbolic problems, and uses reduced-order models constructed
via the Proper Orthogonal Decomposition - Discrete Empirical Interpolation Method (POD-DEIM)
applied to snapshots of the solution of the parareal iterations. We propose a modification of this parareal
method for further stability and convergence improvements. It consists in enriching the snapshots set
for the POD-DEIM procedure with extra snapshots whose computation does not require any additional
computational cost. The performances of the classical parareal method, the POD-DEIM-based parareal
method and our proposed modification are compared using numerical tests with increasing complexity.
Our modified method shows a more stable behaviour and converges in fewer iterations than the other
two methods.

Keywords. Parareal method, POD-DEIM, reduced-order model, finite volume, shallow water equa-
tions.

Math. classification. 68W10; 76B07.

1. Introduction

The trade-off between high-fidelity results and affordable computational costs is a real challenge en-
countered by many mathematical models for physical problems. Computing approximate solutions
close enough to analytical or experimental results usually requires fine temporal and/or spatial dis-
cretizations, which may be linked by stability conditions, and high-order numerical schemes. The
combination of these factors may lead the computational time and memory cost to a prohibitive
magnitude, limiting potential applications of these mathematical models.

Over the past two decades, the parareal methods have arisen as an effective strategy for overcoming
part of such challenge. First developed by [19], this problem-independent class of numerical method,
that stands for “parallel in real-time”, consists of an iterative predictor-corrector algorithm that uses
two numerical discretizations (the so-called propagators): a fine one (that gives the desired precision,
but is too expensive) and a coarse one (that is less precise but much cheaper). The key point of the
method is that the expensive computation of the fine propagator is done within time windows (chosen
as the time steps of the coarse propagator) that can be parallelized.

The parareal method has been applied to a wide range of problems. Examples are fluid dynamics
[27, 14], molecular dynamics [4], chemistry [11], geodynamics [26] and finance [22]. The popularity
of the method is explained by the fast convergence and substantial reduction of the computational
cost in many problems, especially parabolic ones. However, when hyperbolic problems are dealt with,
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even very simple ones such as the one-dimensional advection equation, the method suffers from a slow
convergence and a lack of stability. It is thus of limited practical interest for this type of applications
[24].

A number of alternatives are available from the literature. One of them is the Krylov-subspace-
enhanced parareal method, introduced in [16] and implemented in [25] for solving a linear acoustic-
advection system. This parareal variant enriches the coarse predictor by computing subspaces gener-
ated by the solutions of the previous parareal iterations, thus keeping the information generated during
the simulation. It is an effective way for improving the stability and the convergence for hyperbolic
problems. However, it is restricted to linear problems, since the fine propagator is introduced in the
sequential predictor step and needs a linearity assumption to be efficiently computed [25, 6].

An alternative was proposed in [6], inspired by the Krylov-subspace-enhanced parareal method but
using reduced-order models (ROMs). ROMs are, in themselves, an approach to the challenge presented
in the beginning of this introduction. Their purpose is to replace an expensive, high-dimensional
problem by a low-dimensional one. Proper Orthogonal Decomposition (POD) is widely used in ROM
approaches. It consists in projecting the problem onto a truncated low-dimensional space spanned by
snapshots of the solution. POD is very effective for linear problems; combining it with the Discrete
Empirical Interpolation Method (DEIM) allows for its successful extension to nonlinear problems [5].
In the parareal method proposed in [6], the coarse propagator is replaced with a POD-DEIM-based
ROM.

In this work, we solve the nonlinear two-dimensional shallow water equations (SWE), discretized
with a finite volume scheme, using parareal methods. This set of depth-averaged flow equations, used
in many applications, from urban floods [17] to atmospheric circulation [29], may have prohibitive
computational costs due to the Courant-Friedrichs-Lewy (CFL) stability condition in explicit schemes.
We propose a slight modification of the POD-DEIM-based method proposed in [6] for improving the
speed of convergence and the stability. This modification consists in enriching the snapshot sets used
as inputs for the POD-DEIM procedures. It does not require extra computional cost for computing the
additional snapshots. However, it increases the cost of the POD-DEIM itself, and the method should
provide convergence in very few iterations.

This paper is structured as follows: in Section 2, we present an overview of some parareal methods,
focusing in their evolution towards the algorithm adapted for nonlinear hyperbolic problems (the
POD-DEIM-based parareal method); in Section 3, we briefly discuss the impact of the snapshot set
on the quality of the reduced-order models and we propose our modification of the POD-DEIM-based
parareal method for enriching the computed ROMs; a speedup estimation is presented in 4; numerical
tests are reported in Section 5, focusing on the comparison of three parareal methods, the classical
one, the POD-DEIM-based and our proposed modification, in terms of convergence and computational
cost; and a discussion and a conclusion are presented in Section 6. Finally, the detailed formulation
of a POD-DEIM ROM for a finite volume discretization and its application to the parareal method
(firstly for the inviscid scalar two-dimensional Burgers equation as a didactic example, and then for
the 2D nonlinear SWE) is described in the Appendices.

2. Overview of parareal methods

The parareal method, first developed by [19], is an iterative predictor-corrector algorithm that in-
volves parallel computation in time for solving time-dependent differential equations with a smaller
computational cost. It is based on two time-integration solvers (also called propagators). The coarser
of the two, acting as a predictor, is computed sequentially along the entire time domain. It yields an
approximate solution at a relatively low computational cost. The finer propagator produces corrections
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for the predicted solution. Being more expensive, it is computed in parallel within each time step of
the coarse propagator [14].

The acceleration of the computational time by the parareal method is based on the joint use of a
coarse and a fine time steps, since the fine computation can be parallelized using as many processors
as there are coarse time steps. Note that the concept of “coarser predictor” may take many different
forms in the parareal algorithm. It may also include other aspects than the temporal discretization [2],
such as using a coarser spatial mesh, a less accurate numerical method, or a simplified mathematical
model (by simplifying the governing equations).

The parareal method has a very simple problem-independent implementation. It is known to be
computationally efficient when applied to complex diffusive problems. In contrast, it is known to be
inefficient (i.e. it is not faster than a full fine simulation) and may become unstable when applied to
hyperbolic or advection-dominated problems. This is true even for the simplest possible hyperbolic
problems, such as the 1D linear advection equation with a constant speed. This problem has been
identified and studied in many works, e.g. [15, 9, 24]; [24] indicates that this lack of stability is due to
the different discrete phase speeds in the coarse and fine propagators.

Many works, e.g. [9, 25, 6, 12], propose adaptations and developments of the parareal method in
order to improve its performance when applied to hyperbolic problems. The present work focuses
on the method introduced by [25] and its adaptation proposed by [6]. [25] presents a variation of
the algorithm whereby the coarse propagator is enriched by constructing Krylov subspaces generated
by the solution computed during the iterations. This method, known as Krylov-subspace-enhanced
parareal method, is able to improve the stability and performance for hyperbolic problems. This,
however, is true only for linear ones, since the fine propagator is introduced in the sequential prediction
step and can only be parallelized by decomposing it as a linear combination of the fine propagation
of the Krylov space’s basis vectors. In order to cope with nonlinear hyperbolic problems, [6] modified
the method by introducing reduced order models (ROMs) for replacing the coarse propagator of the
Krylov-subspace-enhanced method.

In this section we briefly present the evolution of the parareal algorithms through time, focusing
on the methods mentioned above and that led to the application to nonlinear hyperbolic problems. In
each algorithm presented, we highlight the main modifications w.r.t. to the previous algorithm.

2.1. The original parareal method

We follow [14] by presenting the original or classical parareal algorithm applied to a simple problem.
We consider the following time-dependent problem{

d
dty(t) +Ay(t) = 0, in [0, T ]

y(0) = y0

(2.1)

where A is assumed time-independent for the sake of simplicity.
Let us define two discrete integration schemes Fδt and G∆t, called fine and coarse propagators

respectively, that solve (2.1) numerically. They use fixed time steps (denoted respectively by δt and
∆t) for the temporal integration of the problem. ∆t� δt , therefore a full time integration over [0, T ]
is much cheaper using the coarse propagator than using the fine one. We also assume that p := ∆t/δt
is an integer. As mentioned above, G∆t can also be characterized by a coarser spatial discretization, a
cheaper integration scheme or a simplified mathematical model. When convenient, we denote by Mf

and Mc the size of the spatial discretization (e.g. the number of cells in a finite volume scheme) of Fδt
and G∆t, respectively.

Consider a homogeneous temporal discretization of [0, T ] using a constant time step ∆t and resulting
in N∆t + 1 discrete instants:
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tn = n∆t, n = 0, . . . , N∆t

with T = tN∆t
. Following the notation in [25], we denote the propagation of a solution y from t0 to t1

by Fδt, using a constant time step δt, and by G∆t, using a constant time step ∆t, respectively by

Fδt(y, t1, t0), G∆t(y, t1, t0)

The computation of approximate fine solutions yn ≈ y(tn) defined on the instants of the coarse
temporal discretization, with yn := Fδt(yn−1, tn, tn−1) = Fδt(y0, tn, 0), can be very expensive in
terms of computational time, since it must be done sequentially along the fine time steps. The parareal
algorithm allows this problem to be overcome by introducing an iterative predictor-corrector procedure
that uses the coarser propagator G∆t :

yk+1
n+1 = G∆t(y

k+1
n , tn+1, tn)︸ ︷︷ ︸

Prediction

+Fδt(ykn, tn+1, tn)− G∆t(y
k
n, tn+1, tn)︸ ︷︷ ︸

Correction

(2.2)

where the superscript k indicates the iteration number.

Notice that, given a previously computed solution (ykn)N∆t
n=0 in all instants of the coarse temporal

discretization during iteration k, the only term in (2.2) that must be done sequentially for the compu-
tation of the next iteration’s solution is the coarse prediction (which is supposed to be cheaper). On
the other hand, the correction terms in each coarse time step, including the expensive fine propagator,

can be done in parallel, since they depend on (ykn)N∆t
n=0. Therefore, assuming that there are as much

processors as coarse time steps for the simulation, each parallel processor performs per iteration only
p fine time steps using the fine propagator Fδt (instead of pN∆t time steps as in the full fine sequential
simulation).

To make it clearer, the iterative process (2.2) is described in detail in Algorithm 1. The steps of
the algorithm are named with “prediction” and “correction” interpreted as in (2.2), following [14]. It
differs from the nomenclature adopted in [25] and [6]. This same remark is made to the other parareal
algorithms presented in this paper, and also presented in [25] and [6]. A discussion on the different
interpretations of the predictor-corrector procedure in the parareal method is proposed in [20].

The convergence criterion mentioned in Algorithm 1 can be based on the distance between the
correction term and the iteration’s solution, as proposed by [2]:

εkn :=

∥∥∥ỹkn − ykn

∥∥∥
‖ykn‖

< εTOL (2.3)

We notice that at each iteration the number of timesteps to be computed decreases. As in [2], we
find, for each iteration of Algorithm 1, the first time step tn0 not satisfying the convergence criterion.
In the next iteration the solution is updated only for t ≥ tn0 . Indeed, by construction, at iteration k the
parareal algorithm provides exact convergence to the fine referential solution at time tk [15]. However,
the algorithm is interesting in terms of computational time only if the convergence is obtained within a
number of iterations kcvg that is substantially smaller than N∆t: if kcvg = N∆t, the parareal simulation
is necessarily more expensive than the full fine sequential one.

2.2. The Krylov-subspace-enhanced parareal algorithm: an adaptation for hyperbolic
problems

As discussed above, the slow convergence and instability of the original parareal Algorithm 1 are
well-known difficulties for its application to hyperbolic problems. Based on modified parallel implicit
time-integration algorithms (PITAs) introduced in [13] and [8] for solving hyperbolic problems in
structural dynamics, and on their interpretation as parareal algorithms in [16], [25] presents a stable
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1 Initialization: initial guess given by the coarse propagator:

2 y0
0 = y0

3 for n← 0 to N∆t − 1 do
4 y0

n+1 = G∆t(y
0
n, tn+1, tn)

5 end

6

7 n0 = 0

8 Iterations:

9 for k ← 0 to Nitermax do
10 Compute the fine term of the correction (in parallel):

11 for n← n0 to N∆t − 1 do

12 ỹkn+1 = Fδt(ykn, tn+1, tn)

13 end

14

15 Compute the coarse predictions and correct them to obtain the final solution in the iteration

(sequentially):

16 for n← n0 to N∆t − 1 do

17 yk+1
n+1 = G∆t(y

k+1
n , tn+1, tn) + ỹkn+1 − G∆t(y

k
n, tn+1, tn)

18 end

19

20 Find the last instant ñ ∈ {1, . . . , N∆t} not satisfying a convergence criterion

21 n0 ← ñ− 1

22 if all instants converged then
23 break;

24 end

25 end
Algorithm 1: Original parareal algorithm

variation of the parareal method with an accelerated convergence for this kind of problems, applying
it to solve a linear acoustic-advection system.

In this variation of the method, the coarse propagator G∆t in the k−th iteration (2.2) is replaced
with the operator

Kk∆t(y, t1, t0) := G∆t((I − P k)y, t1, t0) + Fδt(P ky, t1, t0) (2.4)

where I is the identity operator and P k is the projection operator onto the subspace Sk spanned by
all the solutions computed in the previous iterations of the parareal algorithm:

Sk := span{yjn, n = 0, . . . , N∆t − 1, j = 0, . . . , k}
This method is known as Krylov-subspace-enhanced parareal method because the subspace S0, gen-

erated by shapshots of the coarse propagator, is a Krylov subspace:

S0 = span{y0
0,G∆ty

0
0,G2

∆ty
0
0 . . . ,G

N∆t
∆t y0

0} (2.5)

even if the the spaces Sk, k ≥ 1, have a more complicated structure [16]. In eq. (2.5) we use the
simplified notation y0

n = G∆t(y
0
0, tn, t0) = Gn∆ty0

0, n = 0, . . . , N∆t.
Therefore, this modification improves the coarse propagator by keeping the information of the

previous iterations and propagating it with the fine propagator.
An useful property of the subspaces Sk is
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Sk = Sk−1 ∪ span{ykn, n = 0, . . . N∆t − 1}; (2.6)

The parareal iteration (2.2) is thus rewritten as

yk+1
n+1 = Kk∆t(yk+1

n , tn+1, tn)︸ ︷︷ ︸
Prediction

+Fδt(ykn, tn+1, tn)−Kk∆t(ykn, tn+1, tn)︸ ︷︷ ︸
Correction

The Krylov-subspace-enhanced parareal method is presented in detail in Algorithm 2. The modifi-
cations w.r.t. to the classical parareal method 1 are highlighted.

Denoting by W k := [sk1, . . . , s
k
r ] ∈ RMf×r (r = max{N∆tk,Mf}, with Mf the size of the fine spatial

discretization of the solution y) an orthonormal basis of Sk, the projection operator can be written
as P k = W k(W k)T . The coordinates of P ky w.r.t. Sk are Ck := (W k)Ty = [Ck1 , . . . , C

k
r ]T ∈ Rr.

The computation of the subspace Sk can be done using the update (2.6), via a Gram-Schmidt
orthonormalization process for taking into account the new input vectors. However, as pointed out by
[25], this procedure is instable and a full QR decomposition is preferable.

Notice, in the definition of the propagator Kk∆t (eq. 2.4) and in Algorithm 2, that the fine propagator
Fδt is introduced in the sequential prediction step, which makes each iteration more expensive than
the full fine sequential simulation. However, in the case of linear problems, we can avoid this difficulty
by writing the solution in the basis Sk:

Fδt(P ky, t1, t0) = Fδt

 r∑
j=1

Ckj s
k
j , t1, t0

 =
r∑
j=1

Ckj Fδt(skj , t1, t0); (2.7)

Since the vectors skj do not depend on time, eq. (2.7) provides an efficient computation in the case
of linear problems since it suffices, in each parareal iteration, to propagate the vectors of the basis over
one single coarse time step ∆t, and update the projection coefficients at each instant of the coarse

temporal discretization by [Ck,n1 , . . . , Ck,nr ]T =: Ck,n = (W k)Tykn.

2.3. The POD-DEIM-based parareal algorithm for nonlinear problems

Although it is capable of speeding up and stabilizing the parareal solution of hyperbolic problems,
the Krylov-subspace-enhanced parareal algorithm described in the previous section suffers from some
limitations [6]. Firstly, the number of vectors in the basis increases linearly with the number of iter-
ations (Sk is spanned by N∆tk vectors) and therefore the number of fine propagations Fδt(skj , t1, t0)
also increases linearly. Secondly, the interest of this method in terms of computational cost w.r.t. the
full fine sequential simulation relies on a linearity assumption, which allows the efficient application
of Eq. (2.7). Thus, the algorithm is not efficient for nonlinear problems.

Reduced basis approaches are proposed in [6] for overcoming such limitations, by reducing the
dimension of large scale ODEs (or semi-discretized time dependent PDEs). Among these approaches,
one that improves the efficiency for nonlinear problems is the Proper Orthogonal Decomposition -
Discrete Empirical Interpolation Method (POD-DEIM). It is briefly described hereafter, based on [5].

2.3.1. The POD-DEIM reduction method

Consider the following system of nonlinear ODEs, that can be obtained by the spatial discretization
of a scalar PDE:

d

dt
y(t) = Ay(t) + F (y(t)) (2.8)

6
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1 Initialization: initial guess given by the coarse propagator:

2 y0
0 = y0

3 for n← 0 to N∆t − 1 do
4 y0

n+1 = G∆t(y
0
n, tn+1, tn)

5 end

6

7 n0 = 0

8 Iterations:

9 for k ← 0 to Nitermax do
10 Compute the fine term of the correction (in parallel):

11 for n← n0 to N∆t − 1 do

12 ỹkn+1 = Fδt(ykn, tn+1, tn)

13 end

14

15 Compute the subspace

16 Sk = Sk−1 ∪ span{ykn, n = 0, . . . N∆t − 1}
17

18 Compute the coarse term of the correction and the final correction term(in parallel):

19 for n← n0 to N∆t − 1 do

20 ykn+1 = Kk∆t(ykn, tn+1, tn)

21 y
k
n+1 = ỹkn+1 − ykn+1

22 end

23

24 Compute the coarse predictions and correct them to obtain the final solution in the iteration

(sequentially):

25 for n← n0 to N∆t − 1 do

26 yk+1
n+1 = Kk∆t(yk+1

n , tn+1, tn) + y
k
n+1

27 end

28

29 Find the last instant ñ ∈ {1, . . . , N∆t} not satisfying a convergence criterion

30 n0 ← ñ− 1

31 if all instants converged then
32 break;

33 end

34 end
Algorithm 2: Krylov-subspace-enhanced parareal algorithm

with y ∈ RMf , A ∈ RMf×Mf being a constant-in-time matrix and F a nonlinear function with values
on RMf . We choose here the notation Mf , referring to the fine discretization, to show that this quantity
is possibly too large, in which case solving (2.8) may be expensive. Thus, one may seek to approximate
it by a problem with smaller dimension.

Reduction of the linear term.
The original system (2.8) is approximated with a reduced-order system of order q � Mf , via the

construction of a subspace Sq of RMf with dimension q.
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Let Vq = [φ1, . . . , φq] ∈ RMf×q be a matrix whose columns are the vectors of an orthonormal basis
of Sq. The reduction of the system (2.8) consists in replacing y(t) by its approximation Vqỹ(t) (with
ỹ ∈ Rq) and projecting the system onto Sq:

d

dt
ỹ(t) = V T

q AVqỹ(t) + V T
q F (Vqỹ(t)) (2.9)

The reduced basis vectors {φi}qi=1 of Sq can be obtained via a Proper Orthogonal Decomposition

(POD) of a snapshot matrix Y = [y(t1), . . . ,y(tns)] ∈ RMf×ns , containing the solution in chosen ns
instants. The subspace Y ⊂ RMf spanned by the vectors in Y has dimension r ≤ min(Mf , ns), and
the subspace of dimension q < r spanned by the vectors {φi}qi=1 best approximates Y in the sense
that {φi}qi=1 solve the minimization problem

min
{φi}qi=1

ns∑
j=1

∥∥∥∥∥y(tj)−
q∑
i=1

((y(tj))
Tφi)φi

∥∥∥∥∥
2

2

φTi φj = δij , i, j = 1, . . . , q

(2.10)

where ‖·‖2 is the Euclidian norm and δij is the Kronecker delta function.
The solution for (2.10) is given by the left singular vectors of the snapshot matrix Y , so it can be

obtained via its Singular Value Decomposition (SVD):

Y = V ΣW T

where V = [v1, . . . ,vr] ∈ RMf×r and W = [w1, . . . ,wr] ∈ Rns×r are respectively the left and right
singular vectors of V , and Σ = diag(σ1, . . . , σr) ∈ Rr×r, σ1 ≥ · · · ≥ σr > 0 is a diagonal matrix
containing their respective singular values. The SVD gives r left singular vectors, but for the POD we
keep the first q ones (i.e. those with the largest singular values) that contain the most significant part
of the information for describing Y. A threshold εsv must be set for choosing the singular values to be
kept.

If the nonlinear term V T
q F (Vqỹ(t)) in (2.9) is neglected, it is effectively a reduced problem w.r.t.

to the original one (2.8) (q � Mf ), since the matrix V T
k AVk does not depend on time and can be

precomputed.
Nevertheless, the nonlinear term limits the reduction of the model, since it must be computed on

Mf points at each time step (because Vkỹ(t) ∈ RMf ). Therefore, a separate reduction approach must
be defined for the nonlinear term.

Reduction of the nonlinear term.
The limitation of the reduction technique for nonlinear problems can be overcome by combining

the POD method with the Discrete Empirical Interpolation Method (DEIM), introduced by [5]. This
method selects a small set of m � Mf points for computing and interpolating the approximation of

the nonlinear term in a reduced subspace Ŝm of RMf with dimension m, spanned by snapshots of the
nonlinear term. For the sake of simplicity, we follow [5] by describing the reduction of the nonlinear
term in (2.8) considering a generic nonlinear function f(t) with values in RMf .

Let Ŝm be a reduced subspace of RMf generated by snapshots Ŷ = [f(t1), . . . ,f((tns)] ∈ RMf×ns

of the nonlinear term, with dimension m � Mf . As above, this space can be obtained via a POD

technique. We denote by V̂m = [φ̂1, . . . , φ̂m] ∈ RMf×m the matrix whose columns are the vectors of a

orthonormal basis of Ŝm. Then, we approximate the nonlinear function with

f(t) ≈ V̂mc(t) (2.11)

8
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where c(t) ∈ Rm is a vector of coefficients that can be determined uniquely by selecting m rows with
indices P1, . . . ,Pm from the overdetermined system

f(t) = V̂mc(t)

The resulting linear systems reads

P̂ Tf(t) =
(
P̂ T V̂m

)
c(t) (2.12)

in which we define a matrix P̂ = [eP1 , . . . , ePm ] ∈ RMf×m, where ei are vectors of the canonical basis
of RMf .

Supposing P̂ T V̂m to be nonsingular, by solving (2.12) for c(t) and replacing it in (2.11), we obtain
the approximation

f(t) ≈ V̂m
(
P̂ T V̂m

)−1
P̂ Tf(t) (2.13)

Equation (2.13) shows that we can approximate the nonlinear function f(t) ∈ RMf by computing
it at m�Mf points and interpolating over the full set of Mf points.

Using (2.13) in (2.9), we obtain the POD-DEIM reduced model for (2.8):

d

dt
ỹ(t) = V T

q AVqỹ(t) + V T
q V̂m

(
P̂ T V̂m

)−1
P̂ TF (Vqỹ(t)) (2.14)

We notice that the matrix V T
q V̂m

(
P̂ T V̂m

)−1
∈ Rq×m does not depend on time and can be precom-

puted, and that P̂ TF (Vqỹ(t)) is a vector of size m � Mf . If F is evaluated pointwise, we can also

rewrite the reduced nonlinear term as V T
q V̂m

(
P̂ T V̂m

)−1
F (P̂ TVqỹ(t)).

The indices P1, . . . ,Pm for computing the nonlinear term are chosen iteratively by the discrete
empirical interpolation method (DEIM), described in Algorithm 3.

1 Input: vectors {φ̂l}ml=1 ⊂ RMf of a POD reduced basis obtained from the nonlinear snapshots

2 Output: the indices P = (P1, . . . ,Pm)T ∈ Rm

3 P1 = argmax{|φ̂1|}
4 V̂ = [φ̂1], P̂ = [eP1 ], P = [P1]

5 for l← 2 to m do

6 Solve (P̂T V̂ )c = P̂T φ̂l for c

7 Pl = argmax{|φ̂l − V̂ c|}

8 V̂ ← [V̂ φ̂l], P̂ ← [P̂ ePl
], P ←

(
P
Pl

)
9 end

Algorithm 3: DEIM algorithm

In the iteration l of the DEIM (i.e. the iteration that yields the index Pl), we first solve a (l− 1)×
(l−1) linear system to obtain a coefficient vector c ∈ Rl−1 corresponding to a linear combination of the

previous basis vector φ̂j , j = 1, . . . , l − 1 that gives exactly φ̂l at the points indexed by P1, . . . ,Pl−1.

Next, we compute the residual r = φ̂l − V̂ c between the l-th basis vector and its approximation V̂ c,
in the entire spatial domain, obtained by applying the computed coefficients vector c on the previous
basis vectors. The next index Pl is the one where the residual is maximum, which means that the

algorithm chooses the point where the basis vector φ̂l has more information w.r.t. to the previous

vectors. [5] shows that the algorithm is well defined since, as the basis vectors {φ̂l}ml=1 are linearly

9
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independent, P̂ T V̂ is always nonsingular, and, besides that, the indices P1, . . . ,Pm are hierarchical
and nonrepeated.

2.3.2. Application of the POD-DEIM reduction method for the parareal algorithm

The POD-DEIM approach is introduced in the framework of the parareal methods by [6]. Algorithm
2 is modified by replacing the operator Kk∆t with a reduced-order model obtained by the POD-DEIM,
thus avoiding a full fine computation at each iteration of the parareal algorithm, as would be required
in the case of nonlinear problems.

We recall that, in Algorithm 2, the operator K∆t is defined as the sum of the coarse and fine
propagators G∆t and Fδt, the former being applied to (I−P k)y, the latter being applied to a projection
of the solution onto a subspace Sk, P ky.

As done in [6], we begin by dropping the coarse term of Kk∆t, supposing the projection error vanishes

asymptotically. We then define, at each iteration of the parareal method, a new operator K̂k∆t by

K̂k∆t(y, t1, t0) := Fkr,δt(P ky, t1, t0)

where Fr,δt is the reduced model (2.14) defined by the subspaces Skq and Ŝkm and the same time

step δt as Fδt; and P k is the projection onto Skq . Therefore, we replace the expensive computation

of the operator Kk∆t (which consists in the resolution of a problem with Mf degrees of freedom) by
the resolution of a reduced order model with q � Mf degrees of freedom, m � Mf components
to be computed in the nonlinear term and expensive matrices that do not depend on time and can
be computed only once per iteration. In the sequel, we omit, for the sake of clearness, the subscript
denoting the dimension of the subspaces, and we keep only the superscript indicating the parareal
iteration.

The resulting parareal method is named in [6] as reduced basis parareal method, in a more generic
way, since other model reduction procedures are also considered. We name it hereafter as POD-
DEIM-based parareal method (or PD method, for simplification) for focusing on the POD-DEIM
technique. The algorithm is presented in Algorithm 4, in which the modifications w.r.t. the Krylov-
subspace-enhanced parareal method (Algorithm 2) are highlighted. [6] proves that, in situations where
the original parareal method already converges, the PD method accelerates the convergence and it
converges in one iteration if there is a good reduced-order approximation space for the problem.

In lines (20) and (21) of Algorithm 4, we include in the definition of the spaces Sk and Ŝk the
snapshots set and the singular value threshold they depend on. These thresholds may not be the same
in the two cases, and, with some abuse of nomenclature, we call εsv, linear the one used for computing
the spaces spanned by snapshots of the solution, in contrast to the spaces spanned by nonlinear
snapshots. Moreover, we remark that, depending on the problem and the formulation of the reduced
model, more than one space of each type may be computed at each iteration. The reduced-order model
for shallow water equations, presented in Appendix B, is an example.

Finally, we notice that in Algorithm 4, the coarse propagator is used exclusively in the first iteration
k = 0, for constructing the initial prediction. In the following iterations, the predictions are computed
using the reduced fine propagator Fkr,δt, instead of the coarse propagator as in the original parareal
Algorithm 1.

10



MODIFIED PARAREAL METHOD FOR SOLVING THE SWE

1 Initialization: initial guess given by the coarse propagator:

2 y0
0 = y0

3 for n← 0 to N∆t − 1 do
4 y0

n+1 = G∆t(y
0
n, tn+1, tn)

5 end

6

7 n0 = 0

8 Iterations:

9 for k ← 0 to Nitermax do
10 Compute the fine term of the correction (in parallel):

11 for n← n0 to N∆t − 1 do

12 ỹkn+1 = Fδt(ykn, tn+1, tn)

13 end

14

15 Define the snapshots sets:

16 Y k = {ỹjn, j = 0, . . . , k; n = 0, . . . , N∆t}

17 Ŷ
k

= {F (ỹjn), j = 0, . . . , k; n = 0, . . . , N∆t}
18

19 Compute the spaces and define the reduced model Fkr,δt:

20 Sk(Y k, εsv,linear) (using POD)

21 Ŝk(Ŷ
k
, εsv,nonlinear) (using POD-DEIM)

22

23 Compute the coarse term of the correction and the final correction term(in parallel):

24 for n← n0 to N∆t − 1 do

25 ykn+1 = Fkr,∆t(P
kykn, tn+1, tn)

26 y
k
n+1 = ỹkn+1 − ykn+1

27 end

28

29 Compute the coarse predictions and correct them to obtain the final solution in the iteration

(sequentially):

30 for n← n0 to N∆t − 1 do

31 yk+1
n+1 = Fkr,∆t(P

kyk+1
n , tn+1, tn) + y

k
n+1

32 end

33

34 Find the last instant ñ ∈ {1, . . . , N∆t−1} not satisfying a convergence criterion

35 n0 ← ñ

36 if all instants converged then
37 break;

38 end

39 end
Algorithm 4: POD-DEIM-based parareal algorithm
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3. A modification of the POD-DEIM-based parareal algorithm for improving the
reduced model

3.1. Influence of the snapshot sets in the definition of the reduced-order models

The choice of the snapshot set is a key factor in the formulation of reduced-order models. Indeed,
for a given snapshot set, the reduced basis constructed via the POD is optimal, i.e. it minimizes an
approximation error concerning the snapshots [5], but if the snapshots are not a meaningful represen-
tation of the solution of a problem, the reduced-order model will be a low-quality approximation for
this problem.

Moreover, as discussed in [23], even if the POD is optimal in approximating a given dataset, it does
not necessarily provide the best possible description for the dynamics that generate the snapshots. In
this case, including more POD modes (i.e. , retaining more basis vectors) may lead to degrade the
quality of the reduced model.

Many approaches are presented in the literature for improving snapshot selection and/or overcoming
misrepresentations and instabilities of the POD-based reduced order models. Examples are: subtracting
the mean from the snapshots so as to consider only the fluctuations in the solution [21]; enriching
the snapshot set with finite difference quotients [21] or with the gradient [1] of the solution; greedy
approaches for snapshot selection [7]; and the balanced POD method [23], that requires the resolution
of a dual problem.

As shown in the numerical tests presented in Section 5, the POD-DEIM-based parareal is unstable
for a number of test cases, specially when the time step and/or spatial discretization of the coarse
propagator G∆t is a much coarser than that of the fine propagator Fδt (∆t � δt). This suggests two
possible causes for the observed instability:

(1) Since the snapshots are selected at every coarse time step ∆t, if ∆t� δt there are not enough
snapshots for properly representing the fine solution;

(2) The errors due to the coarse spatial and temporal discretization make the coarse solution a
poor approximation for the fine one.

We propose hereafter a slight modification of Algorithm 4 for minimizing the first cause. The algo-
rithm, called Modified POD-DEIM-based parareal (MPD) method hereafter, is presented in Algorithm
5, with a highlight on the modifications w.r.t. Algorithm 4. It consists in enriching the snapshots set
with intermediary snapshots of the fine correction term (computed in line 12 of Algorithm 5) between
the instants of the coarse temporal mesh.

The intermediary snapshots are taken every δ̂t, δt < δ̂t < ∆t, and stored in the set Υn
k defined for

each iteration and coarse time step. In line 18 of the algorithm, F
(
Υk
n

)
is the set of the nonlinear

term computed at each element of Υk
n.

We notice that this modification of the algorithm does not require any extra computational cost for
generating the snapshots. Indeed, in Algorithm 4, the intermediary snapshots are computed but not
used. Due to this non-intrusive aspect, we propose this approach instead of focusing on the second
cause of instability mentioned above (i.e. , modifying the coarse propagator, what in some applications
one may not be able to choose freely, or may be limited by stability conditions).

However, as discussed in the speedup estimation in Section 4, the cost of the POD procedure
grows quadratically with the number of snapshots. We also recall that the number of snapshots is
proportional to the number of iterations. Therefore, the number of intermediary snapshots may not

be excessive. By defining δ̂t = ∆t/α, α ∈ N, one should naturally begin by setting α = 2.
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MODIFIED PARAREAL METHOD FOR SOLVING THE SWE

1 Initialization: initial guess given by the coarse propagator:

2 y0
0 = y0

3 for n← 0 to N∆t − 1 do
4 y0

n+1 = G∆t(y
0
n, tn+1, tn)

5 end

6

7 n0 = 0

8 Iterations:

9 for k ← 0 to Nitermax do
10 Compute the fine term of the correction (in parallel):

11 for n← n0 to N∆t − 1 do

12 ỹkn+1 = Fδt(ykn, tn+1, tn)

13 Store intermediary solutions defined at each δ̂t, δt ≤ δ̂t ≤ ∆t :

Υk
n = {Fδt(ykn, tn + lδ̂t, tn), l ≥ 1 s.t. l∆̂t < ∆t}

14 end

15

16 Define the snapshots sets:

17 Y k = {ỹjn, j = 0, . . . , k; n = 0, . . . , N∆t}
N∆t−1⋃
n=0

k⋃
j=0

Υk
n

18 Ŷ
k

= {F (ỹjn), j = 0, . . . , k; n = 0, . . . , N∆t}
N∆t−1⋃
n=0

k⋃
j=0

F
(
Υk
n

)
19

20 Compute the spaces and define the reduced model Fkr,δt:
21 Sk(Y k, εsv,linear) (using POD)

22 Ŝk(Ŷ
k
, εsv,nonlinear) (using POD-DEIM)

23

24 Compute the coarse term of the correction and the final correction term(in parallel):

25 for n← n0 to N∆t − 1 do

26 ykn+1 = Fkr,∆t(P
kykn, tn+1, tn)

27 y
k
n+1 = ỹkn+1 − ykn+1

28 end

29

30 Compute the coarse predictions and correct them to obtain the final solution in the iteration

(sequentially):

31 for n← n0 to N∆t − 1 do

32 yk+1
n+1 = Fkr,∆t(P

kyk+1
n , tn+1, tn) + y

k
n+1

33 end

34

35 Find the last instant ñ ∈ {1, . . . , N∆t} not satisfying a convergence criterion

36 n0 ← ñ− 1

37 if all instants converged then
38 break;

39 end

40 end
Algorithm 5: Modified POD-DEIM-based parareal algorithm
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4. Speedup estimation

We estimate in this section the speedup provided by the modified POD-DEIM-based parareal Algo-
rithm 5.

We recall that ∆t and δt are the time steps respectively in the coarse (G∆t) and in the fine models
(Fδt), and that the fine reduce model (Fkr,δt) also propagates with the fine time step δt. For a simulation

with total length of T , we have N∆t = T/∆t and Nδt = T/δt, with N∆t, Nδt and p = Nδt/N∆t supposed
to be integers. Concerning the spatial discretization, we denote by Mf and Mc the number of degrees
of freedom in the fine and coarse propagators respectively. m(k) is the number of degrees of freedom
of Fkr,δt, in iteration k of the parareal algorithm.

Let τc be the computational time for advancing one time step ∆t on the coarse model G∆t; and τf
and τr(k) the computational times for advancing one time step δt using respectively Fδt and Fkr,δt.
Since the reduced model Fkr,δt is reformulated at each iteration k, its computational time depends on
the iteration.

We also denote by τS(k) the computational time for computing a subpace Sk (obtained from snap-

shots of the solution) or Ŝk (obtained from snapshots of the nonlinear terms). Since the former cor-
responds to a POD (via a SVD) and the latter corresponds to a POD and a subsequent DEIM, we

majorate τS(k) by the computational time for computing the subspaces Ŝk. We denote by Nspaces the
number of subspaces to be computed in each iteration, and by m̂ the highest dimension among all

subspaces and all iterations. Since the subspaces S and Ŝ are independent, their computation can also
be parallelized. We supposed that that are Np,s processors, or groups of processors, for doing the POD
and the POD-DEIM procedures.

The referential computational time (i.e. for performing a full fine sequential simulation) is Tref =

Nfτf . Concerning the MPD parareal simulation with k̂ iterations and using Np processors, its total

computational time Tpar(k̂, Np), as detailed in Algorithm 5, involves:

• an initial full coarse prediction taking Tc = N∆tτc;

• within each iteration k:

– the parallel computation of the fine term of the correction, taking

Tcorr,f =
N∆t

Np

Nδt

N∆t
τf

– the possibly parallel computation of the subspaces, taking

Tspaces =
Nspaces

Np,s
τS(k)

– the parallel computation of the coarse term of the correction, taking

Tcorr,c =
N∆t

Np

Nδt

N∆t
τr(k)

– the sequential computation of the predictions, taking

Tpred = Nδtτr(k)

Therefore,

Tpar(k̂, Np) ≈ Tc + k̂ (Tcorr,f + Tspaces + Tcorr,c + Tpred)

≈ N∆tτc + k̂

[
Nδt

Np

(
τf + τr(k̂)

)
+
Nspaces

Np,s
τS(k̂) +Nδtτr(k̂)

]
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Notice that τS(k) and τr(k) are supposed to increase along iterations, since the spaces are con-
structed using a increasing number of snapshots and may have an increasing dimension. Therefore,
both these parameters are majorated by their value at iteration k̂.

Therefore, the speedup provided by the POD-DEIM parareal algorithm can be estimated as

s(k̂, Np) ≈
Tref

Tpar(k̂, Np)

≈ 1

N∆tτc
Nδtτf

+
k̂

Np

τf + τr(k̂)

τf
+ k̂

τr(k̂)

τf
+ k̂

NspacesτS(k̂)

Np,sNδtτf

(4.1)

As done in [25], we derive some bounds for (4.1) in order to obtain some guidelines on the config-
uration of the MPD parareal method to optimize its speedup. Moreover, we introduce the number of
degrees of freedom of each model by considering τf = O(Mf ), τc = O(Mc) and τr = O(m̂) (for the
latter, we majorate with the largest subspace’s dimension computed in the algorithm).

We firstly have

s(k̂, Np) ≤
τf

k̂τr(k̂)
≈
Mf

k̂m̂
(4.2)

The bound (4.2) shows the importance of formulating a reduced model with a much smaller di-
mension than that of the fine model. It also shows that the speedup depends strongly on the speed of
convergence (i.e. on the value of k̂).

Next, we have

s(k̂, Np) ≤
Np

k̂

τf

τf + τr(k̂)
≈ Np

k̂

Mf

Mf + m̂
≈ Np

k̂
(4.3)

which makes explicit the strong dependence on the number of iterations to convergence and the
impossibility of a perfect speedup.

From the coarse initial prediction, we obtain the bound

s(k̂, Np) ≤
Nδtτf
N∆tτc

≈
NδtMf

N∆tMc
(4.4)

showing that the full coarse simulation must be much cheaper than the fine one, which can be obtained
by increasing ∆t (and thus reducing N∆t) and/or using a coarser mesh (and thus reducing Mc).
However, these improvements on the bound (4.4) may slow down the convergence of the method, and
thus affecting negatively the bounds (4.2) and (4.3).

Lastly, the computational time needed to compute the subspaces from the solution and the nonlinear
terms yields

s(k̂, Np) ≤
Np,sNδtτf

k̂NspacesτS(k̂)
(4.5)

Let us develop the estimation for the computational time τS(k̂). As said above, it is majorated by

the computational time for computing the subspaces Ŝ, since this computation is more expensive than
the one for the subspaces S. Moreover, in the framework of the modified POD-DEIM-based parareal

algorithm, we enrich the snapshots set by keeping intermediate snapshots at every δ̂t = ∆t/α, α ∈ N.

Within a given iteration k, the computation of Ŝ involves:

(1) A POD (via a SVD) for obtaining the subspace’s basis, using as input a matrix of size Mf ×
kαN∆t. The obtained subspace has dimension m�Mf .
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(2) A DEIM for obtaining the m spatial indices for the reduced model, consisting in the sequential
resolution of m− 1 linear systems and m lookups for the maximum element in vectors of size
Mf . The i-th linear system has a size i× i;

Both the SVD and the resolution of the linear systems are performed using Functions dgesvd and
dgesv respectively of the MKL-LAPACK suite. The lookup for the maximum element is performed
using Function max element from the C++ Standard Library.

The MKL-LAPACK function dgesvd applied to a matrix in Rq×n has a complexity O(qn2 + n3)
[10]. Concerning dgesv, the complexity for a matrix in Rn×n is O(n3) 1. For the function max element,
the complexity for looking up a vector in Rn is O(n) 2.

Therefore, the computational cost for subspace computation is approximately

τS(k̂) ∼Mf k̂
2α2N2

∆t + k̂3α3N3
∆t +

m̂∑
i=2

i3 + m̂Mf

∼ k̂2α2N2
∆t(Mf + k̂αN∆t) +

(
m̂2(m̂+ 1)2

4
− 1

)
+ m̂Mf

∼Mf k̂
2α2N2

∆t +
m̂4

4
+ m̂Mf

with a rough estimate for the term on m̂4. We also assume Mf � k̂αN∆t (which is expected in parareal
algorithms) by keeping α reasonably small and achieving a fast convergence.

Therefore, from (4.5), we have

s(k̂, Np) ≤
Np,sNδtMf

k̂Nspaces

(
Mf k̂2α2N2

∆t + m̂4

4 + m̂Mf

) (4.6)

The bound (4.6) shows firstly a strong dependency of the speedup on the dimension of the reduced

model. Assume indeed that this dimension is small, so that m̂4/4 can be neglected w.r.t. Mf k̂2α2N2
∆t,

we conclude that this bound does not depend on the spatial dimension of the problem, but is strongly
affected by the number of iterations (by a factor 1/k̂3). Finally, this bound can be minimized by
computing the subspaces in parallel, thus approaching Np,s/Nspaces to 1. However, since a parallel
speedup is also expected in each execution of the MKL-LAPACK functions, a trade-off may be found
in the distribution of processors and depends on the problem size.

5. Numerical results

We present in this section some numerical tests for the resolution of the 2D nonlinear SWE using
parareal methods. Our objective is to compare the performance of the original parareal method (Algo-
rithm 1), the POD-DEIM-based parareal method (Algorithm 4) and its proposed variation (Algorithm
5), in terms of computational time and convergence to the reference solution, which is given by a full
fine sequential simulation:

yref,n := Fδt(y0, tn, 0), n = 1, . . . , N∆t

We consider here the 2D nonlinear SWE as formulated in [17]. In fact, in this work a porosity-based
shallow water model is proposed, in which the fine discretization of a spatial domain with obstacles
(e.g. an urban zone) can be replaced by a coarse discretization of an analogous porous media. A

1http://www.netlib.org/lapack/lug/node71.html
2https://en.cppreference.com/w/cpp/algorithm/max element#Complexity
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porosity parameter is defined for each cell and inserted in the equations, representing the presence of
obstacles. We consider here an unitary porosity, which leads to the classical SWE. They read

∂

∂t
U(t) +

∂

∂x
F (U(t)) +

∂

∂y
G(U(t)) = S(U(t)) (5.1)

with

U =

 h
hux
huy

 , F =

 hux
hu2

x + gh2/2
huxuy

 ,

G =

 huy
huxuy

hu2
y + gh2/2

 , S =

 0
S0,x + Sf,x
S0,y + Sf,y


where g is the gravitational acceleration, h is the water depth, ux and uy are respectively the velocities
in the x and y directions, S0,x and S0,y are source terms related to spatial variations of the topography,
and Sf,x and Sf,y are friction source terms.

For the sake of clearness, the formulation of the finite-volume scheme, the reduced model and the
POD-DEIM-based parareal algorithm for the SWE equations are left to the Appendices. The reduced

model is constructed by computing three reduced subspaces S(i)
qi , i = 1, 2, 3 of dimension qi � Mf

spanned by snapshots of the solution, and five reduced subspaces Ŝ(l)
ml , l = 1, . . . , 5 of dimension

ml � If (with If the number of interfaces of the mesh) spanned by snapshots of the nonlinear term
(fluxes and source terms). Due to the relatively complex structure of the SWE reduced model, we
propose, in Appendix A and as a didactic example, the derivation of a reduced model for the inviscid
scalar two-dimensional Burgers equation. The derivation of the POD-DEIM reduced-model for this
equation is completely analogous to the SWE case, since they share the same structure, but the
formulated model is much simpler, with only one subspace spanned by snapshots of the solution and
one subspace spanned by snapshots of the nonlinear term. The procedure for the SWE is detailed in
Appendix B.

In this section, we propose an one-dimensional test case (in fact, a 2D one but with only one
direction of propagation) and two-dimensional cases, the second of them using a coarse propagator
also coarsen in space. We intend to observe empirically the influence of the initial coarse prediction on
the construction of the reduced-order models and, as a consequence, on the convergence and stability
behaviour of the POD-DEIM-based parareal Algorithm 4. Then, the eventual need for enriching the
snapshots sets (Algorithm 5) can be assessed.

Using the same notation as in the parareal algorithms presented in Section 2, ykn represents the
parareal solution in the instant tn and iteration k. For the 2D nonlinear SWE, we have

ykn =

 (U (1))kn
(U (2))kn
(U (3)))kn

 ∈ R3Mf

with U (1),U (2),U (3) ∈ RMf containing respectively the values of h, hux and huy in all the cells of the
mesh associated to the fine propagator Fδt.

By denoting as [y]i the i − th component of the vector y, we define the following errors between
the parareal and the referential solution

17



J. Caldas Steinstraesser, V. Guinot, & A. Rousseau

• Error at instant tn and iteration k, computed in the entire fine mesh:

ekn :=

∑Mf

i=1 |[ykn]i − [yref, n]i|∑Mf

i=1 |[yref,n]i|

• Error at iteration k, computed in the entire fine mesh:

ek := max
n=0,...,N∆t

ekn

where Mf = 3Mf for the SWE.
The code is parallelized using OpenMP directives and computational times are measured using the

OpenMP function omp get wtime. Linear Algebra operations are performed using the Intel MKL suite,
and, when the coarse and fine spatial meshes are different, the interpolation weights are given by a
piecewise linear interpolation using Delaunay triangulations, which is made by the open source library
delaunay linterp 3. These interpolations weights are precomputed to be reused in several simulations,
such that the computational times presented in this section does not include the time to compute
them. I/O operations are also excluded from the computational times. Each simulation, including
the referential ones, are performed five times and their computational times are averaged to give the
results presented here.

For all the simulations, the convergence criterion (2.3) is used, with εTOL = 10−10, and we set a
maximal number of iterations Nitermax = 5. For the POD-DEIM based parareal simulations, we use
εsv,linear = εsv,nonlinear = 10−3.

All the simulations are performed in a dual-Xeon E5-2680 v2 with a frequency of 2.80GHz, with
256GB of RAM capacity. For taking advantage of the shared memory parallelization, all the parallel
processors are in the same node, with 20 cores available per node. Therefore, in each simulation
the number of processors is set to Np = min{N∆t, 20}. In each iteration k, the computation of the

subspaces S(i),k, i = 1, 2, 3 and Ŝ(l),k, l = 1, . . . , 5, is done sequentially (relatively to each other),
which corresponds to take Np,s = 1 as defined in Section 4. Therefore, the parallelization is done
inside the MKL-LAPACK functions.

In order to have an easier identification of the results presented in the sequel, we propose the
following nomenclature for the test cases:

SWE{nb.dimensions}D-{method}-{N∆t}-[c]

where

• nb.dimensions can be 1 (for the 1D problem) or 2 (for the 2D problem);

• method can be cl (for the classical parareal method, presented in Algorithm 1), pd (for the
POD-DEIM-based parareal method, presented in Algorithm 4) or mpd (for modified the POD-
DEIM-based parareal method, presented in Algorithm 5);

• N∆t is the number of coarse time steps, as defined previously;

• the last term, c, is used when there is spatial coarsening between the fine and the coarse
meshes.

For example, SWE1D-cl-25 stands for a 1D test case using the classical parareal method with 25
coarse time steps and no spatial coarsening, and SWE2D-mpd-20-c stands for the a 2D simulation using
the modified POD-DEIM-based parareal method with 20 coarse time steps and spatial coarsening.
Moreover, when necessary, the reference solution is denoted, for example, as SWE1D-ref.

3http://rncarpio.github.io/delaunay linterp/
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5.1. First test case: 1D problem (SWE1D)

We consider in this test case a rectangular domain Ω = [0, 20]2. The fine propagator is described
by a time step δt = 0.001 and a Cartesian homogeneous mesh with δx = δy = 1, containing 400
cells and 840 interfaces. The initial solution is a lake-in-rest, with initial water depth h = 1 and a
flat bottom. No friction is considered. An unitary and constant mass flux is imposed at the western
boundary x = 0. The other three boundaries are closed (imposed null mass flux). The simulation
length is T = 5, starting on t = 0. The average time for computing the sequential fine solution is of
approximately approximately Tref = 2.2s.

We define a coarse propagator G∆t with ∆t = 0.2 and no spatial coarsening. Therefore, there are
N∆t = 25 coarse time steps, and 20 processors are used for the simulations, such that some processors
may compute two coarse time steps in the parallel computation of the correction terms. Following
the nomenclature defined above, the three simulations are named SWE1D-cl-25, SWE1D-pd-25 and

SWE1D-mpd-25. The MPD method is defined by additional snapshots taken at every ∆̂t = 0.1 (i.e.
by taking α = 2, as defined previously).

The evolution of the errors ekn and ek is presented in Figure 1. We notice that the classical parareal
method is very unstable, and the error increases along iterations. For the PD method, we observe a
fast convergence to the referential solution and, for the MPD method, the convergence is even faster:
in only one parareal iteration, the error in all the 25 timesteps is in the order of 10−11.

Figure 2 exemplifies the behaviour of the methods by showing the evolution of water height h,
compared with the referential solution, in a given point of the domain ((x, y) = (10, 5)). We observe
that the solution given by the classical parareal iterations is highly oscillatory and unstable, whereas
both the POD-DEIM-base methods give, in only one iteration, a visually converged solution.

The speedup provided by each method along iterations is presented in Figure 3. The 0− th iteration
(initial coarse prediction) is not shown for the sake of readability, since this iteration is much faster
than the referential solution and the following iterations. As expected, the classical parareal method
is the cheapest one, and the modified POD-DEIM-based method, the most expensive one. As said
above, both the PD and MPD methods give a very good result in one iteration, so we can consider
for them a speedup of approximately 5.0 and 3.9, respectively.

5.2. Second test case: 2D problem (SWE2D)

For the 2D test case, we consider a rectangular domain Ω = [0, 100]2, with a fine propagator described
by δt = 0.001 and a Cartesian homogeneous mesh with δy = δx = 2, containing 2500 cells and
5100 interfaces. The sequential fine solution takes approximately Tref = 12.7s, on average. The initial
solution is given by

h(t = 0, x, y) = h0 + exp

(
−
(

(x− x0)2

2σ2
x

+
(y − y0)2

2σ2
y

))
ux(t = 0, x, y) = 0, (x, y) ∈ [0, 100]2

uy(t = 0, x, y) = 0

(5.2)

with h0 = 1, x0 = y0 = 50 and σx = σy = 7.5.
All the boundaries are closed (imposed null mass flux) and the bottom is flat, and no friction is

considered. The simulation is performed from t = 0 to T = 5.
For this test case, we perform two sets of parareal methods, respectively without and with spatial

coarsening.
We begin by defining a coarse propagator with ∆t = 0.25 and no spatial coarsening. The tests are

named SWE2D-cl-20, SWE2D-pd-20 and SWE2D-mpd-20. For the MPD method, additional snapshots

are taken at every ∆̂t = 0.125 (α = 2).
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Figure 1. Evolution of the errors ekn along iterations and time for test cases SWE1D-
cl-25 (first plot), SWE1D-pd-25 (second plot) and SWE1D-mpd-25 (third plot); and
evolution of the errors ek along iterations for the same test cases (fourth plot). For
SWE1D-mpd-25, the algorithm converges in 2 parareal iterations.

Figure 4 shows the relative error for three parareal methods. We notice that, in this test case, the
classical parareal method behaves better than in the previous one, but it converges slower than the
POD-DEIM-based methods. We also notice that the MPD, by constructing a reduced model using
twice the number of snapshots, provides a great improvement on the quality of the solution in the first
iteration, for almost all the the time steps.

The evolution of the speedup along iterations for each method is presented in Figure 5. We notice, for
the three methods, a higher speedup in comparison to the test case S1 presented above. As indicated
in bounds (4.2)-(4.6), this may be due to the increase in the number of spatial points in the fine
propagator (Mf = 400 in SWE1D and Mf = 2500 in SWE2D) and the reduction in the number of
coarse time steps (N∆t = 25 in SWE1D and N∆t = 20 in SWE2D).

Figure 6 shows the evolution of the parareal solutions h given by each method in the point
(x, y) = (40, 40). For both the POD-DEIM-based methods, we obtain in one iteration a very good ap-
proximation to the referential solution in this point. For the classical parareal method, a good solution
is obtained in two iterations. Therefore, in this test case, as shown in Figure 5, the classical method is
able to give a fast convergence, with a speedup factor of approximately 9.2, whereas the PD and the
MPD have respectively a speedup of approximately 11.0 and 8.5.

Using the same reference solution, i.e. the same fine propagator Fδt, we perform a second set
of parareal simulations for the test case SWE2D. We set now a lower-quality initial prediction, by
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Figure 2. Evolution of h along time in position (x, y) = (10, 5) for test cases SWE1D-
cl-25 (top left), SWE1D-pd-25 (top right) and SWE1D-mpd-25 (bottom). Circles and
squares represent respectively the referential solution and the initial prediction. For the
second and third figures, the referential solution and the parareal iterations superimpose
for k ≥ 1.
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Figure 3. Evolution of the average speedup along iterations, given by the ratio be-
tween the referential and the parareal computational times, for test cases SWE1D-cl-25
(circles), SWE1D-pd-25 (squares) and SWE1D-mpd-25 (crosses). The dashed line rep-
resents the referential speedup, equal to 1.
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Figure 4. Evolution of the errors ekn along iterations and time for test cases SWE2D-
cl-20 (first plot), SWE2D-pd-20 (second plot) and S0-mpd-20 (third plot); and evolu-
tion of the errors ek along iterations for the same test cases (fourth plot).
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Figure 5. Evolution of the average speedup along iterations, given by the ratio be-
tween the referential and the parareal computational times, for test cases SWE2D-cl-20
(circles), SWE2D-pd-20 (squares) and SWE2D-mpd-20 (crosses). The dashed line rep-
resents the referential speedup, equal to 1.
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Figure 6. Evolution of h along time in position (x, y) = (40, 40) for test cases SWE2D-
cl-20 (top left), SWE2D-pd-20 (top right) and SWE2D-mpd-20 (bottom). Circles and
squares represent respectively the referential solution and the initial prediction. For
the second and third figures, the referential solution and the parareal iterations nearly
superimpose for k ≥ 1.

defining a coarse propagator G∆t with a coarser Cartesian mesh (∆x = ∆y = 5), but the same time
step ∆t = 0.25 as before, such that there are N∆t = 20 coarse time steps. The tests are named
SWE2D-cl-20-c, SWE2D-pd-20-c and SWE2D-mpd-20-c. For the MPD method, additional snapshots

are taken at every ∆̂t = 0.125 (α = 2).
The evolution of the errors ekn and ek (Figure 7) and the evolution of the solution in position

(x, y) = (40, 40) (Figure 9) show that both the classical and the PD method present a troubled
convergence behaviour. For the classical method, the error increases in the first iteration and in the
following iterations the solution approaches slowly to the referential one. For the PD method, the
first iteration provides a good error decrease, but the following iterations become unstable and the
error increases. The stability can be improved by reducing the subspaces’ dimensions (i.e. increasing
εsv, linear and εsv, nonlinear), but it may strongly affect the speed of convergence of the method. The
MPD provides the better approximation among the three methods. As in the PD, we observe an error
increase from the first to the second iterations in more advanced times steps, but with much smaller
magnitude, and the following iterations are able to control the instabilities. Concerning the speedup
(Figure 8), we can consider for the point (40, 40), in the MPD method, a good convergence in two
iterations (speedup factor of approximately 4.5). For the classical method, we have good convergence
in four iterations (speedup factor of approximately 4.8). We notice that the classical parareal method
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remains faster than the MPD, and further improvements of this last one must be done for reducing
its computational cost. However, the gains in stability are a positive feature of the MPD.
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Figure 7. Evolution of the errors ekn along iterations and time for test cases SWE2D-
cl-20-c (first plot), SWE2D-pd-20-c (second plot) and SWE2D-mpd-20-c (third plot);
and evolution of the errors ek along iterations for the same test cases (fourth plot).

5.3. Discussion on the computational time of the POD-DEIM-based parareal methods

We consider the last test case presented above (SWE2D with spatial coarsening) for detailing the
computational cost of the POD-DEIM-based parareal method and its modification.

Figure 10 presents the average time spent in each step of PD and MPD along the parareal iterations.
In these graphs, we denote:

• FC: time for computing the fine term of the correction (line 12 of Algorithms 4 and 5),
including the storage of the snapshots;

• SP: time for computing the subspaces (lines 20-21 and 21-22 of Algorithms 4 and 5, respec-
tively);

• CC: Time for computing the coarse term of the correction (resp. lines 25-26 and 26-27);

• PU: Time for computing the predictions and updating the final solution of the iteration (resp.
lines 31 and 32), or, in the initial prediction (0-th iteration), the computation by the coarse
propagator (line 4 of Algorithms 4 and 5);
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Figure 8. Evolution of the average speedup along iterations, given by the ratio be-
tween the referential and the parareal computational times, for test cases SWE2D-cl-
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Figure 9. Evolution of h along time in position (x, y) = (40, 40) for test cases SWE2D-
cl-20-c (top left), SWE2D-pd-20-c (top-right) and SWE2D-pd-20-c (bottom). Circles
and squares represent respectively the referential solution and the initial prediction. For
the third figure, the referential solution and the parareal iterations nearly superimpose
for k ≥ 2.
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• Total: Total time spent in the iteration.

Other iteration steps, e.g. the convergence checking and the computation of the matrices of the
reduced-order model do not have their computational time shown explicitly in Figure 10 since they
are relatively small, but are included in the total iteration time.

Several conclusions can be made from the results presented in Figure 10. We notice, as expected,
that the 0 − th iteration, consisting uniquely on a full sequential coarse simulation, has a very small
computational cost. Moreover, the computation of the coarse term correction (CC ), consisting on a
parallel simulation of the reduced-order model, has also a negligible computational time.

Concerning the computation of the fine correction term (FC ), which is done in parallel, we notice
that the spent time is similar for both POD-DEIM-based parareal methods. The only exception is the
first iteration in MPD, which is a little more expensive, due to the creation of the structure to store
the extra snapshots. In the following iterations, the same structure is reused, and the computational
time for storing the snapshots is smaller. We recall that there is no extra cost for computing these
extra snapshots, since they are provided by the parallel fine simulation.

Figure 10 also provides some conclusions concerning the computation of the subspaces. As discussed
in Section 4, the POD procedure for computing the basis can be estimated to have a quadratic
dependence on the number of snapshots, which, in its turn, is proportional to the number of iterations
and the number of time steps for taking the snapshots. Therefore, its cost increases rapidly along the
parareal iteration and if we keep a large number of intermediary snapshots in the MPD. Moreover,
by using more snapshots as input for the POD, we expect to have basis with higher dimensions. It
affects directly the cost of the DEIM procedure, for each we estimate a dependence with exponent four
on the basis dimension. The sum of this factors can be clearly observed in Figure 10: the SP curve
increases much faster fort the MPD than the PD method. It reinforces the importance of having a
fast convergence of the method, in very few iterations.

Finally, the influence of the number of the snapshots on the dimension of the reduced-order model
can be observed in Figure 11, which represents, for the same test cases SWE2D-pd-20-c and SWE2D-
mpd-20-c, the evolution, along the parareal iterations, of the subspaces S(l), l = 1, 2, 3, computed

from snapshots of the three components of the SWE solution, and the subspaces Ŝ(l), l = 1, 2, 3,
computed from snapshots of the three first flux terms. Concerning the two remaining flux terms, their
subspaces have dimension zero since a flat bottom is considered in the simulations, so they are not
represented in the graphs. In all iterations, all the subspaces computed in the MPD, using twice the
number of snapshots, have a higher dimension than the subspaces computed in the PD, for the same
thresholds εsv,linear and εsv,nonlinear. As said above, it affects the computational time for the DEIM
procedure. Nevertheless, the spaces remain relatively small and we do not see remarkable differences
in the computational time for solving the reduced-order models (which are included in curves CC and
PU in Figure 10). We recall that the dimension of the FV reduced-order is given by the dimension

of the spaces S(i), i = 1, 2, 3, with fluxes computed in a number of interfaces given by the dimension

of Ŝ(l), l = 1, 2, 3. Both these quantities remain in the order of tenths, whereas the mesh for the fine
propagator contains 2500 cells and 5100 interfaces.

6. Conclusion

In this paper, we implement a POD-DEIM-based (PD) parareal method for solving the two-dimensional
nonlinear shallow water equations, discretized using a finite volume scheme. The PD method is a fur-
ther development of the Krylov-subspace-enhanced parareal method that is suitable for stabilizing
and accelerating the convergence for nonlinear hyperbolic problems. We propose a modification of the
method (MPD) for improving even more both these aspects.
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Figure 10. Evolution along iterations of the computational time spent in each step of
the POD-DEIM-based parareal method (top, test case SWE2D-pd-20-c) and its mod-
ification (bottom, test case SWE2D-mpd-20-c). FC, SP, CC, PU and Total stands
respectively for the computation of the fine correction term, the computation of the
subspaces, the computation of the coarse correction term, the computation of the pre-
diction and update of the solution, and the total iteration time.

This modification consists in enriching the snapshots sets used for constructing the POD-DEIM
reduced-order models (ROMs). The motivation is the influence of the snapshot set on the quality of
the ROM: if the snapshots are in a too few number or if they are not a good representation of the
solution, the produced ROM can have a poor quality, which, in the framework of the PD parareal
method, may affect its convergence and stability.

The modified POD-DEIM-based parareal method (MPD) stands out for not requiring any compu-
tational cost for obtaining the extra snapshots, since they are already computed in the fine correction
step in the algorithm, but not used in the PD method. An extra cost is observed in the computation
of the subspaces using the POD-DEIM procedured and can be prohibitive in too advanced parareal
iterations; however, the MPD allows a convergence in very few iterations.

A preceding step for implementing the PD and the MPD is the formulation of the reduced-order
model for the SWE. The nonlinearity of these equations requires a combined POD-DEIM reduction.
In the context of a finite volume scheme, the obtained ROM has a dimension defined by the subspaces
obtained from the POD applied to snapshots of the solution, with the nonlinear fluxes computed
on interfaces chosen by the POD-DEIM applied to snapshots of the fluxes. For a test case with a
reference mesh containing cells and interfaces in the order of thousands, both the ROM dimension
and the number of interfaces chosen by the DEIM are in the order of tenths.

Numerical simulations are performed here for comparing the behaviour of the classical, the PD and
the MPD parareal methods in terms of computational time and stability. In a first, one-dimensional
test case, the classical method is unstable, whereas the PD ans specially the MPD converges exactly to
reference solution in very few iterations. In a second, two-dimensional test case, the classical method
presents less instabilities, but the PD and the MPD converge faster. By coarsening the spatial resolu-
tion of the coarse propagator, the PD becomes unstable, suggesting that the snapshots are not a good
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Figure 11. Evolution along iterations of the dimensions of subspaces S(i), i = 1, 2, 3

(full lines) and Ŝ(l), l = 1, 2, 3 (dashed lines) for the POD-DEIM-based parareal method
(top, test case SWE2D-pd-20-c) and its modification (bottom, test case SWE2D-mpd-

20-c). Subspaces Ŝ(4) and Ŝ(5) have zero dimension in all iterations (due to the flat
bottom) and are not represented. For comparison, the fine propagator’s mesh has 2500
cells and 5100 interfaces.

representation of the reference solution. By using twice the number of snapshots, the MPD is able to
stabilize and accelerate the convergence.

In all the simulations, 20 parallel processors are used, and the MPD produce good approximate
solutions with a good speedup factor (between 4 and 8.5 approximately, depending on the test case).
However, the MPD is clearly more costful than the classical parareal method. Then, the optimization
of the MPD’s computational cost is a natural and necessary outlook of this work. As pointed out by
[25], a task scheduling between processors as proposed in [3] is not applicable for the Krylov-subspace-
enhanced parareal method (and thus for the PD and MPD methods), but similar approaches should be
investigated. A coupling between spatial and temporal parallelizations, using domain decomposition
and parareal techniques in an hybrid MPI-OpenMP implementation [18] can also be envisaged. Finally,
a nested parallel computation of the subspaces, which is proposed here but not investigated, can be
crucial in large problems and may be studied.

Concerning the applications of the work presented here, we look forward to simulations of urban
floods using the SWE. In this case, using porosity-based shallow water models (e.g. the one proposed
by [17]) as coarse propagator would allow to improve the quality of the initial parareal prediction and,
consequently, the stability and convergence of the POD-DEIM-based parareal methods.

Appendix A. Application of the POD-DEIM-based parareal algorithm for the two-
dimensional invisicid scalar Burgers equation using finite volumes

The objective of these appendices is to describe in detail the implementation of the POD-DEIM-based
method (Algorithm 4) and its modification (Algorithm 5) for solving the two-dimensional nonlinear
shallow water equations discretized with a finite volume (FV) scheme. For making it clearer, we
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begin by formulating a reduced-order model to a simpler problem: the two-dimensional inviscid scalar
Burgers equation. For the purposes of the POD-DEIM, it has the same structure as the SWE, so
the reduction of this more complex problem is analogous. After the formulation of the reduced-order
model, its application to the POD-DEIM-based parareal methods is straightforward.

We follow the procedure described in Section 2.3.1 for formulating the reduced-order model under
the form (2.14). As, in general, the time integration in FV schemes is written separately for each
spatial cell, as a very intuitive sum of flux contributions from the neighbour cells, we need first to
rewrite them in a global (in space) form, in order to have a system of ODEs in time (as in eq. 2.8).

A.1. Notations for the FV scheme

Let us introduce some definitions for setting up the FV scheme. We consider a domain Ω discretized
with a mesh T containing Mf cells Ωi, i = 1, . . . ,Mf . We denote by Ai the area of Ωi, N (i) the set of
indices of neighbours cells to Ωi, ui the average of a certain function u in Ωi, σij the interface between
the cells Ωi and Ωj , j ∈ N (i), and wi,j the length of σi,j .

We denote by ni,j = (nxi,j , n
y
i,j)

T the unit normal vector to the interface σi,j and pointing outwards

w.r.t. Ωi. Notice that nj,i = −ni,j . We also define ñi,j =
(
ñxi,j ñyi,j

)T
as an unit normal vector to

σi,j , but unique to each interface, corresponding to a chosen orientation for it (Ωi and Ωj would be
respectively “left” and “right” cells to σi,j).

The number of interfaces in the mesh is denoted by If and can be indexed from 1 to If . We define
the following maps between the interfaces indices l = 1, . . . , If and the corresponding indices of the
neighbour cells (i, j) of the interface σl:

ψ : {1, 2, . . . , If} → {1, 2, . . . ,Mf}2

l 7→ (i, j), σl = Ωi ∩ Ωj
(A.1)

ψ′ : {1, 2, . . . ,Mf}2 → {1, 2, . . . , If}
(i, j) 7→ l, σl = Ωi ∩ Ωj

For each l = 1, . . . , If , ψ(l) is unique and expresses the arbitrary fixed orientation for the interface.
For ψ′, we have ψ′(i, j) = ψ′(j, i).

A.2. Formulation of the problem and the finite volume scheme

We consider the two-dimensional inviscid scalar Burgers equation

∂u

∂t
+∇ · F (u) = 0; (A.2)

with

F (u) =
1

2
u2

(
1
1

)
The spatial discretization of (A.2) using a finite volumes scheme gives

dui
dt

= − 1

Ai

∑
j∈N (i)

(F (ui,j) · ni,jwi,j) (A.3)

Expression (A.3) gives the ODE satisified by each approximate solution ui. In order to properly
formulate a reduced model using the POD-DEIM procedure, we rewrite it in vector-matrix form as
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dU

dt
= BF̃ (U) (A.4)

with

U :=

 u1
...

uMf

 ∈ RMf , F̃ (U) :=

 F (uψ(1)) · e1
...

F (uψ(If )) · e1

 ∈ RIf , e1 =

(
1
0

)
where uψ(l) is an approximation to the solution on interface σψ(l), l = 1, . . . , If , and B ∈ RMf×If is a
sparse matrix whose elements are given by

[B]i,l =

−
wi,j
Ai

(nxi,j + nyi,j), j ∈ N (i), l = ψ′(i, j),

0, else
(A.5)

Using an explicit Euler scheme for the temporal discretization of (A.4), we have the final numerical
scheme

Un+1 = Un + ∆tBF̃ (Un) (A.6)

where Un is the approximation of u(tn, ·).
Notice that the matrix B depends exclusively on geometric properties of the mesh, which are

constant in time. Therefore, it can be computed only once, such that each update (A.6) only requires

the computation of the flux vector F̃ (U).

A.3. Formulation of a POD-DEIM reduced model

We now formulate a reduced model for (A.4). The objective is to construct an approximate problem
with dimension q �Mf , leading to a much smaller computational cost.

We observe that, in (A.4), the term F̃ (U) is nonlinear. Therefore, as pointed out by [5] and [6]
and discussed in the previous sections, the model reduction using a POD technique is not enough
for obtaining small computational costs, requiring also a DEIM approach for reducing this nonlinear
term.

Let U = [U(t1), . . . ,U(tns)] ∈ RMf×ns be a matrix containing ns snapshots of the solution of
(A.4). Via a POD, we can obtain a basis of the reduced subspace Sq of dimension q spanned by these
snapshots. We denote by Vq ∈ RMf×q the matrix containing in its columns the orthonormal vectors of
this basis.

We approximate U(t) ∈ RMf by

U(t) ≈ VqŨ(t) (A.7)

with Ũ(t) ∈ Rq.
By replacing (A.7) in (A.4) and projecting the equation into Sq, we obtain

dŨ

dt
= V T

q BF̃ (VqŨ) (A.8)

The problem (A.8) has effectively a reduced dimension q � Mf , but the computation of the

nonlinear term F̃ (VqŨ) is still expensive, since the flux need to be computed on If interfaces, with If
of the same order of magnitude as Mf .
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Then, let Û =
[
F̃ (U(t1)), . . . , F̃ (U(tns))

]
∈ RIf×ns be a matrix containing ns snapshots of the

nonlinear term of (A.4), i.e. the fluxes computed in ns instants. Also using a POD technique, we

obtain from these snapshots a reduced subspace Ŝm of dimension m and whose basis vectors are the

columns of the matrix V̂m ∈ RIf×m.
Using V̂m as input for the DEIM algorithm 3, we obtain a matrix P̂ = [eP1 , . . . , ePm ] ∈ RIf×m,

where ePi are vectors of the canonical basis and the indices Pi indicate a choice of m� If interfaces
on which the flux will be computed in the reduced problem.

Thus, the nonlinear term can be approximated by

F̃ (VqŨ) ≈ V̂m
(
P̂ T V̂m

)−1
P̂ T F̃ (VqŨ)

and, by replacing in (A.8), we obtain the final reduced model

dŨ

dt
= V T

q BV̂m

(
P̂ T V̂m

)−1
P̂ T F̃ (VqŨ) (A.9)

which we denote as

dŨ

dt
= B̂P̂ T F̃ (VqŨ) (A.10)

where B̂ := V T
q BV̂m

(
P̂ T V̂m

)−1
∈ Rq×m does not depend on time and can be precomputed, and

P̂ T F̃ (VqŨ) ∈ Rm contains the fluxes computed on the m interfaces chosen by the DEIM algorihtm.

Appendix B. Application of the POD-DEIM-based parareal algorithm for the two-
dimensional nonlinear SWE using finite volumes

B.1. Formulation of the problem and the finite volume scheme

We recall the SWE equations (5.1) as formulated by [17] and considered in this paper. For the resolution
of (5.1) with a finite volume scheme, we reformulate it as a local problem to each interface. In the
local coordinate system (ξ, η) attached to each interface, (5.1) reduces to

∂

∂t
Ũ(t) +

∂

∂x
F̃ (U(t)) = S̃0(U(t)) (B.1)

where

Ũ =

 h
hu
hv

 , F̃ =

 hu
hu2 + gh2/2

huv

 , S̃0 =

 0
S0,ξ

0


with u and v as, respectively, the velocities in the directions ξ (normal to the interface) and η (tangent
to the interface), and S0,ξ is the topography variation source term in the direction ξ. As explained in
[17], the friction source term is computed in a further step and is not considered in (B.1).

For the sake of clarity, the tildes over U , F and S are omitted in the following.
Using the same notation introduced in Section A.1 of the previous appendix, a finite volume dis-

cretization of the spatial variables in (B.1) leads to the system of ODEs
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d

dt
U i(t) = − 1

Ai

∑
j∈N (i)

wi,j [Pi,jF i,j

+P̃i,j

(
1{ni,j ·ñi,j>0}S

L
i,j + 1{ni,j ·ñi,j<0}S

R
i,j

)] (B.2)

where

U i :=

 hi
hiui
hivi

 ∈ R3, i = 1, . . . ,Mf

and 1 is the indicator function, F i,j is the average flux vector in the direction normal to the interface
σi,j and Pi,j is a rotation matrix from the Cartesian coordinates (x, y) to the coordinates (ξ, η) attached
to the interface σi,j , given by

Pi,j =

 ni,j · ñi,j 0 0
0 nxi,j −n

y
i,j

0 nyi,j nxi,j


and P̃i,j is defined in a similar way:

P̃i,j =

 1 0 0
0 ñxi,j −ñ

y
i,j

0 ñyi,j ñxi,j


Notice that Pj,i = −Pi,j , In (B.2), it indicates that, for a given interface σi,j , the distribution of the
flux F i,j for the left and the right cells (where “left” and “right” stand for the fixed chosen orientation)

have same absolute value but opposite sign. On the other hand, P̃i,j is unique for each interface.
The flux F i,j is defined by

F i,j =

 F
[1]
i,j

F
[2]
i,j

F
[3]
i,j

 (B.3)

with

F
[1]
i,j =

1

λ+ − λ−
[
λ+(uh)L − λ−(uh)R + λ−λ+(zR − zL)

]
F

[2]
i,j =

1

λ+ − λ−
[
λ+
(
hu2 +

g

2
h2
)
L
− λ−

(
hu2 +

g

2
h2
)
R

+ λ−λ+ ((hu)R − (hu)L)
]

F
[3]
i,j =

F
[1]
i,j + |F [1]

i,j |
2

vL +
F

[1]
i,j − |F

[1]
i,j |

2
vR

where L and R stand respectively for the arbitrary “left” and “right” cells w.r.t. interface σi,j , zL and
zR are their respective surface elevations and the wave celerities λ− and λ+ are estimated by

λ− = min{uL − cL, uR − cR, 0}, λ+ = max{uL + cL, uR + cR, 0}
with cL =

√
ghL and cR =

√
ghR.

The separation of the source term S0 into two vectors in (B.2) indicates that, contrary to the
flux term F , the contribution of the source term for the left and right cell to each interface are not
computed in the same way, namely:
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SLi,j =

 0
−λ−

λ+ − λ−
∆Si,j

0

 , SRi,j =

 0
λ+

λ+ − λ−
∆Si,j

0



where

∆Si,j =
g

2
(hL + hR)(zL − zR + hR − hL)

In order to formulate a reduced problem for the shallow water equations, we follow the same
procedure as in the case of the Burgers equations and we begin by rewriting (B.2) under a global,
matricial form, corresponding to a system of ODEs in time for all the cells in the mesh.

We first define five flux vectors, corresponding to the three components of F i,j and the non-zero

components of SLi,j and SRi,j :

F (1) :=

 F ψ(1) · e1
...

F ψ(If ) · e1

 , F (2) :=

 F ψ(1) · e2
...

F ψ(If ) · e2

 ,

F (3) :=

 F ψ(1) · e3
...

F ψ(If ) · e3

 , F (4) :=

 SLψ(1) · e2

...

SLψ(If ) · e2

 ,

F (5) :=

 SRψ(1) · e2

...

SRψ(If ) · e2



(B.4)

where ei, i = 1, 2, 3 are the vectors of the canonical basis of R3 and F (l) ∈ RIf , l = 1, . . . , 5. In the

sequel, F
(l)
i,j refers to the ψ′(i, j)-th component of F (l).

We also define three vectors containing the three components of the solution in each cell:

U (1) :=

 U1 · e1
...

UMf
· e1

 , U (2) :=

 U1 · e2
...

UMf
· e2

 , U (3) :=

 U1 · e3
...

UMf
· e3

 (B.5)

with U (l) ∈ RMf , l = 1, 2, 3.
Using these definitions, (B.2) can be rewritten, for each variable separately, as
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d

dt
U

(1)
i (t) = − 1

Ai

∑
j∈N (i)

(ni,j · ñi,j)wi,jF (1)
i,j

d

dt
U

(2)
i (t) = − 1

Ai

∑
j∈N (i)

[
nxi,jF

(2)
i,j − n

y
i,jF

(3)
i,j

+ ñxi,j1{ni,j ·ñi,j>0}F
(4)
i,j

+ñxi,j1{ni,j ·ñi,j<0}F
(5)
i,j

]
wi,j

d

dt
U

(3)
i (t) = − 1

Ai

∑
j∈N (i)

[
nyi,jF

(2)
i,j + nxi,jF

(3)
i,j

+ ñyi,j1{ni,j ·ñi,j>0}F
(4)
i,j

+ñyi,j1{ni,j ·ñi,j<0}F
(5)
i,j

]
wi,j

(B.6)

Let us define the sparse matrices B(1), B(2), B(3), B(4,x), B(4,y), B(5,x), B(5,y) ∈ RMf×If by

[B(1)]i,l =

− (ni,j · ñi,j)
wi,j
Ai

, j ∈ N (i), l = ψ′(i, j),

0, else

[B(2)]i,l =

−nxi,j
wi,j
Ai

, j ∈ N (i), l = ψ′(i, j),

0, else

[B(3)]i,l =

n
y
i,j

wi,j
Ai

, j ∈ N (i), l = ψ′(i, j),

0, else

[B(4,x)]i,l =

nxi,j
wi,j
Ai

, j ∈ N (i), ni,j · ñi,j > 0, l = ψ′(i, j),

0, else

[B(4,y)]i,l =

n
y
i,j

wi,j
Ai

, j ∈ N (i), ni,j · ñi,j > 0, l = ψ′(i, j),

0, else

[B(5,x)]i,l =

nxi,j
wi,j
Ai

, j ∈ N (i), ni,j · ñi,j < 0, l = ψ′(i, j),

0, else

[B(5,y)]i,l =

n
y
i,j

wi,j
Ai

, j ∈ N (i), ni,j · ñi,j < 0, l = ψ′(i, j),

0, else

Then, (B.6) can be written under a global form as
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d

dt
U (1) = B(1)F (1) (U)

d

dt
U (2) = B(2)F (2) (U) +B(3)F (3) (U) +

B(4,x)F (4) (U) +B(5,x)F (5) (U)

d

dt
U (3) = −B(3)F (2) (U) +B(2)F (3) (U) +

B(4,y)F (4) (U) +B(5,y)F (5) (U)

(B.7)

Notice that the matrices B(1), B(2), B(3), B(4,x), B(4,y), B(5,x), B(5,y) depend only on mesh properties,
which are constant in time. Therefore, for computing the time evolution of (B.7), these matrices can
be computed only once, in the beginning of the simulation. We use an explicit Euler scheme for the
temporal discretization of (B.7).

B.2. Formulation of the reduced POD-DEIM model

Reduced-order models using the POD-DEIM technique are developed for the SWE by [29] and for the
spherical SWE by [28], both in the framework of finite difference methods. We formulate in this section
a reduced model for the system of finite volume discretization (B.7). We notice that these equations
have a similar structure than the Burgers equation (A.4): they are ODEs in which the right-hand side
is a nonlinear term (or a sum of nonlinear terms). Therefore, the procedure used here is completely
analogous.

Let S(i)
qi , i = 1, 2, 3, be respectively the reduced subspaces of dimension qi � Mf spanned by

snapshots of the solutions U (i) defined in (B.5), and V
(i)
qi ∈ RMf×qi their respective matrices of

orthonormal basis vectors, obtained via the POD.

Let also Ŝ(l)
ml , l = 1, . . . , 5 be respectively the reduced subspaces of dimension ml � If generated by

snapshots of the nonlinear terms F (l)(U) defined in (B.4), V̂
(l)
ml ∈ RIf×ml their respective matrices of

orthonormal basis vectors, obtained via the POD, and P̂ (l) ∈ RIf×ml their respective indices matrix
obtained via the DEIM algorithm.

The reduced variables are denoted, for i = 1, 2, 3, with Ũ
(i)
∈ Rqi , and we use the approximation

U (i) ≈ V (i)
qi Ũ

(i)
. We also define

Ũ =

 Ũ
(1)

Ũ
(2)

Ũ
(3)

 ∈ Rq1+q2+q3

and, with some abuse of notation, we denote

VqŨ =

 V
(1)
q1 Ũ

(1)

V
(2)
q2 Ũ

(2)

V
(3)
q3 Ũ

(3)

 ∈ R3Mf (B.8)

Then, the reduced model for (B.7) reads
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d

dt
Ũ

(1)
= B̂(1)

(
P̂ (1)

)T
F (1)

(
VqŨ

)
d

dt
Ũ

(2)
= B̂(2,1)

(
P̂ (2)

)T
F (2)

(
VqŨ

)
+ B̂(2,2)

(
P̂ (3)

)T
F (3)

(
VqŨ

)
+

B̂(2,3)
(
P̂ (4)

)T
F (4)

(
VqŨ

)
+ B̂(2,4)

(
P̂ (5)

)T
F (5)

(
VqŨ

)
d

dt
Ũ

(3)
= B̂(3,1)

(
P̂ (2)

)T
F (2)

(
VqŨ

)
+ B̂(3,2)

(
P̂ (3)

)T
F (3)

(
VqŨ

)
+

B̂(3,3)
(
P̂ (4)

)T
F (4)

(
VqŨ

)
+ B̂(3,4)

(
P̂ (5)

)T
F (5)

(
VqŨ

)
(B.9)

where the matrices B̂(∗) are constant in time and are defined by

B̂(1) :=
(
V (1)
q1

)T
B(1)V̂ (1)

m1

[(
P̂ (1)

)T
V̂ (1)
m1

]−1

∈ Rq1×m1

B̂(2,1) :=
(
V (2)
q2

)T
B(2)V̂ (2)

m2

[(
P̂ (2)

)T
V̂ (2)
m2

]−1

∈ Rq2×m2

B̂(2,2) :=
(
V (2)
q2

)T
B(3)V̂ (3)

m3

[(
P̂ (3)

)T
V̂ (3)
m3

]−1

∈ Rq2×m3

B̂(2,3) :=
(
V (2)
q2

)T
B(4,x)V̂ (4)

m4

[(
P̂ (4)

)T
V̂ (4)
m4

]−1

∈ Rq2×m4

B̂(2,4) :=
(
V (2)
q2

)T
B(5,x)V̂ (5)

m5

[(
P̂ (5)

)T
V̂ (5)
m5

]−1

∈ Rq2×m5

B̂(3,1) := −
(
V (3)
q3

)T
B(3)V̂ (2)

m2

[(
P̂ (2)

)T
V̂ (2)
m2

]−1

∈ Rq3×m2

B̂(3,2) :=
(
V (3)
q3

)T
B(2)V̂ (3)

m3

[(
P̂ (3)

)T
V̂ (3)
m3

]−1

∈ Rq3×m3

B̂(3,3) :=
(
V (3)
q3

)T
B(4,y)V̂ (4)

m4

[(
P̂ (4)

)T
V̂ (4)
m4

]−1

∈ Rq3×m4

B̂(3,4) :=
(
V (3)
q3

)T
B(5,y)V̂ (5)

m5

[(
P̂ (5)

)T
V̂ (5)
m5

]−1

∈ Rq3×m5

Notice that (B.9) is a problem of dimension q1, q2 and q3 respectively on the three components of
the solution, instead of a dimension Mf in each component, as in the full problem (B.7). Moreover,

the fluxes F (l), l = 1, . . . , 5 are computed respectively on ml interfaces, instead of If interfaces as in
(B.7).

B.3. Formulation of a POD-DEIM parareal method

Finally, we formulate the POD-DEIM-based parareal method (Algorithm 4 or 5) by defining the
following propagators:

• The fine propagator Fδt: discretization of (B.7), with Mf cells and time step δt;

• The coarse propagator G∆t: discretization of (B.7), with Mc cells and time step ∆t;
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• The reduced fine propagator Fr,δt: discretization of (B.9), with qi � Mf , i = 1, 2, 3, ml �
If , l = 1, . . . , 5, and time step δt, to be reformulated in each iteration of the algorithm.
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[29] Razvan Ştefănescu and Ionel M. Navon. POD/DEIM nonlinear model order reduction of an ADI
implicit shallow water equations model. Journal of Computational Physics, 237:95–114, Mar 2013.

39


	1. Introduction
	2. Overview of parareal methods
	2.1. The original parareal method
	2.2. The Krylov-subspace-enhanced parareal algorithm: an adaptation for hyperbolic problems
	2.3. The POD-DEIM-based parareal algorithm for nonlinear problems
	2.3.1. The POD-DEIM reduction method
	2.3.2. Application of the POD-DEIM reduction method for the parareal algorithm


	3. A modification of the POD-DEIM-based parareal algorithm for improving the reduced model
	3.1. Influence of the snapshot sets in the definition of the reduced-order models

	4. Speedup estimation
	5. Numerical results
	5.1. First test case: 1D problem (SWE1D)
	5.2. Second test case: 2D problem (SWE2D)
	5.3. Discussion on the computational time of the POD-DEIM-based parareal methods

	6. Conclusion
	Appendix A. Application of the POD-DEIM-based parareal algorithm for the two-dimensional invisicid scalar Burgers equation using finite volumes
	A.1. Notations for the FV scheme
	A.2. Formulation of the problem and the finite volume scheme
	A.3. Formulation of a POD-DEIM reduced model

	Appendix B. Application of the POD-DEIM-based parareal algorithm for the two-dimensional nonlinear SWE using finite volumes
	B.1. Formulation of the problem and the finite volume scheme
	B.2. Formulation of the reduced POD-DEIM model
	B.3. Formulation of a POD-DEIM parareal method

	Acknowledgments
	Bibliography

