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Abstract This paper proposes a Discrete Time

Markov Decision Process (MDP) approach to

compute the optimal on-line speed scaling pol-

icy to minimize the energy consumption of a

single processor executing a finite or infinite

set of jobs with real-time constraints. We pro-

vide several qualitative properties of the opti-

mal policy: monotonicity with respect to the

jobs parameters, comparison with on-line de-

terministic algorithms. Numerical experiments

in several scenarios show that our proposition

performs well when compared with off-line op-

timal solutions and out-performs on-line solu-
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tions oblivious to statistical information on the

jobs.
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1 Introduction

Minimizing the energy consumption of embed-

ded system is becoming more and more impor-

tant. This is due to the fact that more func-

tionalities and better performances are expec-
ted from such systems, together with a need to

limit the energy consumption, mainly because

batteries are becoming the standard power sup-

plies.

The starting point of this work is the sem-

inal paper of Yao et al. [25] followed by the

paper of Bansal et al. [3], both of which solve

the following problem.

Let (ri, ci, di)i∈N be a set of jobs, where ri
is the release date (or arrival time) of job i,

ci is its size (or WCET, or workload) i.e., the

number of processor cycles needed to complete

the job, and di is its relative deadline, i.e.,

the amount of time given to the processor to

execute job i. The problem is to choose the
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speed s(t) of the processor1 as a function of the

time t, such that the processor can execute all

the jobs before their deadlines, and such that

the total energy consumption J is minimized.

In this problem, J is the dynamic energy con-

sumed by the processor: J =
∫ T
0
j(s(t))dt, where

T is the time horizon of the problem (in the

finite horizon case) and j(s) is the power con-

sumption when the speed is s.

This problem has been solved in Yao et

al. [25] when the power function j is a con-

vex function of the speed, in the off-line case,

i.e., when all jobs are known in advance. Many

variants have been proposed to this off-line so-

lution, for different job and energy models (see

e.g., [1]). However, in practice the exact char-

acteristics of all the upcoming jobs cannot be

known in advance, so the off-line case is unre-

alistic.

Several solutions have been investigated by

Bansal et al. in [3] in the on-line case, i.e.,

when only the jobs released at or before time t

can be used to select the speed s(t). Bansal et

al. prove that an on-line algorithm introduced

in [25], called Optimal Available (OA), has a

competitive ratio of αα when the power dissi-

pated by the processor working at speed s is

of the form j(s) = sα. In CMOS circuits, the

value of α is typically 3. In such a case, (OA)

may spend 27 times more energy than an op-

timal schedule in the worst case. The principle

of (OA) is to choose, at each time t, the small-

est processor speed such that all jobs released

at or before time t meet their deadlines, under

the assumption that no more jobs will arrive

after time t.

However, this assumption made by (OA)

is questionable. Indeed, the speed selected by

(OA) at time t will certainly need to be com-

pensated (i.e., increased) in the future due to

jobs released after t. This leads to an energetic

inefficiency when the j function is convex. In

contrast, our intuition is that the best choice

1 Different communities use the term “speed” or
“frequency”, which are equivalent for a processor.
In this paper, we use the term “speed”.

is to select a speed above the one used by (OA)

to anticipate on those future job arrivals.

The goal of our paper is to give a precise

solution to this intuition by using statistical

knowledge of the job arrivals (which could be

provided by the user) in order to select the pro-

cessor speed that optimizes the expected en-

ergy consumption.

Other constructions also based on statisti-

cal knowledge have been reported in [13,17,6]

with a simpler framework, namely for a sin-

gle job whose execution time is uncertain but

whose release time and deadline are given, or

in [21] by using heuristic schemes. Further-

more, [18] solves also an on-line problem, but

with a task set of a fixed size; jobs have known

execution times and deadlines, and their ar-

rival times have known bounds. Moreover the

scheduling policy of [18] is limited to the non-

preemptive case. In contrast, we address the

case of a finite or infinite number of jobs with

uncertain release times, but with a known ex-

ecution time at release time. This is a con-

strained optimization problem that we are able

to model as an unconstrained Markov Deci-

sion Process (MDP) by choosing a proper state

space that also encodes the constraints of the

problem. This is achieved at the expense of

the size of the state space (see § 2.4). In par-

ticular, this implies that the optimal speed at

each time can be computed using a dynamic

programming algorithm and that the optimal

speed at any time t will be a deterministic

function of the current state at time t.

In the first part of this paper (§ 2), we

present our job model and the problem ad-

dressed in the paper. We define the state space

of our problem (§ 2.3) and analyze its complex-

ity (§ 2.4). In a second part (§ 3), we construct

a Markov Decision Process model of this prob-

lem. We propose an explicit dynamic program-

ming algorithm to solve it when the number

of jobs is finite (§ 3.1), and a Value Iteration

algorithm [22] for the infinite case (§ 3.2). Fi-

nally, we compute numerically the optimal pol-

icy in the finite and infinite horizon cases, and

compare its performance with off-line policies
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and “myopic” policies like (OA), oblivious to

the arrival of future jobs (§ 4). Moreover we

present several useful generalizations: how to

account for the cost of processor speed chan-

ges, for the cost of task context switches, and

for non-convex power functions (§ 5).

2 Presentation of the Problem

2.1 Job features, Processor Speed, and Power

We consider a real-time system with one uni-

core processor that executes a set J of real-

time jobs, sporadic and independent. In the

finite case J = {Ji}1≤i≤N where N is the

number of jobs, and in the infinite case J =

{Ji}1≤i. Each job Ji is defined by the triplet

(τi, ci, di), where τi is the inter-arrival time be-

tween Ji and Ji−1, with τ1 = 0 by convention,

ci is the WCET, and di is the relative dead-

line. From the τi values, we can reconstruct

the release time ri of each job Ji as:{
r1 = 0 by convention

ri =
∑i
k=1 τk ∀i > 1

(1)

Jobs in J are ordered by their release times

ri, and jobs with the same arrival time are or-

dered arbitrarily.

We assume that the triplets (τi, ci, di)i∈J
are random variables, defined on a common

probability space, whose joint distribution is

known (for example by using past observations

of the system): P(τi = t, ci = c, di = d) is

supposed to be known for all t, c, d.

We also assume that the relative deadlines

of the jobs are bounded by a maximal value,

denoted ∆:

∆ = max
i∈J

∆i (2)

where ∆i is the maximal value in the support

of the distribution of the relative deadline di
of job Ji, which is assumed to be finite. The

assumption that the deadlines are bounded is

classical in real-time systems.

Finally, we assume that the distribution of

inter-arrival times has a finite memory bounded

by L: For all i ∈ J and all t, c, d,

∀G ≥ L,
P(τi = t, ci = c, di = d|τi ≥ G)

= P(τi = t, ci = c, di = d|τi ≥ L). (3)

We further define `t as the time elapsed

between the last job arrival and t.

Regarding the single processor, we assume

it can run at any time t at a speed s(t) belong-

ing to a finite set of integer speeds S:

∀t, s(t) ∈ S = {0, s1, . . . , sk−1, smax}.

The processor speeds are usually given as

fractional numbers, e.g., {0, 1/4, 1/2, 3/4, 1},
1 being the maximal speed by convention. With-

out loss of generality, we scale the speeds such

that s1, . . . , sk, smax are all integer numbers.

For instance, the set {0, 1/4, 1/2, 3/4, 1} will

be scaled to {0, 1, 2, 3, 4}. This same scaling

factor is also applied to the WCETs, e.g., a

job of size 1 becomes a job of size 4.

We consider that the power dissipated by

the processor working at speed s(t) at time t is

j(s(t)), so that the energy consumption of the

processor from time 0 to time T is computed as

J =
∫ T
0
j(s(t))dt. Usually, the power consump-

tion j is a convex increasing function of the

speed (see [25,3]). This classical case is based

on models of the power dissipation of CMOS

circuits. Finer models use star-shaped func-

tions [12] to further take into account static

leakage. In the present paper, the function j

is arbitrary. However several structural prop-

erties of the optimal speed selection will only

hold when the function j is convex. In the nu-

merical experiments (§ 4), several choices of j

are used, to take into account different models

of power consumption.

For the sake of simplicity, at first we only

consider the following simple case: context switch-

ing time is null, speed changes are instanta-

neous and the power consumption function j is

convex. However, preemption times, time lags

for speed changes, as well as non-convex energy

costs can be taken into account with minimal

adaptation to the current model. A detailed
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description of all these generalizations is pro-

vided in § 5.

2.2 Problem Statement

The objective is to choose at each time t the

speed s(t) ∈ S in order to minimize the total

energy consumption over the time horizon T ,

while satisfying the real-time constraints of all

the jobs. Furthermore, the choice must be made

on-line, i.e., it can only be based on past and

current information. In other words, only the

jobs released at or before time t are known,

while only statistical information is available

for all future jobs.

As explained previously, the statistical in-

formation about the jobs is the distribution of

the features: P(τi = t, ci = c, di = d) is sup-

posed to be known for all t, c, d.

Besides, the history at time t is the setH(t)

of all the jobs arrived at or before t, along with

all the speeds used at or before t:

H(t) = {(τi, ci, di)|ri ≤ t} ∪ {s(u), u ≤ t}. (4)

Notice that in this model, unlike in [13,17], the

workload ci and the deadline di are known at

the release time of job i2.

We now define the on-line energy minimiza-

tion problem (P) as:

Find on-line speeds s(t) ( i.e., s(t) can

only depend on the history H(t)) and a

scheduling policy R(t) in order to min-

imize the expected energy consumption

under the constraint that no job misses

its deadline.

Since all release times and job sizes are in-

teger numbers, the information available to the

processor only changes at integer point.

In the following, we will focus on the case

where the decision times (instants when the

2 When the actual workload can be smaller than
WCET, our approach still applies by modifying the
state evolution Eq. (6), to take into account early
termination of jobs.

processor can change its speed) are also inte-

gers. It has been shown in [11] that this can be

done without any loss in optimality. Now, if we

consider that the speed s(t) can only change

at integer points too, we can focus on integer

times: t ∈ N in the following.

Let (s∗, R∗) be an optimal solution to prob-

lem (P). Since the energy consumption does

not depend on the schedule (preemption is as-

sumed to be energy-free) and since the Ear-

liest Deadline First (EDF) scheduling policy

is optimal for schedulability (see [15]), then

(s∗, EDF ) is also an optimal solution to prob-

lem (P). In the following, we will always as-

sume with no loss of optimality that the pro-

cessor uses EDF to schedule its jobs. This im-

plies that the only useful information to com-

pute the optimal speed at time t, out of the

whole history H(t), is simply the remaining

work.

Definition 1 The remaining work at time t is

an increasing function wt(·) defined as follows:

wt(u) is the amount of work arrived before t

that must be completed before time t+ u.

Since all available speeds, job sizes and dead-

lines are integer numbers, the remaining work

wt(u) is an integer valued càdlàg3 staircase

function.

The definition of wt is essential for the rest

of the paper. Let us illustrate it in Figure 1,

which shows the set of jobs released just be-

fore t= 4, namely J1 = (0, 2, 4), J2 = (1, 1, 5),

J3 =(1, 2, 6), J4 =(1, 2, 4), J5 =(1, 0, 0), as well

as the speeds chosen by the processor up to

time t=4: s0 =1, s1 =0, s2 =2, s3 =1. Function

A(t) is the amount of work that has arrived

before time t. Function D(t) is the amount of

work that must be executed before time t. This

requires a detailed explanation: the first step of

D(t) is the deadline of J1 at t=0+4=4; the sec-

ond step is for J2 at t=1+5=6; the third step

is for J4 at t= 3+4 = 7; the fourth step is for

J3 at t=2+6=8. Hence the step for J4 occurs

before the step for J3. This is because Figure 1

3 càdlàg = continue à droite, limite à gauche =
right continuous with left limits.
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t
• • • • • • • • • •

Work

•
•
•
•
•
•
•
•

•
•c1

• •
•

c2
•
•c3

• •
•c4

• •

A(t)

•
• c1

• • •
•
c2
•
•
c4

• •
• c3

•

D(t)

•
• •

•

•

e(t)

• • • •
• •
•
• wt(u)

(O
A)

Fig. 1: Construction of the remaining work function
wt(·) at t = 4, for jobs J1 = (0, 2, 4), J2 = (1, 1, 5),
J3 = (1, 2, 6), J4 = (1, 2, 4), J5 = (1, 0, 6), and
processor speeds s0 = 1, s1 = 0, s2 = 2, s3 = 1.
A(t) is the amount of work that has arrived before
time t. D(t) is the amount of work that must be
executed before time t. e(t) is the amount of work
already executed by the processor at time t.

depicts the situation at t=4. At t=3 we would

only have seen the step for J3. Finally, function

e(t) is the amount of work already executed

by the processor at time t; in Figure 1, the

depicted function e(t) has been obtained with

an arbitrary policy (i.e., non optimal). Finally,

the remaining work function wt(u) is exactly

the portion of D(t) that remains “above” e(t).

In Fig. 1, we have depicted in red the staircase

function wt(u) for t = 4.

Remark 1 The on-line algorithm Optimal Avail-

able (OA) mentioned in the introduction is
also based on the remaining work function:

The speed of the processor at time t is the

smallest slope of all linear functions above wt.

This is illustrated in Figure 1: the speed that

(OA) would choose at time t = 4 is the slope

of the green dotted line marked (OA); in the

discrete speeds case (finite number of speeds),

the chosen speed would be the smallest avail-

able speed just above the green dotted line.

Out of the whole history H(t), the remain-

ing work function wt together with the elapsed

time since the latest arrival, `t, are the only

relevant information at time t needed by the

processor to choose its next speed. For this rea-

son we call (wt, `t) the state of the system at

time t.

2.3 Description of the State Space

To formally describe the space W of all the

possible remaining work functions and their

evolution over time, we introduce several con-

structors.

Definition 2 We define the following opera-

tors:

– The time shift operator Tf is the shift on

the time axis of function f , defined as:

∀t ∈ R, Tf(t) = f(t+ 1).

– The positive part of a function f is f+ =

max(f, 0).

– The unit step function (Heaviside function),

denotedHt(·), is the discontinuous step func-

tion such that ∀u ∈ R:

Ht(u) =

{
0 if u < t

1 if u ≥ t.
Definition 3 The set Et of the newly arrived

jobs, released exactly at time t, is defined as:

Et = {Ji = (τi, ci, di), i ∈ N | ri = t}. (5)

where ri is the release time of job Ji, defined

in Eq. (1).

Furthermore, to take into account the dead-

lines of the new jobs, we define in Def. 4 the

function at(u) that represents the work quan-

tity arriving exactly at time t and that must

be executed before time t+ u. Formerly,

Definition 4 The new work arriving at t with

absolute deadline before t + u is given by the

function at(u) =
∑
i∈Et ciHri+di(t+ u).

Lemma 1 Let st−1 be the processor speed at

time t− 1. Then at time t the remaining work

function becomes:

wt(·) = T
[
(wt−1(·)− st−1)+

]
+ at(·) (6)

and the relationship between `t and `t−1 is as

follow:

`t=

{
0 if Et−1 6= ∅
(`t−1 + 1) ∧ L otherwise.

(7)
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Proof Between t−1 and t, the processor work-

ing at speed st−1 executes st−1 amount of work,

so the remaining work decreases by st−1. The

remaining work cannot be negative by defini-

tion, hence the term (wt−1(·) − st−1)+. After

a time shift by one unit, new jobs (belong to

the set Et) are released at time t, bringing ad-

ditional work, hence the additional term at(·).
Concerning `t, the time between the last

job arrival and t, either there are some jobs

that have arrived at t−1, i.e. Et−1 6= ∅, and in

this case the last job arrival is at t− 1, which

implies `t = 1, or no jobs have arrived at t−1,

i.e. Et−1 = ∅, and in this case the time delay

increases, hence `t = `t−1+1 until `t reaches L,

at which point, the exact value of `t becomes

irrelevant. The only important information to

assess the probability of future arrivals is the

fact that `t is larger than L.

�

We illustrate in Fig. 2 the state change over

an example, in the particular case where a sin-

gle job arrives. The red line depicts the pre-

vious remaining work function wrn−1
at time

rn−1, while the blue line depicts the new re-

maining work function wrn following the ar-

rival of the job (1, cn, dn) at time rn. The quan-

tity of work executed by the processor is sn−1.

t
• • • • • • • •

rn−1
rn rn+dn rn+∆

Work

•
•
•
•
•
•
•

e(rn−1)

e(rn)

•

•
wrn−1

•

•

wrn

sn−1

cn

cn

dn

•

•

Fig. 2: State change following a job arrival at
time rn. The red line corresponds to the previous
remaining work function. The blue line corresponds
to the new remaining work function.

2.4 Size of W

2.4.1 Feasible Jobs

Definition 5 (Feasibility) A set of jobs S =

{(τi, ci, di)}i is feasible if no deadline is missed

when the processor always uses its maximal

speed and the EDF schedule.

The processor can execute at most tsmax

amount of work during a sliding time interval

of size t. Since ∆ is the maximal job deadline,

all work arrived between t and t+∆ must be

finished before t + 2∆. The feasibility of jobs

therefore requires that 2smax∆ be an upper

bound on the work quantity that can arrive

between t and t+∆.

Let M be the maximal work quantity that

can arrive during any sliding time interval of

size ∆. According to the discussion above, the

feasibility requirement implies that M must

satisfy the following inequality:

M ≤ 2smax∆ (8)

Therefore, feasibility implies that the size

of the state space (equivalently, the number of

remaining work functions) is finite. We com-

pute precisely this state space in the next sec-

tion.

2.4.2 Bound on the Size of W

Proposition 1 Let ∆ be the maximal dead-

line of a job and smax be the maximal speed.

The size Q(∆) of the set of remaining work

functions W is bounded by:

Q(∆) ≤
(
∆smax +∆− 1

∆− 1

)
(9)

where the notation
(
n
k

)
is the binomial coeffi-

cient.

Proof A state is an increasing integer func-

tions wt(·). As discussed before, in the worst

case, the total remaining work at time t cannot

exceed ∆smax, and this remaining work is due

before t + ∆. Therefore, each remaining work
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function can be seen, in the two-dimension in-

teger grid, as an increasing path that connects

the point (0, 0) to a point (∆,K),K ≤ ∆smax.

Hence the size of the space W is smaller than

the total number of increasing paths from (0, 0)

to (∆,∆smax) (by extending paths ending in

(∆,K), with K ≤ ∆smax), that is:

Q(∆) ≤
(
∆smax +∆− 1

∆− 1

)
�

2.4.3 Jobs with Bounded Sizes

Here we consider the particular case where the

amount of work arriving at any time t is bounded

(the bound is denoted by C). This leads to

a smaller state space size, which is given in

Prop. 2.

Proposition 2 Let C be the maximal amount
of work that can arrive at each time t. Then
the size Q(∆,C) of the space W is bounded
by:

Q(∆,C) =
C∑

y1=0

2C∑
y2=y1

3C∑
y3=y2

· · ·
∆C∑

y∆=y∆−1

1 (10)

It can be computed in closed form as:

Q(∆,C) =
1

1 + C(∆+ 1)

((C + 1)(∆+ 1)

∆+ 1

)
(11)

≈
e
√

2π

1

(∆+ 1)3/2
(eC)∆ (12)

Proof The proof is postponed to the Appendix.

The size of W will play a major role in

the complexity of our dynamic programming

algorithm to compute the optimal speeds.

3 Markov Decision Process (MDP)

Solution

We denote by x = (w(·), `) a state of the MDP,

defined below. It is composed by a remain-

ing work function denoted w(·), and the time

elapsed since the latest job arrival denoted `.

We denote by X the state space (the set of all

possible states).

As explained in § 2.4, the space W is finite

and ` is bounded by L, so the set X is also

finite. As a consequence, one can effectively

compute the optimal speed in each possible

state x using dynamic programming over X .

In this section, we provide algorithms to

compute the optimal speed selection in two

cases: when the time horizon is finite and when

it is infinite. In the finite case, we minimize

the total energy consumption, while in infinite

case we minimize the long term average energy

consumed per time unit.

In both cases, we compute off-line the op-

timal policy σ∗t that gives the speed the pro-

cessor should use at time t in all its possi-

ble states. At runtime, the processor chooses

at time t the speed s(t) that corresponds to

its current state xt = (wt, `t), that is s(t) :=

σ∗t (xt).

The algorithms to compute the policy σ∗

are based on a Markovian evolution of the jobs.

From the distribution of jobs (τi, ci, di), one

can build, under state x and at time t, the

distribution (φx)x∈X of the work that arrives

at t. For any (c1, . . . , c∆):

φx(t, c1, . . . , c∆)=P

(
at=

∆∑
k=1

ckHk+t |xt=x

)

Once φ is given, the transition matrix

Pt(x, s,x
′) from state x = (w, `) to x′ = (w′, `′)

when the speed chosen by the processor is s is:

Pt(x, s,x
′)=

φx(t, c1, . . . , c∆)

if w′ = T [(w − s)+] +
∑
k ckHk+t

and `′=

{
0 if (c1 · · · c∆) 6= (0 · · · 0)

(`+ 1) ∧ L otherwise

0 otherwise

This shows that the transition probability

can be expressed as a function of the prob-

ability distributions of the jobs, through the

distribution φ. If jobs are independent, then

φ can be computed using a convolution of the

job distributions.
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3.1 Finite Case: Dynamic Programming

We suppose in this section that the time hori-

zon is finite and equal to T . This implies that

we only consider a finite number of jobs. The

goal is to minimize the total expected energy

consumption J∗ over the time interval [0, T ].

If the initial state is x0, then

J∗(x0) = min
σ

(
E

(
T∑
t=0

j(σt(xt))

))
(13)

where the expectation is taken over all pos-

sible job arriving sequences following the prob-

ability distribution of the features and where

σ is taken over all possible policies of the pro-

cessor: σt(x) is the speed used at time t if the

state is x. The only constraint on σt(x) is that

it must belong to the set of available speeds,

i.e., σt(x) ∈ S, and it must be large enough to

execute the remaining work at the next time

step:

∀t, σt(x) ≥ w(1) (14)

The set of admissible speeds in state x is

denoted A(x) and is therefore defined as:

A(x) =
{
s ∈ S s.t. s ≥ w(1)

}
(15)

J∗ can be computed using a backward in-

duction. Let J∗t (x) be the minimal expected

energy consumption from time t to T , if the

state at time t is x (xt = x). We present in

the next section an algorithm to compute J∗.

3.1.1 Dynamic Programming Algorithm (DP)

We use a backward induction (Dynamic Pro-

gramming) to recursively compute the expected

energy consumption J∗ and the optimal speed

policy σ∗. We use the finite Horizon-Policy Eval-

uation Algorithm from [22] (p. 80). We ob-

tain an optimal policy that gives the processor

speed that one must apply in order to mini-

mize the energy consumption (Algorithm 1).

The complexity to compute the optimal pol-

icy σ∗t (x) for all possible states and time steps

is O(T |S|Q(∆)2). The combinatorial explosion

of the state space makes it very large when

the maximum deadline is large. Note however

that this computation is done off-line. At run-

time, the processor simply considers the cur-

rent state xt at time t and uses the pre-computed

speed σ∗t (xt) to execute the job with the ear-

liest deadline.

Algorithm 1 Dynamic Programming Algo-

rithm (DP) to compute the optimal speed for

each state and each time.
t← T % time horizon
for all x ∈ X do J∗t (x)← 0 end for
while t ≥ 1 do

for all x ∈ X do

J∗t−1(x)← min
s∈A(x)

(
j(s)

+
∑

x′∈W Pt(x, s,x′)J∗t (x′)

)
σ∗t−1[x]← arg min

s∈A(x)

(
j(s)

+
∑

x′∈W Pt(x, s,x′)J∗t (x′)

)
end for
t← t− 1 % backward computation

end while
return all tables σ∗t [·] ∀t = 0 . . . T − 1.

3.1.2 Runtime Process: Table Look-UP

(TLUDP)

At runtime, the processor computes the cur-

rent state xt and simply uses a Table Look-Up

algorithm (TLU) to obtain its optimal speed

σ∗t [xt], the speed tables having been computed

off-line by (DP). This algorithm, called (TLUDP),

is shown in Algorithm 2. The size of the table

is T ×Q(∆) and the runtime cost for (TLUDP)

is O(1).

Algorithm 2 Runtime process (TLUDP) used

by the processor to apply the optimal speed
For Each t = 0 . . . T − 1

Update xt using Eq. (6)
Set s := σ∗t [xt]
Execute the job(s) with earliest deadline

at speed s for one time unit
End
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3.2 Infinite Case: Value Iteration

When the time horizon is infinite, the total

energy consumption is also infinite whatever

the speed policy. Instead of minimizing the to-

tal energy consumption, we minimize the long

term average energy consumption per time-

unit, denoted g. We therefore look for the op-

timal policy σ∗ that minimizes g. In mathe-

matical terms, we want to solve the following

problem. Compute

g∗ = min
σ

E

(
lim
T→∞

1

T

T∑
t=1

j(σ(xt))

)
(16)

under the constraint that no job misses its

deadline.

3.2.1 Stationary Assumptions

In the following we will make the following

additional assumption on the jobs: The size

and the deadline of the next job have station-

ary distributions (i.e., they do not depend on

time). We further assume that the probabil-

ity that no job arrives in the next time slot is

strictly positive.

Under these two assumptions, the state spa-

ce transition matrix is unichain (see [22] for

a precise definition). Basically, the unichain

property is true because, starting from an empty

system (state w0 = (0, . . . , 0)), it is possible

to go back to state w0 no matter what speed

choices have been made and what jobs have

occurred. This is possible indeed because, with

positive probability, no job will arrive for long

enough a time so that all past deadlines have

been met and the state goes back to w0.

When the state space is unichain, the limit

in Eq. (16) always exists (see [22]) and can

be computed with an arbitrary precision using

a value iteration algorithm (VI), presented in

the next section.

3.2.2 Value Iteration Algorithm (VI)

The goal of Algorithm (VI) is to find a sta-

tionary policy σ (i.e., σ will not depend on t),

which is optimal, and to provide an approx-

imation of the gain (i.e., the average reward

value g∗) with an arbitrary precision ε.

Algorithm 3 Value Iteration Algorithm (VI)

to compute the optimal speeds in each state

and the average energy cost per time unit.

u0 ← (0, 0, . . . , 0), u1 ← (1, 0, . . . , 0)
n← 1
ε > 0 % stopping criterion
while span(un − un−1) ≥ ε do

for all x ∈ W do

un+1(x)← min
s∈A(x)

(
j(s)

+
∑

x′∈W P (x, s,x′)un(x′)

)
end for
n← n+ 1

end while
Choose any x ∈ W and let
g∗ ← un(x)− un−1(x)
for all x ∈ W do

σ∗[x]← arg min
s∈A(x)

(
j(s)

+
∑

x′∈W P (x, s,x′)un(x′)

)
end for
return σ∗

In Algorithm 3, the quantity un can be seen

as the total energy up to iteration n. More-

over, the span of a vector z is the difference be-

tween its maximal value and its minimal value:

span(z) = maxi(zi) −mini(zi). A vector with

a span equal to 0 has all its coordinates equal.

Algorithm 3 computes both the optimal av-

erage energy consumption per time unit (g∗)

with a precision ε as well as an ε-optimal speed

to be selected in each state (σ∗[x]).

The time complexity to compute the opti-

mal policy depends exponentially on the preci-

sion 1
ε . The numerical experiments show that

convergence is reasonably fast (see § 4).

3.2.3 Runtime Process: Table Look-Up

(TLUVI)

As for (TLUDP), at each integer time t ∈ N,

the processor computes its current state xt
and retrieves its optimal speed s := σ∗[x] by
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looking-up in the table σ∗ that was pre-compu-

ted by (VI). This algorithm is identical to Al-

gorithm 2, except for the the size of the table,

which is Q(∆).

3.3 Schedulability Issues

Let us recall that, according to Definition 5,

a set of jobs is feasible if using the maximal

speed smax all the time, no job misses its dead-

line.

Notice that this is a condition on the jobs,

unrelated to the speed policy of the processor.

Definition 6 (Schedulability) A set of jobs

is schedulable under speed policy σ if, using

speed σ(·), the processor executes all jobs with-

out missing a deadline.

The goal of this section is to show the fol-

lowing result.

Proposition 3 A finite (resp. infinite) set of

jobs is feasible if and only if it is schedulable

under policy (DP) (resp. (VI)).

Proof We will first show that for all states x

reached under (DP) (resp. (VI)) by executing a

feasible set of jobs, the set of admissible speeds

A(x) (defined in Eq. (15)) is never empty.

To show this, let us first modify the proces-

sor by allowing unbounded speeds, and let us

introduce a new energy function j(·) such that

∀s ≥ smax we have j(s) =∞. For speed values

smaller than smax, the function j(·) remains

unchanged. This modification is valid because

one can assign an arbitrary energy consump-

tion to unattainable speeds as one pleases: such

speeds will never be used by valid speed poli-

cies. In this new framework, the processor can

now use unbounded speeds:

S ′ = S ∪ {smax + 1, smax + 2, . . .}

but when it uses speeds higher than smax, its

energy consumption becomes infinite.

Now, let us consider a set of feasible jobs

executed by this extended processor model.

Let us also define a simple policy, denoted σmax,

that uses speed smax at any time t:

∀t, σmax(t) = smax (17)

Under policy σmax, the expected (resp. long

run average) energy consumption is Tj(smax)

(resp. j(smax)) and no job misses its deadline,

by the definition of feasibility.

Since the optimal policy (DP) (resp. (VI))

is optimal in energy, it has a better expected

(resp. long term) consumption than σmax. Hence,

J∗(x0) for (DP), as defined in § 3.1, (resp. g∗

for (VI) in § 3.2) are finite. This implies that

speeds higher than smax, that would have given

an infinite energy consumption, were never used

by the optimal policy.

To sum up, for any feasible set of jobs,

the optimal policy never misses a deadline by

construction of A(xt), and, according to the

discussion above, it never uses a speed higher

than smax. Therefore the optimal policy, as de-

fined in Algorithm (1) for the finite case or Al-

gorithm (3) for the infinite horizon case, will

never miss a deadline if and only if the set of

jobs is feasible. �

As a final remark, not all on-line policies

will execute all jobs in a feasible set without

missing deadlines when using speeds smaller

than smax. For example, optimal available (OA),

presented in § 3.5, requires additional constraints

on a feasible set of jobs to guarantee schedu-

lability (see [10]).

3.4 Bounded Job Sizes

As in § 2.4, let us assume that the amount of

work that can arrive at any time t is bounded

by C. In this case, one can assess more explic-

itly the feasibility condition of a set of jobs.

The necessary and sufficient feasibility con-

dition of a set of jobs is:

smax ≥ C (18)

Indeed, if smax < C, then no speed policy can

guarantee schedulability: a single job of size C
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and relative deadline 1 cannot be executed be-

fore its deadline. The case where smax = C is

borderline because there exists a unique speed

policy guaranteeing that no job will miss its

deadline: at any time t, choose s(t) = at(∆) ≤
C, where at(·) is the work quantity arrived at

time t (see Def. 4).

If smax > C, then the previous policy never

misses its deadline, hence using the discussion

in the previous section, the optimal policy σ∗t
will also schedule all jobs before their deadline.

This yields the following property.

Proposition 4 Starting from an empty sys-

tem, if the amount of work arriving at any

time step is bounded by C, then schedulability

with (DP) or (VI) is guaranteed if and only if

smax ≥ C.

3.5 Properties of the Optimal Policy

In this section, we show several structural prop-

erties of the optimal policy σ∗, which are true

for both the finite and infinite horizons.

3.5.1 Comparison with Optimal Available

(OA)

Optimal Available (OA) is an on-line speed

policy introduced in [25], which chooses the

speed s(OA)(xt) at time t and in state xt to be

the minimal speed in order to execute the cur-

rent remaining work at time t, should no fur-
ther jobs arrive in the system. More precisely,

at time t and in state xt, the (OA) policy uses

the speed

s(OA)(xt) = max
u

wt(u)

u
(19)

where wt(·) is the remaining work function com-

puted by Eq. (6).

We first show that, under any state x ∈ X ,

the optimal speed σ∗(x) is always higher than

s(OA)(x).

Proposition 5 Both in the finite or infinite

case, the optimal speed policy σ∗ satisfies

σ∗(x) ≥ s(OA)(x) (20)

for all state x ∈ X , if the power consumption

j is a convex function of the speed.

Proof The proof is based on the observation

that (OA) uses the optimal speed assuming

that no new job will come in the future. Should

some job arrive later, then the optimal speed

will have to increase. We first prove the result

when the set of speeds S is the whole real in-

terval [0, smax] (continuous speeds).

Two cases must be considered:

– If s(OA)(xt) = maxu
wt(u)
u is reached for

u = 1 (i.e., s(OA)(xt) = wt(1)), then we

have σ∗(xt) ≥ s(OA)(xt) by definition, be-

cause the set of admissible speeds A(xt)

only contains speeds higher than wt(1) (see

Eq. (19)).

– If the maximum is reached for u > 1, then

A(xt) may enable the use of speeds be-

low wt(1).

Between time t and t+u, some new job may

arrive. Therefore, the optimal policy should

satisfy
∑u−1
i=0 σ

∗(xt+i) ≥ wt(u).

The convexity of the power function j im-

plies4 that the speeds in the optimal sequence

σ∗(xt), . . . , σ
∗(xt+u−1) must all be above the

average value wt(u)/u = s(OA)(xt). In partic-

ular, for the first term, σ∗(xt) ≥ s(OA)(xt).

Now, if the set of speeds is finite, then the

optimal value of σ∗(xt) must be one of the two

available speeds in S surrounding σ(OA)(xt).

Let s1 and s2 in S be these two speeds, i.e.,

s1 < σ(OA)(xt) ≤ s2, and assume again that

the max in Eq. (19) is not reached for t = 1.

If the smallest speed s1 is chosen as the opti-

mal speed, this implies that further choices for

σ∗(xt+i) will have to be greater or equal to s2,

to compensate for the work surplus resulting

from choosing a speed below σ∗(xt). This im-

plies that it is never sub-optimal to choose s2
in the first place (by convexity of the j func-

tion).

This trajectory based argument is true al-

most surely, so that the inequality σ∗(xt) ≥
4 Actually, we use the fact that the sum∑u−1
i=0 j(s) is Schur-convex when j is convex

(see [19]).
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s(OA)(xt) will also hold for the expected en-

ergy over both a finite or infinite time horizon.

�

3.5.2 Monotonicity Properties

Let us consider two sets of jobs T1 and T2
for which we want to apply our speed scaling

procedure. We wonder which of the two sets

uses more energy than the other when optimal

speed scaling is used for both.

Of course, since jobs have random features,

we cannot compare them directly, but instead

we can compare their distributions. We assume

in the following that the sizes and deadlines of

the jobs in T1 (resp. T2) follow a distribution φ1
(resp. φ2) independent of the current state x.

Definition 7 Let us define a stochastic order

(denoted ≤s) between the two sets of jobs T1
and T2 as follows. T2 ≤s T1 if the respective

distributions φ1 and φ2 are comparable. For-

mally, for any job (τ1, c1, d1) with distribution

φ1 and any job (τ2, c2, d2) with distribution φ2,

we must have:

∀ γ, δ, P(c2 ≥ γ, d2 ≤ δ) ≤ P(c1 ≥ γ, d1 ≤ δ)
∀ t ∈ N, P(τ1 = t) = P(τ2 = t). (21)

Moreover, by denoting (i11, . . . , i
1
∆) the work

quantity that arrives at time t for P1, and

(i21, . . . , i
2
∆) the work quantity that arrives at

time t for P2, we have:

∀t, i11, . . . i1∆ , i21, . . . i
2
∆,

P(t, wt+1 ≥ i11, . . . , wt+∆ ≥ i∆∆)

≤ P(t, wt+1 ≥ i21, . . . , wt+∆ ≥ i2∆)

Proposition 6 If T2 ≤s T1, then:

1. over a finite time horizon T , the total en-

ergy consumption satisfies J (2) ≤ J (1) (com-

puted with Eq. (13));

2. in the infinite time horizon case, the aver-

age energy consumption per time unit sat-

isfies g(2) ≤ g(1) (computed with Eq. (16)).

Proof

Case 1 (finite horizon): The definition of

T2 ≤s T1 implies that we can couple the set

of jobs T1 with the set of jobs T2, such that

at each time t ≤ T , J
(1)
t = (τ1t , c

1
t , d

1
t ) and

J
(2)
t = (τ2t , c

2
t , d

2
t ) with t = τ1t = τ2t , c2t ≤ c1t

and d2t ≥ d1t (see [20]). It follows that the opti-

mal sequence of speeds selected for T1 is admis-

sible for T2, hence the optimal sequence for T2
should have a better performance. Since this is

true for any set of jobs generated using φ1, it

is also true in expectation, hence J (2) ≤ J (1).

Case 2 (infinite horizon): We just use

the fact that the optimal sequence for T2 is

better than the optimal sequence for T1 over

any finite horizon T . Letting T go to infinity

shows that the average energy cost per time

unit will also be better for T2. �

4 Numerical Experiments

4.1 Application Scenarios

Our approach is usable in several applicative

contexts.

The first one concerns real-time systems

whose tasks are sporadic, with no a priori struc-

ture on the job release times, sizes, and dead-

lines. In such a case, a long observation of the

job features can be used to estimate the sta-

tistical properties of the jobs: distribution of

the inter-release times, distribution of the job

sizes, and deadlines.

Another case where our approach is effi-
cient is for real-time systems consisting of sev-

eral periodic tasks, each one with some ran-

domly missing jobs. The uncertainty on the

missing jobs may be due, for example, to faulty

sensors and/or electromagnetic interference caus-

ing transmission losses in embedded systems.

A third situation is the case where jobs

come from a high number of periodic tasks and

each of them has an unknown jitter. If we sup-

pose that we have a probabilistic knowledge of

the jitter values, then we can use our model to

improve the energy consumption by determin-

ing more quickly all the jitters of each task.

The last example is the case where jobs

are produced by event-triggered sensors: This
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case is also a superimposition of sporadic tasks,

where the job probabilities represents the oc-

currence probability of events.

These examples are explored in this ex-

perimental section where our solution is com-

pared with other on-line solutions. Our numer-

ical simulations report a 5% improvement over

(OA) in the sporadic tasks case, and 30% to

50% improvement in the periodic tasks case.

The numerical experiments are divided in

two cases: In § 4.3.1 and § 4.3.2, we consider

a real-time system with a single periodic task

of period 1 with jobs that have randomness on

their sizes5.

The second set of experiments deals with

another type of real-time systems made of sev-

eral periodic tasks. Each task is characterized

by its offset, period, size, and deadline. There

is a randomness on the job size, that is due to

sensor perturbation.

All the experiments reported below are based

on these two scenarios.

4.2 Implementation Issues

The state space X has a rather complex struc-

ture and is very large. Therefore, the data struc-

ture used in the implementations of Algorithms 1

and 3 must be very efficient to traverse the

state space as well as to address each particular

state when state changes occur. This is done by
using a hashing table to retrieve states accord-

ing to a multi-dimensional key that represents

the state, that is, the vector [w(1), w(2)−w(1),

. . . , w(∆)−
∑∆−1
k=1 w(k)], and a recursive pro-

cedure based on Eq. (10) to traverse the state

space.

The implementation of Algorithms 1 and 3

has been done in R to take advantage of the

possibility to manipulate linear algebraic op-

eration easily, and in C when the state space

was too large to be efficiently handled in R.

5 An estimation of the distribution of their size
can be obtained through the measurement of many
traces of the real-time system.

4.3 Experimental Set-up, Finite Case

Our experiments are done in two steps:

– Firstly, we compute the optimal speeds for

each possible state x ∈ X . For this, we use

Algorithm 1 (DP) or 3 (VI), and we store

in the σ∗ table the optimal speed for each

possible state of the system.

– Secondly, to compare different speed poli-

cies, we simulate a sequence of jobs (pro-

duced by our real-time tasks, see § 4.1)

over which we use our (TLUDP) solution

or other solutions (e.g., off-line or (OA))

and we compute the corresponding energy

consumption.

In a nutshell, the experiments show that

our MDP solution performs very well in prac-

tice, almost as well as the optimal off-line so-

lution (see § 4.3.1). Regarding the compari-

son with (OA), in most of our experiments,

(TLUDP) outperforms (OA) by 5% on aver-

age in the sporadic case when job inter-arrival

times are i.i.d.6 (see § 4.3.2). In the periodic

case, where jobs are more predictable, the gap

with (OA) grows to about 50% (see § 4.3.3).

4.3.1 Comparison with the Off-line Solution

To evaluate our on-line algorithm, we compare

it with the off-line solution computed on a sim-

ulated set of jobs, characteristics of which are

described in Example 1. We draw the aggre-

gated work done by the processor (the respec-

tive speeds are the slopes) in two cases:

– The optimal off-line solution that only uses

speeds in the finite set S.

– The (TLUDP) solution.

Example 1 One periodic task T 1 of period 1

with jobs of variable size c1 = {0, 2} with re-

spective probabilities (w.r.p.) {0.4, 0.6} and dead-

line d1 = 5. The processor can use 4 speeds

S = {0, 1, 2, 5} and its energy consumption per

time unit is given by the function j(s) = s3.

6 i.i.d. = independent and identically distributed
random variables.
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A job of size 0 at some time instant t is the

same as no job at all at time t. In Example 1,

the variable size c1 = {0, 2} actually models

a sporadic task: with probability 0.4 no job

arrives, while with probability 0.6 a job of size

c1 = 2 arrives.

In Example 1, the maximal speed is large

enough so that schedulability is not an issue:

5 = smax > C = 2 (§3.3). Note that, in con-

trast with (TLUDP), some jobs created by task

T 1 might not be schedulable under (OA).

The result over one typical simulation of

run for Example 1 is displayed in Figure 3.

As expected, (TLUDP) consumes more energy

than the off-line case. The differences in the

chosen speeds are the following: (i) speed 0 is

used once by (TLUDP) but is never used by the

off-line solution; (ii) speed 2 is used 5 times by

(TLUDP) and only 4 times in the off-line case.

The energy consumption gap between the two

is 23 + 03 − 13 − 13 = 6 J . The total energy

consumption under the off-line solution is 46 J ,

while the total energy consumption under the

(TLUDP) solution is 52 J , the difference being

13% of the total energy consumption.

4.3.2 Comparison with (OA), Sporadic Tasks

Recall that, under (OA), the processor speed

at time t in state xt is set to maxu
wt(u)
u . How-

ever, when the number of speeds is finite, the

speed computed by (OA) might not be avail-

able. Hence, the speed s(OA)(xt) chosen by (OA)

must be set to the smallest speed in S greater

than maxu
wt(u)
u .

As a consequence, to compare (OA) and

(DP), the number of possible speeds must be

large enough to get a chance to see a difference

between the two. We do so with Example 2,

which consists of two sporadic tasks, using the

same modeling technique as in Example 1 by

fixing c2 = {0, 3, 6}.

Example 2 One periodic task T 2 of period 1,

variable job size c2 = {0, 3, 6} w.r.p. {0.2, 0.6, 0.2},
and fixed deadline d2 = 3. The processor can

use 5 processor speeds S = {0, 1, 2, 3, 4} and

t
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Fig. 3: Comparison of the executed work of off-line
and (TLUDP) solution on one simulation of Exam-
ple 1. As defined before, A(t), the red curve, is the
workload arrived between 0 and T , and D(t), the
blue curve, is the workload deadlines from 0 to T ;
Brown curve: work executed using the optimal off-
line speeds; Black curve: work executed using the
speed selection computed by (TLUDP).

its energy consumption per time unit follows

the function j(s) = s3.

We ran an exhaustive experiment consist-

ing of 10, 000 simulations of sequences of jobs

generated by this periodic task, over which we

computed the relative energy gain of (TLUDP)

over (OA) in percentage. The gain percentage

of (TLUDP) was in the range [5.17, 5.39] with
a 95% confidence interval and an average value

of 5.28%.

Even if this gain is not very high, one should

keep in mind that it comes for free once the

(DP) solution has been computed. Indeed, us-

ing (TLUDP) on-line takes a constant time to

select the speed (table look-up) while using

(OA) on-line takes O(∆) to compute the value

maxu
wt(u)
u .

Figure 4 shows a comparison between (OA)

and (TLUDP). The total work executed by the

(TLUDP) solution is always above the total

work executed by (OA), as stated in Proposi-

tion 5. Moreover, the consumed energy is more

important at the beginning with (TLUDP) than
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Fig. 4: Comparison of the executed work between
(OA) and (TLUDP) solutions, with fixed deadlines
dn = 3, size cn = {0, 2, 4} w.r.p. {0.2, 0.6, 0.2}, and
processor speeds in {0, 1, 2, 3, 4}. As defined before,
A(t) (red curve) is the workload arrived between
0 and T , while D(t) (blue curve) is the workload
deadlines from 0 to T .

with (OA), because we anticipate the work

that will arrive in the future. The processor

executes more work so it consumes more en-

ergy with (TLUDP) before time t = 11; but

after this time, it’s the opposite, the energy

consumed by (TLUDP) is lower than the en-

ergy consumed by (OA). Over the whole pe-

riod, (TLUDP) outperforms (OA): The total

energy consumption for (OA) is 711 J (dashed

brown curve) while that for (TLUDP) is 639 J

(dashed black curve). As a result, (TLUDP)

outperforms (OA) by a margin of around 10%.

Even if this gain is not very high, one should

keep in mind that, again, it comes for free once

the (DP) solution has been computed off-line.

4.3.3 Comparison with (OA), Periodic Tasks

We now consider several examples consisting

of two or more periodic tasks. The fact that

the probability matrix, which represents the

state change, depends on the time is important

in this section. Indeed, at each time step, the

probability of the job arrival depends on the

time and in particular on the modulo of the

number of the considered task. For instance in

Example 3 (see below), we have a probability

that depends of the time instant modulo 2: at

even time steps (t = 0 mod 2), we have some

probability p1 that the job J1 produced by task

T 1 arrives and the job J2 produced by task

T 2 arrives with a probability equal to zero. In

contrast, at odd time steps (t = 1 mod 2), we

have some probability p2 that the job J2 ar-

rives and the job J1 arrive with a probability

equal to zero. On the other examples (Exam-

ples 4 and 5), we can perform the same analysis

as above to show that the probability matrix

depends on the time.

This Section displays three examples, Ex-

amples 3, 4, and 5, which consider different

cases where we have several periodic tasks that

have not necessarily the same offset and the

same periodicity.

Example 3 Two periodic tasks T 1 and T 2. For

task T 1, the period is 2, the offset is 0, with

jobs of variable size c1 = {0, 2} w.r.p. {0.2, 0.8},
and the deadline is d1 = 2. For task T 2, the

period is 2, the offset is 0, with jobs of vari-

able size c1 = {0, 4} w.r.p. {0.25, 0.75}, and

the deadline is d1 = 1.

The total energy consumption over the 20

units of time is of 513 J for (TLUDP), and

825 J for (OA), so more than 60% bigger. Here

(TLUDP) has a clear advantage because the

job characteristics are highly predictable.

Example 4 Four periodic tasks T 1,T 2,T 3,T 4

with the same period equal to 4 and respec-

tive offsets 0, 1, 2, 3. For each task T i, the job

size is variable and deadline is fixed, with c1 =

{0, 2} w.r.p. {0.2, 0.8}, and d1 = 2; c2 = {0, 1}
w.r.p. {0.2, 0.8}, and d2 = 3; c3 = {0, 4} w.r.p.

{0.2, 0.8}, and d3 = 2; c4 = {0, 2} w.r.p. {0.2, 0.8},
and d4 = 1.
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With Example 4, the energy consumed by

(TLUDP) is on average 30% lower than the en-

ergy consumed by (OA). We performed 10, 000

simulations over 40 time steps: the average gain

is 29.04% with the following confidence inter-

val at 95%: [28.84, 29.24].

Example 5 Seven periodic tasks T 1 to T 7. Task

T 4 has period 4, offset 3, and variable job

size c4 = {0, 4} w.r.p. {0.2, 0.8}, and d4 = 2.

All the other tasks T 1, . . . ,T 3 and T 5, . . . ,T 7

have period 8, respective offsets 0, 1, 2, 4, 5, 6, 7

(8 being for the second job of T 4), and respec-

tive parameters c1 = {0, 2} w.r.p. {0.2, 0.8},
and d1 = 1; c2 = {0, 1} w.r.p. {0.2, 0.8}, and

d2 = 2; c3 = {0, 1} w.r.p. {0.2, 0.8}, and d3 =

3; c5 = {0, 4} w.r.p. {0.2, 0.8}, and d5 = 1;

c6 = {0, 2} w.r.p. {0.2, 0.8}, and d6 = 2; c7 =

{0, 4} w.r.p. {0.2, 0.8}, and d7 = 3.

With Example 5, the energy consumed by

(TLUDP) is on average 47% lower than the en-

ergy consumed by (OA). We performed 10, 000

simulations over 80 time steps, the average gain

was 46.88% with the following confidence in-

terval at 95%: [46.71, 47.04].

The other simulation parameters for Ex-

amples 3 to 5 are T = 20, S = {0, 1, 2, 3, 4, 5}
and j(s) = s3.

Table 1 summarizes these results.

Table 1: Comparisons between (OA) and (TLUDP).

example gain over (OA) 95% confidence interval

Ex. 3 (2 tasks) 56.44% [56.21, 56.68]

Ex. 4 (4 tasks) 29.04% [28.84, 29.24]

Ex. 5 (7 tasks) 46.88% [46.71, 47.04]

In all these cases, (TLUDP) outperforms

(OA) by a greater margin than with sporadic

tasks. The reason is that the job sequence is

more predictable, so the statistical knowledge

over which (TLUDP) is based is more useful

here than in the sporadic case.

4.4 Computation Experiments, Infinite Case

In this section, we run algorithm (VI) (Algo-

rithm 3) to compute the optimal speed to be

used at each time step over an infinite horizon.

We fix the stopping criterion in Algorithm 3 to

ε = 1.0∗10−5, so our computation of the aver-

age energy consumption is precise by at least

5 digits. We ran the program in the following

two cases:

Example 6 One periodic task of period 1 with

jobs of variable size c6 = {0, 2} w.r.p. {1−p, p},
and fixed deadline d6 = 3, with p varying from

0 to 1.

Example 7 One periodic task of period 1 with

jobs of variable size c7 = {0, 2} w.r.p. {1−p, p},
and fixed deadline d7 = 5, with p varying from

0 to 1.

In both examples, the available processor

speeds are in the set S = {0, 1, 2} and the

energy consumption function is j(s) = s2. The

only difference between Examples 6 and 7 are

the deadlines.

The results of our computations are dis-

played in Figure 5. The three curves depict

respectively the average energy consumption

per time unit as a function of the probabil-

ity p (which varies from 0 to 1) for Examples 6

and 7, together with the theoretical lower bound.

Fig. 5: Average energy consumption per time unit
for (TLUVI): theoretical lower bound (red curve),
deadlines equal to 3 (black curve, Example 6), and
deadline equal to 5 (blue curve, Example 7).

The different curves in Figure 5 have the

following meaning:
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– The black and blue curves correspond to

the (VI) solution with three processor speeds

S = {0, 1, 2}. These curves display g∗ (com-

puted by Algorithm 3) as a function of p,

the probability that a job of size c = 2

and deadline d = 3 (black curve) or dead-

line d = 5 (blue curve) arrives in the next

instant.

– The red curve is the theoretical lower bound

on g∗, oblivious of the jobs distribution and

deadlines, only based on the average amount

of work arriving at each time slot.

As expected according to Proposition 6,

the higher the arrival rate, the higher the av-

erage energy consumption: both curves are in-

creasing.

Proposition 6 also implies that larger dead-

lines improve the energy consumption. This

is in accordance with the fact that the black

curve (deadline 5) is below the blue curve (dead-

line 3).

What is more surprising here is how well

our solution behaves when the deadline is 5. Its

performance is almost indistinguishable from

the theoretical lower bound (valid for all dead-

lines) over a large range of the rate p. More pre-

cisely, the gap between our solution with dead-

line equal to 5 and the theoretical lower bound

is less than 10−3 for p ∈ [0, 0.20] ∪ [0.80, 1].

4.4.1 Lower Bound

The theoretical lower bound has been obtained

by solving the optimization problem without

taking into account the distribution of the jobs

features nor the constraint on the deadlines.

Without constraints, and since the power is a

convex function of the speed (here j(s) = s2),

the best choice is to keep the speed constant.

The ideal constant speed needed to execute

the jobs over a finite interval [0, T ] is A(T )/T ,

where A(T ) is the workload arrived before T .

When T goes to infinity, the quantity A(T )/T

converges to 2p by the strong law of large num-

bers. Therefore, the optimal constant speed is

s∞ = 2p.

Now, if we consider the fact that only 3

processor speeds, namely {0, 1, 2}, are avail-

able, then the ideal constant speed s∞ = 2p

cannot be used. In this case, the computation

of the lower bound is based on the following

construction.

On the one hand, if 0 ≤ p ≤ 1
2 , then the

ideal constant processor speed, s∞ = 2p, be-

longs to the interval [0, 1]. In that case, only

speeds {0, 1} will be used. To obtain an aver-

age speed equal to 2p, the processor must use

speed 1 during a fraction 2p of the time and the

speed 0 the rest of the time. The correspond-

ing average energy per time unit has therefore

the following form:

g∞ = 2p× 12 + (1− 2p)× 02 = 2p (22)

On the other hand, if p ≥ 1
2 , then the ideal

constant processor speed, s∞ = 2p, belongs

to the interval [1, 2]. In that case, the proces-

sor only uses speeds 1 or 2. To get an average

speed of 2p, the processor must use the speed

2 during a fraction 2p− 1 of the time and the

speed 1 the rest of the time. The correspond-

ing average energy per time unit in this case

is:

g∞ = (2p−1)×22+(2−2p)×12 = 6p−2 (23)

By combining Eqs. (22) and (23), we obtain

the lower bound on g:

g∞(p) =

{
2p if p ≤ 1/2

6p− 2 if p ≥ 1/2
(24)

This is the red curve in Figure 5.

4.4.2 Comparison of (TLUDP) and (TLUVI)

We performed a comparison between the two

algorithms (TLUDP) and (TLUVI) over differ-

ent time horizons T in order to study the im-

pact of this parameter. The gain in energy of

(TLUDP) vs (TLUVI), represented in blue in

Figure 6, is computed as follow:

Energy(VI) − Energy(DP)

Energy(DP)

(25)
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This fraction computes the relative differ-

ence between the infinite horizon case algo-

rithm (Algorithm 3) and the the finite horizon

case algorithm (Algorithm 1). Besides, the cost

of (OA) versus (TLUDP), also represented in

Figure 6 as a dashed red curve, is defined as

follows:

Energy(OA) − Energy(DP)

Energy(DP)

(26)

Computations were done on Example 2 with

10, 000 simulations. They are summarized in

Table 2.

Table 2: Influence of the time horizon T on
(TLUDP) in comparison with (TLUVI).

T 10 15 20 25

(VI) vs (DP) 4.3% 1.7% 0.95% 0.62%

(OA) vs (DP) 4.8% 5.3% 5.3% 5.2%

T 30 40 100 150

(VI) vs (DP) 0.45% 0.29% 0.099% 0.064%

(OA) vs (DP) 5.0% 4.9% 4.6% 4.5%

T 200 250 1000

(VI) vs (DP) 0.046% 0.031% 6.19·10−5%

(OA) vs (DP) 4.3% 4.3% 4.2%

One can notice in Table 2 as well as on

the blue curve in Figure 6 that, as soon as

the time horizon is greater than 20 time units,

the energy difference between (TLUDP) and

(TLUVI) is smaller than 1%, and is negligible

in comparison with the energy difference be-

tween (TLUDP) and (OA). We conclude that

using (VI) instead of (DP) is a good approx-

imation even over rather short time horizons,

because the results are almost as good, and

computing the optimal processor speeds is faster

for (VI) than for (DP). This result is rather in-

tuitive because the only important difference

between (DP) and (VI) concerns the last steps.

Indeed, during these last steps, (VI) behaves as

if jobs will continue to arrive in the future (af-

ter T −∆), whereas (DP) considers that there

is no job arrival after T −∆. (DP) can there-

fore adapt the chosen speeds in the last steps,

whereas (VI) cannot. Thanks to this, the en-

ergy consumption of (DP) during the last steps

is, on average, better than that of (VI).

Finally, the red curve shows that the en-

ergy difference between (OA) and (DP) is al-

most constant, whatever the value of the hori-

zon time T . The horizon time has a limited

impact on the energy difference: As for (VI),

(OA) does not take into account the finite time

horizon (except on the last ∆ steps). This is

why the red curve is also decreasing with the

time horizon, but very slightly. Data in Ta-

ble 6 confirm the results obtained in Exam-

ple 2 before, because whatever the considered

time horizon, the gain of (DP) in comparison

with (OA) ranges between 4% and 5. 5%.

T

Energy ratio (%)

• Energy ratio of (OA) vs (DP) (%)

• Energy ratio of (VI) vs (DP) (%)
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Fig. 6: Influence of the time horizon T on the en-
ergy difference between (OA) and (DP), and be-
tween (VI) and (DP), with Example 2.

5 Generalization of the Model

In the next three parts, we develop several ex-

tensions to make our model more realistic. To

achieve this, we assume that the processor can

change speeds at any time. This assumption is

not very strong because there is no technical

reason to change processor speed only at task

arrival. These generalizations are the follow-

ing:

1. Convexification of the power consumption

function: Any non-convex power function
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can be advantageously replaced by its con-

vex hull.

2. Taking into account the time penalty re-

quired to change the processor speed: This

time penalty can be replaced by an addi-

tional cost on the energy consumption.

3. Taking into account the context switching

time between one task to another: This switch-

ing time can also be included in the cost

function.

5.1 Convexification of the Power

Consumption Function

Our general approach does not make any as-

sumption on the power function j(·). Our al-

gorithms (DP) and (VI) will compute the opti-

mal speed selection for any function j(·). How-

ever structural properties (including the com-

parison with (OA) and the monotonicity) re-

quire the convexity assumption. It is therefore

desirable to convexify the power function.

Let us consider a processor, whose speeds

belong to the set S = {s0, s1, s2, smax} and the

power function of the processor j(·) : S → R. If

Processor
speed

s0=0 s1 s2 smax

Energy
consumption

•

•
•

•
g(s1)

j(s2)

•j(s1) Convex
hull

Fig. 7: Convexification of the power consumption
function.

the power function is not convex, some speeds

are not relevant, because using these speeds is

more expensive in term of energy than using a

combination of other speeds. Figure 7 depicts

a non-convex power function j in black, and its

convex hull g in red. In terms of energy con-

sumption, it is better to choose speeds s0 and

s2 (actually a linear combination of s0 and s2),

rather than speed s1. In fact, all points of the

power function curve, that are above the con-

vex hull, should never be taken into consid-

eration. It is always better to only select the

speeds whose power consumption belongs to

the convex hull of the power function. Indeed if

g(s1) < j(s1) (see Figure 7), instead of select-

ing speed s1 during any time interval [t, t+ 1),

the processor can select speed s2 during a frac-

tion of time α2, and then speed s0 during a

fraction of time α0, such that α0s0+α2s2 = s1.

The total quantity of work executed during

the time interval [t, t + 1) will be the same

as with s1, but the energy consumption will

instead be g(s1) = α0j(s0) + α2j(s2), which

is less than j(s1) because of the convexity of

function j. This approach uses the Vdd hopping

technique.

As a result, we can always consider that

the power function is convex. This is very use-

ful in practice. Indeed, the actual power con-

sumption of a CMOS circuit working at speed

s is non-convex function of the form j(s) =

Csα +L(s), where the constant C depends on

the activation of the logical gates, α is between

2 and 3, and L(s) is the leakage, with L(0) = 0

and L(s) 6= 0 if s > 0. In this case, convexifi-

cation removes the small values of s from the

set of useful speeds.

Remark: This idea of replacing one speed by a

linear combination of two speeds (i.e., Vdd hop-

ping) can also be used to simulate any speed

between 0 and smax. Indeed, if a speed doesn’t

exist in the set S, a solution is to simulate it by

combining two neighboring speeds. This tech-

nique allows the processor to have more speeds

to choose from, so that the optimal speed com-

puted by the (DP) algorithm will use less en-

ergy with Vdd hopping than without it.
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5.2 Taking into Account the Cost of Speed

Changes

In our initial model, we have assumed that the

time needed by the processor to change speeds

is null. However, in all synchronous CMOS cir-

cuits, changing speeds does consume time and

energy. The energy cost comes from the volt-

age regulator when switching voltage, while

the time cost comes from the relocking of the

Phase-Locked Loop when switching the fre-

quency [24]. Burd and Brodersen have pro-

vided in [9] the equations to compute these

two costs. In contrast with many DVFS studies

(e.g., [9,2,16,23]), our formulation can accom-

modate arbitrary energy cost to switch from

speed s to s′. In the sequel, we denote this en-

ergy cost by he(s, s
′).

As for the time cost, we denote by δ the

time needed by the processor to change speeds.

For the sake of simplicity we assume that the

delay δ is the same for each pair of frequen-

cies, but our formalization can accommodate

different values of δ, as computed in [9]. Dur-

ing this time, the circuit logical functions are

altered so no computation can take place.

With time delays for speed changes, the ex-

ecuted work by the processor has two slope

changes, at times t1 and t2, with t2 − t1 = δ

(see the red solid line in Figure 8). The prob-

lem is that, since in general δ 6∈ N, we cannot

have both t1 ∈ N and t2 ∈ N. As a conse-

quence, one of the remaining work functions

wt1 or wt2 of the state states xt1 or xt2 will

not be integer valued. This is not allowed by

our MDP approach.

We propose an original solution that re-

places the actual behavior of the processor (rep-

resented by the red solid line in Figure 8) by a

simulated behavior, equivalent in terms of the

amount of work performed (represented by the

blue dashed line in Figure 8). This simulated

behavior exhibits a single speed change and is

such that the total amount of work done by

the processor is identical in both cases at all

integer times (i.e. at t3 − 1, t3, and t3 + 1 in

Figure 8). The advantage is that, since there

time

t3−1 t3∈N t3+1

executed work

•
• •

•

•

•

•
s1

•

s2
δ α1,2

ε

t1 t2

Actual behavior

Simulated behavior

time

t3-1 t3∈N t3+1

executed work

•

•

• •
•

•

•

s1

•

s2

δα1,2

ε

t2t1

Actual behavior

Simulated behavior

Fig. 8: Transformation of the time delay into an en-
ergy additional cost by shifting the switching point.
The upper figure corresponds to the s1 < s2 case
and the lower figure to the s1 > s2 case. The red
line represents the actual behavior of the processor
with a δ time delay. The blue dashed line represents
an equivalent behavior in terms of executed work,
with no time delay.

is only one state change, it can be chosen to

occur at an integer time. In other words, we

choose t1 such that t3 ∈ N.

One issue remains, due to the fact that the

consumed energy will not be identical with the

real behavior and the simulated behavior; it
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will actually be higher for the real behavior for

convexity reason. This additional energy cost

of the real processor behavior must therefore

be added to the energy cost of the equivalent

simulated behavior.

Finally, in order to trigger the speed change

at time t1, the processor needs to be “clair-

voyant”, i.e., it needs to know in advance (be-

fore t1) the characteristics of the job arriving

at time t3. This will allow the processor to

compute the new speed s2 and the length ε

of the required interval to make sure that the

work done by the processor at t3 in the two

cases (real and simulated) is identical.

The value of ε, α1,2, and the additional en-

ergy cost hδ(s1, s2) of this speed change are

computed as follows. In the case s2 > s1 (as in

Figure 8), we have:

s1ε = s2α1,2 = s2(ε− δ)
⇐⇒ (s2 − s1)ε = δs2

⇐⇒ ε = δ + α1,2 =
δs2

s2 − s1
(27)

We further assume that, during the time

delay δ, the energy is consumed by the pro-

cessor as if the speed were s1. The additional

energy cost incurred in the real behavior (red

curve) compared with the simulated behavior

(blue curve), denoted hδ(s1, s2), is therefore:

hδ(s1, s2) = α1,2(j(s2)− j(s1))

Using the value of α1,2 from Eq. (27) yields:

hδ(s1, s2) = δs1

(
j(s2)− j(s1)

s2 − s1

)
(28)

When s1 > s2, the additional cost becomes:

hδ(s1, s2) = δs2

(
j(s1)− j(s2)

s1 − s2

)
(29)

This additional energy due to speed chan-

ges will be taken in consideration in our model

in the cost function, by modifying the state

space X and adding the current speed to the

state at t− 1. Therefore the new state at time

t becomes (xt, st−1).

Taking into account both the energy cost

and the time cost, the new main step of the

(DP) Algorithm 1 becomes:

J∗t−1(x, s)← min
s′∈A(x)

(
j(s) + hδ(s, s

′) + he(s, s
′)

+
∑
x′∈W

Pt(x, s
′,x′)J∗t (x′, s′)

)
(30)

with hδ(s, s
′) = 0 when s = s′, and otherwise

given by Eq. (29) if s′ < s and Eq. (28) if

s < s′. The rest of the analysis is unchanged.

5.3 Taking into Account the Cost of Context

Switches

In the core of our article, we have neglected

the context switch delay in EDF incurred by a

preemption. This cost is orders of magnitude

less than the cost of executing a job [4,7,8].

Nevertheless, in the following, we present a so-

lution where we take into account this context

switch delay.

5.3.1 Without Processor Sharing

When the processor can only execute one job

at a time, one can consider that switching from

the execution of one job to another one takes

some time delay, denoted γ. This is essentially

the time needed to upload or download the

content of the execution stack. During this con-

text switch, no useful work is being executed.

This time delay is assumed to be identical for

the beginning of a new job or the resuming of

a job after preemption.

time
J1 J2

r1 r2 d2 d1

γ

Fig. 9: Impact of a context switch on the execution
time.

Figure 9 illustrates an example made of 2

jobs with the following characteristics: J1(r1 =
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0, c1 = 3, d1 = 7, 5) and J2(r2 = 3, c2 = 2, d2 =

3). The switching time γ is marked with the

barred area.

work

time
t t+1

∆ - 2 ∆ - 1 ∆

•

•

s
•

s1

•
• •

•
J1

•
J2

•
J3

•
J4

•
J5

γ γ

Fig. 10: Compensation of the impact of the context
switches on the executed work by using a higher
speed. The released jobs are Ji = (ri, ci, di), for
1 ≤ i ≤ 5, with r5 + d5 = ∆, r4 + d4 = r3 + d3 =
r2 + d2 = ∆− 1, and r1 + d1 = ∆− 2.

Figure 10 illustrates the fact that, during

one time step, several context switches can oc-

cur. In this example, during the time interval

[t, t+ 1), the processor completes two jobs, J1
and J2, and starts the execution of J3 (see the

red curve). This involves two context switches,

both of which occur during one time unit. This

leads to a total delay of 2γ. As in Section 5.2,

we transform this time delay into an energy

cost: In one time unit, the evolution of the ex-

ecuted work under speed s1, with K context

switches (see the green curve), is the same as

the evolution of the executed work under speed

s = s1(1 −Kγ), with no switching delay (red

curve).

The state space of the system must be mod-

ified to be able to compute K, the number

of context switches in each time interval. We

must keep in memory the sizes of the jobs in-

stead of only the total remaining work. Indeed,

with the current state space X , we do not know

the number of actual different jobs compos-

ing a given amount w(i), i ∈ {0, · · · , ∆}, so we

cannot know the number of context switches.

We denote by X the new state space and by

xt ∈ X the new current state at time t:

xt = (wt, `t) (31)

where wt has the following form:

wt =

[
(ρ11, · · · , ρ

k1
1 ), · · · , (ρ1i , · · · , ρ

ki
i )︸ ︷︷ ︸

remaining work quantity of jobs
with absolute deadline t+ i

,

· · · , (ρ1∆, · · · , ρ
k∆
∆ )

]
(32)

where ki is the number of jobs whose relative

deadline is i time units away (hence their ab-

solute deadline is t + i), and ρji is the work

quantity of the j-st such such job.

For the sake of simplicity, we will consider

that there is only one new job at t (instead of

a set of jobs). The general case with multiple

arrival will be identical, up to an increase of

the state space.

To simplify we consider a single new ar-

rival (τn, cn, dn) at time t = rn (recall that rn
is computed from the τk values with Eq. (1)).

The case with several arrivals is a direct adap-

tation of the following formula.

If the processor speed at time t− 1 is st−1,

then at time t the next state xt+1 becomes

(wt+1, `t+1), where wt+1 is:

wt+1 =

[(
(ρ12 − f(1, 1))+, · · · ,

(ρk12 − f(1, k − 1))+
)
,

· · · ,(
(ρ1dn − f(dn, 1))+, · · · ,

(ρ
kdn
dn
− f(dn, kdn))+, cn

)
,

· · · ,(
(ρ1∆ − f(∆, 1))+, · · · ,

(ρk∆∆ − f(∆, k∆))+
)
,(

(ρ1∆ − f(∆, 1))+, · · · ,

(ρk∆∆ − f(∆, k∆))+
)]

(33)

where

f(d, k) =

st−1 − d−1∑
i=1

ki∑
j=1

ρji −
k∑
j=1

ρjd

+
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The idea of the state change is to set all

the ρji values to 0 when s ≥
∑
i,j ρ

j
i . One job

is executed partially and the others remain un-

changed.

We further assume that the energy con-

sumption during a context switch is the same

as when some work is executed. The new main

step of the Algorithm 1 for (DP) now has the

following form:

J∗t−1(x)← mins∈A(x)

(
j
(

s
1−Ksγ

)
+
∑

x′∈X Pt(x, s,x
′)J∗t (x′)

)
(34)

Note that the speed s
1−Ksγ may not be di-

rectly available, but using the remark made in

Section 5.1, one can easily simulate this speed

with the neighboring available speeds.

Let Ks be the number of job executed if we

use the speed s. We have:

Ks =

α−1∑
i=1

ki + α (35)

where α = arg minα,kβ

(
s <

∑α,kβ
i,j ρji

)
. The

rest of the analysis is unchanged.

5.3.2 With Processor Sharing

If processor sharing is enabled, which is often

the case nowadays, the switching time is re-

placed by the additional delay per time unit

caused by the permanent context switch. This

additional delay is also denoted γ in this sec-

tion.

In this case, the state space can be simpli-

fied. One only needs to keep in memory the

number of jobs that are executed in a spe-

cific wt(i) from state xt, instead of all their

sizes. Therefore, the state becomes

x′t = [wt(1), . . . , wt(∆), kt(1), . . . , kt(∆), `t]

where kt(i) is the number of jobs with relative

deadlines i. We have also to modify the change

state function accordingly. Again we consider

a single arrival (rn, cn, dn) at time t + 1 = rn
(the general case is a direct extension). If the

processor speed at time t is st, then at time

t + 1 the next state x′t+1 = (wt+1, kt+1, `t+1)

is such that:

wt+1(·) = T
[
(wt(·)− st)+

]
+ cnHdn

as before, `t+1 also follows the same evolution

as in the original case, and for all i = 1 . . . ∆,

kt+1(i) ={
1{i=dn} if st > wt(i+ 1)

kt(i+ 1) + 1{i=dn} otherwise,

In the processor sharing case, the additional

time due to switching is γ per time unit. The

Bellman equation is the same as Eq. (34) but

replacing Ks by:

K ′s =
∑
i

1{ki>1}

s
(s− w(i− 1))

+
+1{k1>1}

w(1)

s

(36)

6 Conclusion and Perspectives

In this paper, we showed how to select on-line

speeds to execute real-time jobs while mini-

mizing the energy consumption by taking into

account statistic information on job features.

This information may be collected by using

past experiments or simulations, as well as de-

ductions from the structure of job sources. Our

solution provides performances that are close

to the optimal off-line solutions on average,

and outperforms classical on-line solutions in

cases where the job features have distributions

with large variances.

While the goal of this study is to propose

a better processor speed policy, several points

are still open and will be the topic of future

investigations.

The first one concerns the scheduling model:

In this paper jobs are executed under the Ear-

liest Deadline First policy, but this is not al-

ways possible in practice. What would be the

consequence of using another scheduling pol-

icy?

The second one concerns the time and space

complexity of our algorithms. These complex-

ities are exponential in the deadlines of the
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jobs. Although our algorithms (DP) and (VI)

are used off-line and can be run on powerful

computers, our approach remains limited to a

small range of parameters. One potential solu-

tion is to simplify the state space and to aim

for a sub-optimal solution (but with proven

guarantees), using approximate dynamic pro-

gramming.

Finally, the statistical information gathered

on the job features is crucial. When this in-

formation is not accurate or even not avail-

able, Markov Decision approaches are not pos-

sible and one should use reinforcement learn-

ing techniques (such as Q-learning [5]) to con-

struct a statistical model of the jobs on-line

and select the speeds accordingly, which will

converge towards optimal speeds over time.

Appendix: Size of the State Space

This appendix is dedicated to the enumeration

of the total number of states (Eqs. (10), (11),

and (12)).

Let w(·) be a valid state of the system, at

any time t. Since all parameters are integer

numbers and the maximum deadline of a task

is ∆, the maximal look-ahead at any time is

∆, hence w(·) is characterized by its first ∆

integer values (that are non-decreasing by def-

inition): w(1) ≤ · · · ≤ w(∆).

Let us define the step sizes of w, starting

from the end, as: z1 = w(∆)− w(∆− 1), and

more generally, zj = w(∆− j + 1)−w(∆− j),
for all j = 1, . . . ,∆.

The arrived work at any time t being of

maximal size C, we have z1 ≤ C because z1
must be bounded by the amount of work that

was released at time t. Similarly, z1 + z2 must

be bounded by the amount of work that has

arrived at times t and t−1, namely 2C, and so

on and so forth up to z1 + z2 + · · ·+ z∆ ≤ ∆C.

This is the only condition for a function w to

be a possible state when deadlines and sizes

are arbitrary integers bounded by ∆ and C

respectively.

Therefore (z1, z2, . . . , z∆) satisfies the fol-

lowing conditions:



z1 ≤ C
z1 + z2 ≤ 2C

z1 + z2 + z3 ≤ 3C
...

z1 + z2 + ...+ z∆ ≤ ∆C

By defining the partial sums yj = z1+· · ·+
zj , the number of states satisfies:

Q(∆,C) =

C∑
y1=0

2C∑
y2=y1

3C∑
y3=y2

· · ·
∆C∑

y∆=y∆−1

1

This multiple sum can be seen as a gener-

alized Catalan number. Indeed, a state charac-

terized by its steps (z1, . . . , z∆) is in bijection

with a path on the integer grid from (0, 0) to

(∆ + 1, C(∆ + 1)), which remains below the

diagonal of slope C (see Fig. 11).

(0, 0)

(6, 12)

x1

x2

x3

x4

x5

Fig. 11: A valid state seen as a path below the di-
agonal (0, 0)− (6, 12), for C = 2 and ∆ = 5.

Counting the number of such paths has

been done in [14] and corresponds to the gen-

eralized Catalan numbers, Ckn = 1
nk+1

(
nk+1
n

)
,

with k = C + 1 and n = ∆+ 1. Therefore,

Q(∆,C) =
1

1 + C(∆+ 1)

(
(C + 1)(∆+ 1)

∆+ 1

)
Using the Stirling formula, we finally get:

Q(∆,C) ≈ e√
2π

1

(∆+ 1)3/2
(eC)∆
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