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Abstract

Reconfigurable computing system is emerging as an important computing system for satisfying the present and future computing demands in performance and flexibility. Extensible processor is a representative implementation of reconfigurable computing. In this context, custom instruction enumeration problem is one of the most computationally difficult problems involved in custom instruction synthesis for extensible processors. Custom instruction enumeration problem is essentially enumerating connected convex subgraphs from a given application graph. In this paper, we propose a provable optimal algorithm for enumerating connected convex subgraphs in acyclic digraphs in the sense of time complexity. The running time of the proposed algorithm is theoretically proved to be $O(\sum_{C \in \text{CC}(G)} |V(C)| + |E(C)|)$, where $\text{CC}(G)$ denotes the set of connected convex subgraphs in directed acyclic graph $G$, $|V(C)|$ and $|E(C)|$ denote the number of vertices and the number of edges in subgraph $C$ respectively. Experimental results show that the proposed algorithm is more efficient than the state-of-the-art algorithms in terms of runtime.
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I. INTRODUCTION AND RELATED WORKS

Extensible processor is one of the most important implementations of reconfigurable computing. Extensible processors are becoming more and more popular as they can provide an excellent computational acceleration over regular embedded processors while ensuring the flexibility [1]. Extensible processors improve the performance of time critical applications by replacing the computation intensive codes with a set of custom instructions. These custom instructions are implemented on custom function units. The flexibility is ensured through the custom instruction set that can be tuned to run the other applications in the same domain.

Manual identification of custom instructions from a given application code is an intractable and time-consuming job. Thus, an automatic and efficient compilation flow for identifying custom instructions is necessary [2]. In general, the automatic compilation flow involves two computationally difficult problems: custom instruction enumeration and custom instruction selection. As a custom instruction can be graphically represented by a subgraph, the custom instruction enumeration problem is essentially a subgraph enumeration problem. In this paper, we focus on the subgraph enumeration problem.

Given an application code, a typical compilation flow transforms the source code to a control data-flow graph (CDFG). The subgraph enumeration step tries to enumerate all the subgraphs satisfying micro-architectural constraints from data-flow graphs (DFG) inside CDFG. In the custom instruction synthesis, the traditional approaches enumerate convex subgraphs (A subgraph $S$ is convex if there is no directed path between vertices of $S$ which contains a vertex not in $S$.) under the maximum number of input and output constraints imposed by the available register file ports [3]–[5]. Previous studies show that the subgraphs with more input/output operands than input/output constraints may bring higher speed-up. Therefore, a class of works focusing on enumerating maximal convex subgraphs have been proposed [6]–[8].

In recent years, some approaches aim at enumerating all possible connected convex subgraphs (cc-subgraphs) as candidate custom instructions [9], [10]. For every connected acyclic digraph $G$ with $n$ vertices, the maximal number of connected convex subgraphs (cc-subgraph) in $G$ has been proved to be $2^n + n + 1 - d_n$, where $d_n = 2 \cdot 2^{n/2}$ for every even $n$ and $d_n = 3 \cdot 2^{(n-1)/2}$ for every odd $n$ [11]. Since the number of possible subgraphs is potentially exponential, an efficient and optimal algorithm for enumerating connected convex subgraphs from DFG is required.

In [9], Balister et al. present a top-down algorithm for enumerating cc-subgraphs. The algorithm produces the cc-subgraphs by adding the ‘largest’ out-neighbor or ‘smallest’ in-neighbor and the vertices required to maintain convexity. The algorithm makes $2 \cdot |\text{CC}(G)| - n$ recursive calls. The time complexity of the algorithm is $O(n \cdot |\text{CC}(G)|)$. The authors of [10] describe a more efficient algorithm that requires only $|\text{CC}(G)|$ recursive calls to enumerate all the cc-subgraphs. The algorithm generates the cc-subgraphs in a bottom-up manner by adding topologically sorted neighbor vertex to smaller subgraphs. Experimental
results reveal that the algorithm can achieve on average 3.29 times speedup over the algorithm proposed in [9]. Although the algorithm makes fewer recursive calls and fewer computations inside each call, the time complexity of the algorithm is still $O(n \cdot |CC(G)|)$.

In [12], the authors have raised an open question: "Is there an $O(\sum_{C \in CC(G)} |V(C)|)$-time algorithm for generating all connected convex sets of a connected acyclic digraph $G$?". In this paper, we propose an optimal algorithm for enumerating all connected convex subgraphs from a DFG. This paper makes the following two contributions:

- The proposed algorithm is a provable optimal algorithm with time complexity of $O(\sum_{C \in CC(G)} (|V(C)| + |E(C)|))$. On the theoretical side, this work could be an answer to the open question raised in [12].

- Experiments reveal that the proposed algorithm outperforms the state-of-the-art algorithms. On the practical side, as custom instruction enumeration problem is one of the most computationally difficult problems involved in custom instruction synthesis, the proposed algorithm can be used to accelerate the process of custom instruction synthesis for extensible processors.

The rest of the paper is organized as follows. In Section II, the notations and terminologies are given. Section III presents the proposed algorithm. The proofs of the correctness and the complexity of the proposed algorithm are given in Section IV. Section V evaluates and compares the runtime of the proposed algorithms. Finally, conclusions are presented in Section VI.

II. NOTATION AND TERMINOLOGY

A data-flow graph (DFG) is a directed acyclic graph (DAG) $G = (V, E)$, where $V = \{v_1, ..., v_n\}$ is the set of vertices and $E = \{e_1, ..., e_m\} \subseteq V \times V$ is the set of edges. Each vertex in DFG represents a primitive operation and each edge corresponds to the data flow dependency between two primitive operations. For a DAG $G$, $V(G), E(G)$ and $CC(G)$ denote the set of vertices, the set of edges and the set of connected convex subgraphs in $G$ respectively.

Problem $P$ : Given a DFG $G = (V, E)$, enumerate all the subgraphs that satisfy the following constraints as custom instruction candidates.

- Convexity: $S$ is convex;
- Connectivity: $S$ is connected.

The convexity constraint is applied to ensure that the identified custom instruction can be executed atomically. For example, in Fig. 1, the subgraph $\{v_1, v_3, v_4\}$ is a convex subgraph, while the subgraph $\{v_1, v_4, v_7\}$ is not. A subgraph $S$ is connected if there is an undirected path between any pair of vertices in $S$. In Fig. 1, the subgraph $\{v_1, v_3\}$ is a connected subgraph, while the subgraph $\{v_3, v_4, v_6\}$ is a disjoint subgraph. A candidate subgraph may contain one or more disjoint components. Enumerating disjoint subgraphs with multiple components may generate very large custom instructions that have very little chance of reuse in an application or across applications [13]. Similar to the work presented in [13], we only enumerate connected convex subgraphs as custom instruction candidates in this paper.

![Fig. 1. The example data-flow graph](image)

If $uv$ is an edge of $G$, we say that $u$ is a direct predecessor of $v$ and $v$ is a direct successor of $u$. The set of direct predecessors of $v$ is denoted by $IPred(v)$ and the set of direct successors of $u$ is denoted by $ISucc(u)$. For a set $X$ of vertices of $G$, its direct predecessor (resp. direct successor) is $IPred(X) = \bigcup_{x \in X} IPred(x) \setminus X$ (resp. $ISucc(X) = \bigcup_{x \in X} ISucc(x) \setminus X$). For a set $X \subseteq V(G)$, the subgraph induced by $X$ is denoted by $G[X]$.

A vertex $u$ in a connected DAG is called an articulation point (or cut vertex) ‘iff’ removing $u$ and the edges connecting it disconnects the graph. As an example, removing vertex $v_2$ and the edges connecting to $v_2$ from the data-flow graph in Fig. 1 results in a disjoint subgraph $\{v_1, v_3, v_4, v_5, v_6, v_7\}$. Hence, vertex $v_2$ is an articulation point. The articulation points in a connected DAG $G = (V, E)$ can be found in time $O(|V| + |E|)$ [14].

A vertex $u$ in a DAG $G$ is called a source (sink) vertex if it has no direct predecessors (direct successors) in $G$. In Fig. 1, vertex $v_1$ and vertex $v_2$ are source vertices. Vertex $v_5$ and vertex $v_7$ are sink vertices.
Algorithm 1: Connected Convex Subgraph Enumeration Algorithm

Input: A data-flow graph \( G = (V, E) \), \( F \): A set of must contained vertices
Output: \( CC \) A set of enumerated connected convex subgraphs

/* enumerate all cc-subgraphs in a top-down manner */
1 Procedure \( TD(C, F) \)
2 \( CC = CC \cup \{C\} \);
3 for each vertex \( u \in C \) do
4     if \( visited[u] == false \) then
5         call \( DFS(u, visited, seq, low, parent, A) \);
6     \( Y = (V \setminus F) \setminus A \);
7     for each vertex \( s \in Y \) with \( |IPred(s)| == 0 \) or \( |ISucc(s)| == 0 \) do
8         \( C' = C \setminus \{s\} \);
9         call \( TD(C', F) \);
10        \( F = F \cup \{s\} \);
11    /* find all the cut vertices in \( C \) */
12 Procedure \( DFS(u, visited, seq, low, parent, A) \)
13 \( visited[u] = true; \)
14 \( seq[u] = low[u] = ++ \ counter; \)
15 \( children = 0; \)
16 for each adjacent vertex \( v \) of \( u \) do
17     if \( visited[v] == false \) then
18         \( children + 1; \)
19         \( parent[v] = u; \)
20         call \( DFS(v, visited, seq, low, parent, A) \);
21         \( low[u] = Math.min(low[u], low[v]); \)
22     if \( parent[u] == NIL \) \&\& \( children > 1 \) then
23         \( A = A \cup \{u\}; \)
24     else if \( v \neq parent[u] \) then
25         \( low[u] = Math.min(low[u], seq[v]); \)

Lemma 1. Let \( G \) be a DAG, let \( X \) be a connected convex subgraph of \( G \), and let \( s \in G \) be a source or sink of \( X \) and \( s \) is not an articulation point of \( X \). Then \( X \setminus \{s\} \) is a connected convex subgraph of \( G \).

Proof. Firstly, as \( s \) is not an articulation point of \( X \), removing \( s \) and the edges connecting \( s \) in \( X \) will not result in a disjoint subgraph. Therefore, \( X \setminus \{s\} \) is a connected subgraph. Then, we prove that \( X \setminus \{s\} \) is a convex subgraph of \( G \). Suppose that \( X \setminus \{s\} \) is non-convex, then there is a directed path \( v, u, w \) where \( v, w \in X \setminus \{s\} \) and \( u \notin X \setminus \{s\} \). Since \( X \) is convex, we can easily know that \( u = s \). As \( u \) has at least one direct predecessor and one direct successor in \( X \), this contradicts with the assumption that \( s \) is a source or sink of \( X \).

III. PROPOSED ALGORITHM

In this section, we propose a provable optimal algorithm for enumerating all the connected convex subgraphs from data-flow graph. We assume the original data-flow graph is a connected DAG, if not we can simply deal with each piece separately.

The pseudo code of the proposed algorithm is presented in Algorithm 1 (we denote it by \( TD \)). The algorithm accepts a data-flow graph \( G \) as input and generates all the cc-subgraphs. The algorithm works in a top-down manner. By Lemma 1 we can see that if \( X \) is a cc-subgraph and \( s \) is a source or a sink of \( X \) and \( s \) is not a cut vertex, then \( X \setminus \{s\} \) is a cc-subgraph. Based on this observation, we find all the cc-subgraphs by recursively deleting a vertex that is not a cut vertex and is a source or a sink of the current graph.

The algorithm outputs a cc-subgraph in each recursive call (line 2). Inside each recursive call, we first find all the cut vertices of the current graph by calling a depth-first search method (lines 3-5 and lines 11-26), then we consider all sources and all sinks of the current graph that are not in \( F \) and are not cut vertices. Before calling the depth-first search method, an array \( visited[] \) is used to mark the vertex is visited or not, and the initial value of the elements in the array is false. A set \( A \) is used to record the cut vertices found in \( C \). For each source or sink \( s \) that is not in \( F \), we call \( TD(C \setminus \{s\}, F) \) and then add \( s \) to \( F \) as a must contained vertex (lines 7-10). In such a way, for each sink or source \( s \in X \) the algorithm generates all cc-subgraphs without \( s \) and all cc-subgraphs containing \( s \).

In order to find all the cut vertices of a graph, we adopt a depth-first search (DFS) method proposed in [14]. The pseudo code of the depth-first search method is shown in lines 11-26. Although the depth-first search method is originally proposed to find the cut vertices from undirected graphs, in this work, we can use it directly to find the cut vertices from directed graphs by ignoring the direction of each edge. The method traverses each vertex in depth-first order. In the DFS tree, a vertex \( u \) is a
In this section, we first present the proof of the correctness of the proposed algorithm \( \text{T}D \).

**Lemma 2.** Algorithm \( \text{T}D \) correctly outputs all cc-subgraphs of \( G \), where \( G \) is a connected directed acyclic graph.
Proof. Firstly we show that each set \( C \) output by \( TD \) is a connected convex subgraph. According to the algorithm, each subgraph is generated by deleting a vertex that is not a cut vertex and is a source or a sink of the current cc-subgraph. By Lemma 1, we can easily know that each enumerated subgraph is a cc-subgraph.

Secondly we prove that if \( C \neq \emptyset \) is a cc-subgraph of \( G \), then \( C \) is output exactly once by \( TD \). We first claim that for every connected convex subgraph \( H \) with \( C \subset H \subseteq G \), there exists a source or sink \( s \in H \setminus C \) of the digraph \( H \) and \( s \) is not a cut vertex. If the claim is true, by Lemma 1, we can obtain \( C \) by repeatedly deleting such sources or sinks.

To prove this claim, we will first show that for every connected convex subgraph \( H \) with \( C \subset H \subseteq G \), there exists a source or sink \( s \in H \setminus C \) of the digraph \( H \). As \( H \setminus C \) is an acyclic digraph, \( H \setminus C \) has at least one source and one sink. If there exists no arc from a vertex of \( C \) to a vertex of \( H \setminus C \) then any source of \( H \setminus C \) is a source of \( H \). If there is an arc from a vertex \( u \) to a vertex \( v \in H \setminus C \), considering the longest directed path \( v_{12} \cdots v_k \) in \( H \setminus C \) leaving \( v \), we can observe that \( v_k \) is a sink of \( H \setminus C \) and there is no arc from \( v_k \) to any vertex of \( C \); otherwise \( C \) is non-convex. Hence, \( v_k \) is a sink of \( H \).

Then, we prove that for every connected convex subgraph \( H \) with \( C \subset H \subseteq G \), there exists at least a source or sink \( s \in H \setminus C \) of the digraph \( H \) and \( s \) is not a cut vertex. Suppose that every source and sink \( s \in H \setminus C \) of the digraph \( H \) is a cut vertex. We may assume \( S = \{ s_1, s_2, \ldots, s_t \} \) is the set of such sources and sinks. Consider \( H \) and a cut vertex \( s_1 \), which can divide \( H \) into at least two subgraphs \( SG_1 \) and \( SG_2(SG_1 \cap SG_2 = s_1) \). We know that \( C \) is only included in one of these subgraphs. Let assume \( C \subset SG_1 \). If \( SG_2 \cap \{ s_2, \ldots, s_t \} = \emptyset \), since \( SG_2 \) has at least one sink and one source, then there exists at least one sink or source \( v_2 \) of \( SG_2 \) and \( v_2 \neq s_1 \), which has no arc connecting to other subgraphs. Thus, \( v_2 \in H \setminus C \) is a source or sink of \( H \) and \( v_2 \notin S \). We arrive at a contradiction. If \( SG_2 \) contains vertex \( s \) from \( \{ s_2, \ldots, s_t \} \), then we can choose one cut vertex \( s_1 \) to divide \( SG_2 \) into several subgraphs. Then, we choose one subgraph \( SG_2 \subset SG_2 \) and \( s_1 \notin SG_2 \). We repeat previous steps for \( SG_2 \). Then, we will finally get a subgraph with at least a sink or source \( v_i \), which has no arc connecting to the other subgraphs generated by division. Therefore \( v_i \in H \setminus C \) is a source or sink of \( H \) and \( v_i \notin S \), a contradiction.

Next it suffices to show that there is a unique execution path outputting a cc-subgraph \( C \). Suppose that there are at least two execution paths outputting \( C \). Let further assume the subgraphs yielding by the two execution paths are \( C_1 \) and \( C_2 \) respectively, where \( C_1 = C_2 \). Consider the search tree of the algorithm, we track the reverse direction of the two execution paths, the two execution paths should be converged at a point. Starting from this point, one of the two execution paths enumerates the subgraph(s) excluding a vertex \( s \), while the other execution path enumerates the subgraph(s) containing \( s \). Therefore, \( C_1 \neq C_2 \), we arrive at a contradiction.

Then, we prove the running time of algorithm \( TD \).

**Lemma 3.** The running time of algorithm \( TD \) is \( O(\sum_{C \in CC(G)}(|V(C)| + |E(C)|)) \), where \(|V(C)| \) and \(|E(C)| \) denote the number of vertices and the number of edges in subgraph \( C \) respectively.

**Proof.** According to the call tree of the algorithm, we can see that each recursive call outputs a cc-subgraph at line 2. So, the number of recursive calls is the same as the number of cc-subgraphs. Thus we have \( CC(G) \) recurve calls. Then, we will show that the running time of \( TD(C, F) \) without recursive calls is \( O(|V(C)| + |E(C)|) \). Inside each recursive call, a depth-first traversal of graph \( C \) is made to find all the cut vertices in \( C \) at lines 3-5. Each vertex and each edge of \( C \) is visited once in the process of the depth-first traversal. It is easy to know that the depth-first traversal requires \( O(|V(C)| + |E(C)|) \) time. The time to compute \( Y \) at line 6 is at most \( O(|V(C)|) \). Then, all sources and sinks can be determined in \( O(|V(C)|) \) time at line 7. Therefore, each call of \( TD(C, F) \) without recursive calls runs in time \( O(|V(C)| + |E(C)|) \) in total. Finally, the total running time of the algorithm is \( O(\sum_{C \in CC(G)}(|V(C)| + |E(C)|)) \).

It should be noted that the open question raised in [12] is: “Is there an \( O(\sum_{C \in CC(G)}|V(C)|) \)-time algorithm for generating all connected convex sets of a connected acyclic digraph \( G \)?” As we know, both the vertices and edges should be visited when a directed graph is traversed. Hence, we can claim that the proposed algorithm with running time of \( O(\sum_{C \in CC(G)}(|V(C)| + |E(C)|)) \) is an optimal algorithm for enumerating connected convex subgraphs in acyclic digraphs.

**Lemma 4.** The space complexity of algorithm \( TD \) is \( O(n^2) \), where \( n \) is the number of vertices in the DFG \( G \).

**Proof.** It is clear that the space complexity of algorithm \( TD \) is dominated by the space storing the graph. Therefore, the space complexity of algorithm \( TD \) is \( O(n^2) \).
We compare the efficiency of our algorithm (denoted by $T_D$) with the state-of-the-art connected convex subgraph enumeration algorithm of [9] (denoted by $A$) and the algorithm proposed in [10] (denoted by $BS$). Seven benchmarks with rich arithmetic/logical operators are used in our experiments. These benchmarks are taken from Mibench [15] and Mediabench [16] and fall into domains including telecommunication, multimedia, etc. The three enumeration algorithms are implemented in Java under the compilation framework of GeCoS [17]. The input to the enumeration algorithms is a DFG representing a frequently executed basic block of each benchmark that has to be accelerated in practice using an extensible processor for example. We have run all the experiments on a PC with an i3-3240 processor running at 3.4 GHz with 4GB memory.

Table I presents the characteristics of the benchmarks and the runtime results of the three enumeration algorithms on the benchmarks. The first column of the table gives the name of each benchmark. The number of vertices and the number of edges in the DFG are denoted by $NV$ and $NE$ respectively. The number of enumerated connected convex subgraphs is presented in column $NS$. The runtime results of the three enumeration algorithms are given in column $A(CT)$, $BS(CT)$ and $TD(CT)$ respectively. The runtime unit is millisecond.

As expected, the three enumeration algorithms produce the same set of connected convex subgraphs for each benchmark. According to the runtime results, we can find that the $T_D$ algorithm outperforms the two state-of-the-art algorithms. The speedup achieved by the proposed algorithm over the $A$ algorithm and $BS$ algorithm on the seven benchmarks is given in Fig. 4. The proposed algorithm is on average 6.6 times faster than the $A$ algorithm and 2.0 times faster than the $BS$ algorithm.

It should be noted that the space complexities of the three algorithms are identical. The time complexities of $BS$ and $A$ are $O(n \cdot |CC(G)|)$. The time complexity of $T_D$ is $O(\sum_{C \in CC(G)}(|V(C)| + |E(C)|))$. The $BS$ algorithm enumerates the cc-subgraphs in a bottom-up manner. The cc-subgraphs are produced by absorbing neighbor vertex to smaller subgraphs. However, the proposed algorithm enumerates the cc-subgraph in a top-down manner. Each cc-subgraph is formed by deleting a source or sink that is not an articulation point. The proposed algorithm may be accelerated using parallel techniques such as multithread technique or cloud computing. The $T_D$ algorithm can be easily adapted to the parallel framework proposed in [10]. Since the partitioning strategy proposed in [10] is independent of any specific algorithm running in each compute node, we can simply replace the sequential algorithm running in compute node by the $T_D$ algorithm.

**VI. Conclusion**

This paper proposes an optimal algorithm for enumerating connected convex subgraphs from a given application graph in a top-down manner. The proposed algorithm is proved to be an $O(\sum_{C \in CC(G)}(|V(C)| + |E(C)|))$-time algorithm, which is the first optimal algorithm for enumerating connected convex subgraphs in acyclic digraphs in the sense of time complexity.
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