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Abstract. Task-based runtimes have emerged in the HPC world to take
benefit from the computation power of heterogeneous supercomputers
and to achieve scalability. One of the main bottlenecks for scalability
is the communication layer. Some task-based algorithms need to send
the same data to multiple nodes. To optimize this communication pat-
tern, libraries propose dedicated routines, such as MPI Bcast. However,
MPI Bcast requirements do not fit well with the constraints of task-based
runtime systems: it must be performed simultaneously by all involved
nodes, and these must know each other, which is not possible when each
node runs a task scheduler not synchronized with others.
In this paper, we propose a new approach, called dynamic broadcasts
to overcome these constraints. The broadcast communication pattern
required by the task-based algorithm is detected automatically, then the
broadcasting algorithm relies on active messages and source routing, so
that participating nodes do not need to know each other and do not need
to synchronize. Receiver receives data the same way as it receives point-
to-point communication, without having to know it arrives through a
broadcast.
We have implemented the algorithm in the StarPU runtime system us-
ing the NewMadeleine communication library. We performed bench-
marks using the Cholesky factorization that is known to use broadcasts
and observed up to 30% improvement of its total execution time.

Keywords: task-based runtime systems · communications · collective ·
broadcast

1 Introduction

Scalability of applications over clusters is limited, among other things, by syn-
chronizations, an extreme example being Bulk Synchronized Parallelism (BSP).
To increase performance, task-based runtime systems try to avoid any synchro-
nization through asynchronicity in the way they schedule tasks on nodes. To
follow this scheduling model in order to ensure scalability, communications have
also to support asynchronicity.
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For communications, task-based runtime systems often rely on MPI. How-
ever, MPI libraries and the MPI interface are not designed with such use in mind.
A problem arises when a piece of data produced by one task is a dependency
for several other tasks on several nodes. A natural way to send the same data to
multiple nodes would be to use the MPI Bcast or MPI Ibcast primitives. How-
ever, this approach assumes all nodes know in advance that this data will arrive
through a broadcast instead of a point-to-point operation, and that they know
each other. This assumption is not met in the case of a dynamic task-based run-
time system, where nodes ignore the state of the task scheduler on other nodes,
and thus they typically use a naive broadcast algorithm with linear complexity.

In this paper, we propose an algorithm for a dynamic broadcast, where only
the root knows the list of all recipients, and recipients do not have to know in ad-
vance whether data will arrive through a broadcast or a point-to-point operation,
while still being able to leverage optimized tree-based broadcast algorithms.

In short, this paper makes the following contributions: we propose a dynamic
broadcast algorithm, suitable for use by task-based runtime systems; we imple-
mented the mechanism in our NewMadeleine [5] communication library, and
modified StarPU [4] to take benefit from it; we performed benchmarks to show
the performance improvement.

The rest of this paper is organized as follows. Section 2 details why broad-
casts using MPI Bcast are not suitable for task-based runtime systems. Section 3
introduces our algorithm for dynamic broadcasts. Section 4 presents its imple-
mentation in NewMadeleine and StarPU. In Section 5, we evaluate our solu-
tion using micro-benchmarks and a Cholesky factorization kernel. In Section 6
we present related works, and Section 7 concludes.

2 Broadcasts in Dynamic Task-Based Runtime Systems

With task-based runtime systems, the application programmer writes applica-
tions decomposed into several tasks with dependencies. Each task is a subpart
of the main algorithm. All tasks with their dependencies form a DAG (Direct
Acyclic Graph); tasks are vertices, and edges represent a data dependency be-
tween two tasks: the child task needs data produced by its predecessor(s). In
order to get task-based runtime systems to work on distributed systems, tasks
are distributed among available nodes. When dependent tasks are not located
on the same node, an edge spans across two different nodes and the runtime
system automatically handles the data transfer.

A given piece of data may be a dependency for multiple tasks (a vertex with
several outgoing edges). If the receiving tasks are located on different nodes, the
same data will have to be sent to multiple nodes. This communication pattern
is generally known as a multicast, or a broadcast in MPI speaking, which is a
kind of collective communication.

The naive way to perform a broadcast is to send data from the root to each
node using independent point-to-point transfers. With such an implementation,
the duration of a broadcast is linear with the number of nodes. MPI libraries
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usually implement much better algorithms [12, 15, 13] for MPI Bcast, such as
binary trees, binomial trees, pipelined trees, or 2-trees, which exhibit a logarith-
mic complexity with the number of nodes. It is thus strongly advised to use
MPI Bcast to broadcast data when possible.

However, for task-based runtime systems that dynamically build the DAG
(such as StarPU [3] or Quark [9]), nodes do not have a global view of data lo-
cation and do not synchronize their scheduling. This makes the use of MPI Bcast

or MPI Ibcast difficult and inefficient, for several reasons:

detection – all the information the runtime system knows about data transfers
is the DAG. A broadcast appears as a task whose result is needed by multiple
other tasks. However, in general the whole DAG is not known statically but
generated while the application is running. Therefore, the runtime system
cannot know whether the list of recipient is complete or if another recipient
will be added later.

explicit – function MPI Bcast has to be called explicitly by the sender and the
receivers. Therefore, each receiver node have to know in advance whether
a given piece of data will arrive through an MPI Bcast or a point-to-point
MPI Recv. Application programmer cannot give any hint, since communica-
tions are driven by the DAG, and thus depends on where tasks are mapped
during the execution.

communicator – function MPI Bcast works on a communicator, a structure
containing all nodes taking part in the broadcast (sender node and recipi-
ents). The construction of a communicator is also a collective operation: to
build it, each node participating in a communicator must know the list of all
nodes in the communicator. Thus, if we build a communicator containing a
specific list of nodes for a given broadcast operation, all nodes have to know
the list of all nodes participating in the broadcast.

Yet, the runtime system on a node only has a local view of the task graph:
receiver nodes know which node will send them the data, but they do not
know all other nodes which will also receive the same data. Hence, building
an MPI communicator is impossible without first sending the list of nodes
to all nodes, but that would mean we need a broadcast before being able to
do a broadcast!

synchronization – even if we use a non-blocking MPI Ibcast instead of a
blocking MPI Bcast, it works on a communicator. The creation of a com-
municator with the precise set of nodes is a blocking operation and has to
be performed by all nodes at the same time. This constraint is somewhat
alleviated by the non-blocking flavor of communicator creation in the future
MPI 4.0 version. Nonetheless, a single communicator creation may take place
at the same time. This means broadcasts, and their associated communica-
tor creation, must nonetheless be executed in the same order by all nodes,
which implies some kind of synchronization to agree on broadcast scheduling,
thus hindering one of the most important feature of distributed task-based
runtime system: its ability to scale by avoiding unnecessary synchronization.
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As a consequence, the mechanisms needed to actually use an MPI Bcast to
broadcast data in a task-based runtime system are likely to cost more than the
benefit brought by the use of an optimized broadcast.The general problem is
being able to use desynchronized and optimized broadcasting algorithms, with-
out all nodes of the broadcast know each other. We present in this paper the
solution we developed to achieve this goal.

3 Our Solution: Dynamic Broadcasts

3.1 Detection of Collectives

As explained in Section 2, the detection of broadcast patterns is not straightfor-
ward since the DAG is dynamic.

From the dependency graph view, a broadcast is a set of outgoing edges
from the same vertex and going to tasks executed on different nodes. During
task graph submission, the runtime system creates a send request for each of
these edges, even before the data to send is available. When the data becomes
available, the requests are actually submitted to the communication library.

The detection of broadcast consists in noticing on creating a send request that
one already exists for the same data, and aggregating them into a single request
with a list of recipients. When the data becomes available, if the list contains
more than one recipient, a broadcast is submitted to the communication library.

This method may miss some send requests if they are posted after the data
became ready, i.e. if a task is submitted after the completion of the task that
produces the data it depends on. This happens if the task graph submission
takes longer than the task graph execution (which is not supposed to happen
in general), or if the application delays submission of parts of the task graph
for its own reasons, in which case the runtime system did not need to send this
data sooner anyway. Code instrumentation showed that 98 % of broadcasts were
detected with the correct number of recipients for the Cholesky decomposition
described in Section 5. These missed broadcasts correspond only to communica-
tions performed during the very beginning of the algorithm, when the application
has only started submitting the task graph, and thus task execution has indeed
caught up quickly and made some data available before the application could
submit all inter-node edges for them. Quickly enough, tasks submission proceeds
largely ahead of tasks execution, and all broadcasts are detected.

To avoid redundant transfers of the same data between two nodes, a cache
mechanism is used [3]. If two tasks scheduled on the same node need a piece of
data from another node, only one communication will be executed. Hence, the
recipient list does not contain duplicates.

3.2 Dynamic Broadcast Algorithm

We propose here a broadcast algorithm, that we call dynamic broadcast, that
fulfills the requirements to be used by task-based runtime systems, namely: use
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optimized broadcast algorithms; all recipients of the broadcast do not have to
know each other; have a seamless integration for the receiver who is expecting a
point-to-point communication.

Optimized broadcast algorithm Several optimized algorithms for broadcast
exist [16]. The main idea of all these optimized algorithms is that after a node
received data, it sends this data to other recipients, so that the root node has
less communications to execute, which shortens the global execution time. For
most algorithms, routing is organized as a tree: the source node sends to a set of
nodes, each of these nodes then sends to a set of other nodes, and then recursively
until all recipients get the data. Tree-based algorithms have usually a logarithmic
complexity in the number of nodes. The choice of a broadcast algorithm depends
mainly on the number of recipients and the size of data to transmit.

We choose to implement binomial trees because this broadcast algorithm is
the best trade-off for a single all-purpose algorithm to get good performance on a
wide range of data sizes and numbers of nodes. Other optimized algorithms [15,
13, 12] could be used in our dynamic broadcast, following the same approach.

In the binomial tree algorithm, each node receiving data contributes to the
diffusion by sending data to next nodes, and keep sending data to other recipi-
ents until all nodes received the data. The Figure 1 illustrates a broadcast to 6
recipients: node 0 starts by sending to node 4, then 0 sends to 2 and at the same
time 4 sends to 6 and finally while 0 is sending to 1, 2 is sending to 3 and 4 is
sending to 5. The binomial tree has a logarithmic complexity in the number of
nodes.
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Fig. 1. Example of binomial tree with six recipients. Levels in the tree are steps in the
algorithm.

Self-contained messages Since nodes do not know in advance whether they
will be participating in a broadcast, our algorithm is based on self-contained
messages. They are active messages, processed outside of the application flow,
without requiring the application to call specific primitives in the communication
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library. The message contains all the information needed to unroll the collective
algorithm.

Only the root of the broadcast knows the complete list of recipients. Recip-
ients themselves only need to know to which nodes they will need to forward
the data, i.e. the sub-tree below them. We send this list of nodes together with
data, in the header of the active message. When a node forwards data to other
nodes, it trims the list of nodes so as to include only the nodes contained in the
relevant sub-tree.

In the case depicted in Figure 1, the list of nodes sent by node 0 to 4 is {5, 6},
the list sent to 2 is {3} and the list sent to 1 is empty.

The runtime system sets a priority level for each communication request,
depending on task priorities, defined by the application (during the submission
of tasks, the user can define the priority of each task, by specifing an integer).
This information may be used by a communication library that is able to sched-
ule packets by priority like NewMadeleine. We reorder the list of nodes of
broadcasts so that higher-priority requests are closer to the root of the tree, for
them to get data earlier. Moreover, in addition to the list of nodes, we transmit
the list of priorities. This way, when inner nodes of the tree have to forward
messages, they get inserted in their local packet flow with the right priority.

The general idea behind this mechanism is that routing information are
transmitted with the data itself, and are not assumed to be prior knowledge,
as MPI Bcast would otherwise require.

Transparent receive When a request which is part of a broadcast is received,
the data is forwarded to nodes contained in the list, following the binomial tree
algorithm, and data is delivered locally. Since nodes cannot predict whether
data will arrive through point-to-point communication or through a broadcast,
on the receiver side our algorithm injects data received by a broadcast in the
path of point-to-point receive. The runtime system posts a regular point-to-
point receive request, and when data arrives through a dynamic broadcast, it is
actually received by this point-to-point request for a seamless integration.

We called our algorithm dynamic broadcast because nodes realize they take
part in a broadcast in a dynamic fashion, on the fly at the same time when data
arrives.

4 Implementation

Our implementation was made within the StarPU task-based runtime and the
NewMadeleine communication library. This Section introduces both libraries
and presents implementation details of our dynamic broadcast algorithm.

4.1 StarPU

StarPU [4] is a task-based parallel and distributed runtime system. In its single-
node form, StarPU lets HPC applications submit a sequential flow of tasks, it
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infers data dependencies between tasks from that flow, and it schedules tasks
concurrently while enforcing these dependency constraints. The distributed ver-
sion of StarPU [3] extends the Sequential Task Flow model. The application
gives an initial distribution of data on the participating nodes, and every node
submits the same flow of tasks to its local StarPU instance. Each StarPU
instance then infers whether to execute a task or not from the piece of data
the task writes to. The instance that owns the piece of data written to, exe-
cutes the task. Moreover, each StarPU instance infers locally when to generate
send and receive communications to serve inter-instance data dependencies. This
distributed execution model does not involve any master node or synchroniza-
tion. Instead, all instances are implicitly coordinated by running the same state
machine from the sequential task flow.

Two back-ends are implemented in the distributed version of StarPU. One
relies on MPI standard and has to be used with an MPI implementation (such as
OpenMPI). The other one uses NewMadeleine routines to take benefit from
its specific features beyond the MPI interface.

4.2 NewMadeleine

NewMadeleine [5] is a communication library which exhibits its own native
interface in addition to a thin MPI layer called MadMPI. The work described
in this paper is located in the NewMadeleine native interface. The original-
ity of NewMadeleine compared to other communication libraries and MPI
implementations is that it decouples the network activity from the calls to the
API by the user. In the interface presented to the end-user, primitives send and
receive messages. NewMadeleine applies an optimizing strategy so as to form
packets ready to be sent to the network. A packet may contain multiple messages
(aggregation), a message may be split across multiple packets (multi-rail), and
messages may be actually sent on the wire out-of-order depending on packet
scheduler decision and priorities. NewMadeleine core activity is triggered by
the network. When the network is busy, messages to be sent are simply en-
queued; when the network becomes ready, an optimization strategy is called to
form a new packet from the pending messages. A receive is always posted to the
driver, and all the activity is made of up-calls (event notifiers) triggered from
the lowest layer when the receive is completed, which make active messages a
natural paradigm for NewMadeleine.

4.3 Dynamic collectives implementation

Dynamic broadcasts were implemented as a new interface of NewMadeleine,
and the NewMadeleine backend of StarPU was adapted to exploit this new
interface.

The detection of broadcasts is implemented in StarPU. When the applica-
tion submits a task B which depends on data produced by a task A mapped
on a different node, an inter-node communication request is issued. If a pre-
vious request or collective was already detected for this data, the new request
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is merged in to get a bigger collective. Most often, task submission proceeds
quickly, and thus the submission front is largely ahead of the execution front. As
a consequence, when task B is submitted, task A will probably not have been
executed yet, and similarly for all tasks which depend on A. This is why our
approach catches most potential for broadcasts. Once task A is completed and
thus the data available for sending, the whole collective request is handed to
NewMadeleine.

The dynamic broadcast itself is implemented in NewMadeleine, using its
non-blocking rpc interface for active messages. They use a dedicated communi-
cation channel that is separate from the channel used for point-to-point commu-
nications. Thus, the library distinguishes broadcasts, which needs special pro-
cessing, from regular point-to-point messages. The library is always listening for
rpc requests and is thus able to always process dynamic broadcasts for all tags
and from all nodes.

To manage seamless receive of a broadcast by a point-to-point request, point-
to-point requests are registered by the dynamic broadcast subsystem. Conversely,
if the data for a receive comes by the point-to-point way, the request is removed
from the table in the dynamic broadcast subsystem.

When a broadcast is received, the matching point-to-point receive is searched
and data is received in-place in the buffer of the point-to-point request, forwarded
to nodes in sub-trees, and the point-to-point request is notified completion. If
the matching point-to-point receive was not posted yet, the broadcast request is
locally postponed until the matching point-to-point receive is posted. To be able
to match a message arriving through a broadcast with a point-to-point request,
the original source node (root of the broadcast) is also sent together with data,
the list of nodes, and their associated priority.

5 Evaluation

In this section, we present the performance results we obtain for mechanisms
presented in this paper. We executed micro-benchmarks to ensure the broad-
cast performances are as expected and then we evaluated the impact on a real
computing kernel, the Cholesky factorization.

The benchmarks were carried out on two different clusters: inti from CEA
and plafrim. inti nodes are dual Xeon E5-2680 at 2.7 GHz, with 16 cores
and 64 GB RAM, and equipped with Connect-IB InfiniBand QDR (MT27600).
Default MPI on the machine is OpenMPI 2.0; since this version is ancient, we
compiled the latest OpenMPI 4.0. plafrim nodes are dual Xeon Gold 6240 at
2.6 GHz with 36 cores and 192 GB RAM, and equipped with Intel Omni-Path 100
series network. Default MPI on plafrim are OpenMPI 3.0 and OpenMPI 4.0.

5.1 Micro-benchmarks

To be sure our algorithm and its implementation have the expected perfor-
mances, we conducted micro-benchmarks of the dynamic broadcast and com-
pared its performance against MPI Bcast and MPI Ibcast of MadMPI, and a
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Fig. 2. NewMadeleine micro-benchmark on cluster inti on 100 nodes (1600 cores),
comparing broadcast algorithms

naive broadcast (a loop of point-to-point requests to the recipient nodes). The
duration of the broadcast is defined as the time difference between the start on
the root node and the last received data on the last node.

The result of this micro-benchmark on 100 nodes of the inti cluster is de-
picted in Figure 2 for 8 MB of data. As expected, naive broadcast exhibits a
linear complexity with the number of recipients and both dynamic and regular
broadcasts have a logarithmic complexity. The performance difference between
dynamic broadcast and regular MPI broadcast is insignificant, which shows that
the additional routing data and the treatment when receiving data is negligible.

5.2 Cholesky Factorization

To evaluate the gain brought by dynamic broadcast, we have evaluated its per-
formance on a Cholesky factorization.

Description In Algorithm 1, we depict the tiled version of the Cholesky
Factorization algorithm. For a given symmetric positive definite matrix A, the
Cholesky algorithm computes a lower triangular matrix L such that A = LLT .
In the tiled version used here, the matrix is decomposed in T × T square tiles
where A[i][j] is the tile of row i and column j. At each step k it performs a
Cholesky factorization of the tile on the diagonal of panel k (POTRF kernel)
then it updates the remaining of the tiles of the panel using triangular solve
(TRSM kernel). The trailing sub-matrix is updated using the SYRK kernel for tiles
on the diagonal and matrix multiply (GEMM kernel) for the remaining tiles.
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Algorithm 1: Tiled version of the Cholesky factorization.

1 for k = 0...T − 1 do
2 A[k][k]← POTRF(A[k][k])
3 for m = k + 1...T − 1 do
4 A[m][k]← TRSM(A[k][k], A[m][k])

5 for n = k + 1...T − 1 do
6 A[n][n]← SYRK(A[n][k], A[n][n])
7 for m = n + 1...T − 1 do
8 A[m][n]← GEMM(A[m][k], A[n][k], A[m][n])

POTRF

SYRK

TRSM

GEMM

(0,0)

(4,4)

(3,3)

(2,2)

(1,1)

(4,0)

(3,0)

(2,0)

(1,0)

(4,1) (4,2) (4,3)

(3,1) (3,2)

(2,1)

Fig. 3. The 2 different types of broadcasts for the Cholesky factorization for T = 5
and k = 0. Blue arrows : from 1 POTRF to T − k− 1 = 4 TRSM. Green and black arrows
from 1 TRSM to T − k − 2 = 3 GEMM and red arrows to 1 SYRK.

This algorithm is a good use-case for the dynamic broadcast problem. Indeed,
as shown in Fig. 3, the A[k][k] tile computed by the POTRF kernel is broadcasted
to the T − k − 1 TRSM kernels of the same panel (blue arrows). Moreover, each
A[m][k] (m > k) tile generated by the TRSM kernels (line 4), is used by one SYRK

kernel (to update the tile A[m][m], red arrows) and T − k − 2 GEMM kernels (to
update the tiles A[m][n] (k < n < m), black arrows ; and the tiles A[m][n] (m <
n < T ), green arrows). As seen in Section 3, in StarPU, all the communication
and especially the collective communication are inferred at runtime by the system
based on the dependencies that are described in the task graph generated from
the program. Furthermore, since for both cases, the same tile is broadcasted
to all the kernels and several kernels are executed by a same node, the runtime
system is able to factorize the communication by giving the list of compute nodes
that require the considered tile. In practice, as nodes are layout using squared 2D
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Block-cyclic distribution, the maximum number of nodes involved in a broadcast
is O(

√
P ) where P is the total number of nodes.

We used the Cholesky factorization from the Chameleon library [2], which
can use StarPU as task-based runtime system.
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Results Results of the Cholesky benchmark on cluster plafrim on 16 nodes
is depicted in Figure 4. Results for machine inti on 64 and 100 nodes is shown
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in Figure 5. There is one MPI process per node and each point on graphs is the
average of two runs. We compare the baseline NewMadeleine version with-
out dynamic broadcast against NewMadeleine with dynamic broadcast. Ad-
ditionally we represent the performance we obtain with MPI as a reference. The
performance difference between NewMadeleine and MPI is explained [8] by
other mechanisms beyond the scope of this paper.

On all 3 cases, dynamic broadcasts improve performances3 of the Cholesky
factorization, mainly on small matrices. On plafrim on 16 nodes (Figure 4), the
best performance improvement is 25 %. On inti (see Figure 5) on 64 nodes the
improvements is up to 20 % and on 100 nodes up to 30 %. Since the number of
nodes in broadcasts increases with the total number of nodes, the more nodes
are used, the more the broadcast takes time, thus dynamic broadcasts improve
overall scalability with the number of nodes. For larger matrices, communications
have less impact since there are always enough ready tasks to execute before
having to wait for data coming from the network, hence it is not surprising to
observe the best performance improvement for small matrices.

The impact of using dynamic broadcasts in Cholesky execution needs to be
more studied and requires a deep analysis of runtime system and communication
library internal behaviours. Since this analysis is not straightforward, we consider
it as out of the scope of this paper.

6 Related Works

Broadcasting algorithms have already been discussed a lot [16, 12, 15, 13], but
are an orthogonal problem to work described in this paper which can rely on
any tree-based algorithm.

The idea to optimize collective communications by sending only one message
per receiving node when multiple tasks with the same input share the same
node has been proposed in early task-based runtime systems [10]. However, in
this work, no optimization was performed in the way the data was broadcasted
to the different nodes.

Parsec [7] is a task-based runtime system, based on a Parameterized Task
Graph (PTG), an algebraic representation of the dependency graph. Such kind of
graph can be entirely stored in the memory of each node since the memory used
for its representation is linear in the number of task types, and not in the number
of tasks. Since all nodes know the full task graph, they can easily know all nodes
involved in a broadcast and the entire graph being known at the beginning of the
execution, explicit call to broadcast routines can be made. In practice, Parsec
uses binomial or chained trees, on the top of MPI point-to-point requests. Broad-
casts are identified directly from the algebraic representation of the task graph,
which the application programmer thus has to provide, while our approach can
be introduced in most task-based runtime systems, which use a dynamic task
submission API.

3 It is important to note that the improvement is measured on the total performance
and not on the communication part only.
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ClusterSs [14] is a task-based runtime system built with a master-slave
model: only a master node knows the whole task graph and distributes tasks
to slave nodes. Thus the master node can easily detect broadcasts and tells to
slave nodes how to handle them. However, no information is published about
the optimization of broadcasts.

Charm++ [1] is a parallel programming model relying on tasks called chares.
It comes with the TRAM subsystem for collective communications, but it is
supposed to be used explicitly by the application, which makes its constraints
different from our use case.

Legion [6] is a task-based runtime system focused on data locality. Its default
scheduling policy is work-stealing, even to another node. No detail is given about
a potential communication optimization, but with work-stealing there is not
synchronization between different nodes that request the same data.

HPX [11] is a runtime system which executes task on remote nodes via active
messages. Its API contains routines to explicitly invoke a broadcast involving
several nodes.

All in all, other task-based runtime systems either do not optimize broad-
casts, or have an API or a DAG representation that allows for explicit use of
broadcasts, which are different constraints than dynamic task submission.

7 Conclusion and Future Works

Task-based runtime systems are used to program heterogeneous supercomput-
ers in a scalable fashion. In their DAG, a situation may appear where a given
piece of data needs to be sent to multiple nodes. The use of an optimized broad-
cast algorithm is desirable for scalability. However, the constraints of relaxed
synchronization and asynchronous schedulers on nodes make it difficult to use
MPI Bcast.

In this paper, we have introduced a dynamic broadcast mechanism which
makes it possible to use an optimized tree-based broadcast algorithm without
needing all the participating nodes know all the other nodes, and without even
needing them know they are involved in a broadcast at all. The integration is
seamless and nodes receive data with a regular point-to-point receive API. We
have implemented the algorithm in NewMadeleine, used it in StarPU, and
evaluated its performance on a Cholesky factorization. Results show that our
dynamic broadcast may improve overall performance up to 30 % and that it
improves scalability.

In the future, we will work on integrating different broadcast algorithms (bi-
nary trees, pipelined trees) to get the best performance for all message sizes. We
study the implementation of similar algorithm using a generic MPI library, by
emulating active messages with a communication thread. Finally, the biggest re-
maining challenge consists in analyzing finely the global performance of StarPU
with regard to networking.
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