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ABSTRACT

We present MeasureFlow, an interface to visually and interactively
explore dynamic networks through time-series of network mea-
sures such as link number, graph density, or node activation. When
networks contain many time steps, become large and more dense,
or contain high frequencies of change, traditional visualizations
that focus on network topology, such as animations or small mul-
tiples, fail to provide adequate overviews and thus fail to guide
the analyst towards interesting time points and periods. Measure-
Flow presents a complementary approach that relies on visualiz-
ing time-series of common network measures to provide a detailed
yet comprehensive overview of when changes are happening and
which network measures they involve. As dynamic networks un-
dergo changes of varying rates and characteristics, network mea-
sures provide important hints on the pace and nature of their evo-
lution and can guide an analysts in their exploration; based on a
set of interactive and signal-processing methods, MeasureFlow al-
lows an analyst to select and navigate periods of interest in the
network. We demonstrate MeasureFlow through case studies with
real-world data.
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1 INTRODUCTION

Dynamic networks, also called temporal graphs, represent rela-
tional data changing over time. The types of changes can be broad
and diverse, and many visualization techniques have been devel-
oped to cope with the complexity of understanding temporal change
in relational data [11]. In this paper, we focus on networks with
event sequences, rather than networks that exist as temporal snap-
shots; while snapshots contain a complete network topology for
each time step, including several nodes and links, event sequences
represent dynamic networks as sequences of links denoting indi-
vidual and time-limited interactions between nodes.

Event sequence networks are common in the social sciences,
including twitter-retweet networks, networks of letter correspon-
dences or contracts and other human interactions, as well as net-
works from the sciences where data is taken at non-uniform inter-
vals, such as during the development of embryos that evolve on
a faster pace in the early stages after conception [3]. In many of
these examples, we found two major and widely unaddressed chal-
lenges, C1: links are defined by a relatively small temporal gran-
ularity with respect to the length of the entire network, e.g., mil-
liseconds, hours, or days, and C2: events are not distributed evenly
across the duration of the network.

Most visualization techniques focus on network topology, e.g.,
small multiples [12], animation [7], space-time cubes [4]. However,
as networks become large, dense, involve many events, and ex-
hibit diverse temporal trends, such topology-based visualizations
fail to provide appropriate interfaces to explore the networks as
visual complexity of the topology increases, and visual or interac-
tive exploration of the network becomes hard through the amount
of change and long sequences of animations or small multiples. In
these examples, choosing a meaningful time-interval size is key but
is usually either set by default or selected with little data-backed
rationale, rather than based on informed data exploration.

To address these issues, this paper presents an approach to ex-
plore and analyze dynamic event sequence networks by guiding
user exploration and analysis through visualizing network mea-
sures over time. Rather than relying on the network topology, we
visualize how network measures—such as density, node-degree, or
link activation—change over time. Not only does this provide us
with a complementary view on network evolution that can show
trends and periods in the network at different time granularities,
but it also aims to guide an analyst to time points of interest. How-
ever, in trying to visualize network measures over time, we identi-
fied two main problems:
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e P1: While some measures are scalar and over time can be dis-
played as time series (e.g., density), other measures are vectors
(e.g., nodes degree), requiring more careful design choices.

e P2: Moreover, measure time series are only meaningful when
time intervals have been well defined, i.e., are equidistant and
meaningful. However, in many cases, time intervals are not well
defined. In such cases, especially where events are distributed
non-uniformly across time, interpreting and visualizing measures
is non-trivial and requires a flexible choice of intervals.

In order to develop interactive and visual solutions for P1 and P2,
we create a task taxonomy (Section 3) and worked with analysts
in twitter networks (A1), historical social networks (A2, A3), and
network science (A4) and went through an iterative design phase.
The resulting interface, MeasureFlow, is contributing

e Novel visualizations for showing a diverse range of measures
over time addressing P1 and P2;

o Slicing strategies (manual and automatic) to explore a dynamic
network at different temporal granularities; and

e An interactive approach to guide users in finding a good sep-
aration for snapshots, where users may discover particular peri-
odicity in the data and slice the network properly in service for
further analysis.

We evaluate MeasureFlow through case studies on the analysts’
networks (Section 6).

2 RELATED WORK

We review existing works that are most related to our method.
These include techniques developed for the exploration of dynamic
network evolution, graph visualizations with a focus on numerical
measures, dynamic network slicing approaches.

2.1 Visualizing Dynamic Network Evolution

Static networks are commonly represented as node-link diagrams
or matrices [24]. To further encode time, the two most common
families in dynamic network visualization are animation [7] and
small multiples [5, 21, 26], well summarized by Beck et al. [11].
While the animation plays a sequential walk-through through the
network, in small multiples-based approaches, the dynamic net-
work is regarded as a series of graphs composed by connections
during a certain period, which is called “snapshots” (interval). Ac-
cording to a qualitative study from Boyandin et al. [12], animation
is more effective for explorations on neighboring time steps while
small multiples is more capable for suggesting findings on snap-
shots lasting over longer periods. Other than focusing on topology
alone, our approach visualizes measures first, since that provides
for a complementary approach that scales with size, length, and
general topological complexity of the network.

In addition to topology focused visualizations, some visualiza-
tion techniques try to scale to large networks, by demonstrating al-
ternative approaches to visualize dynamic network evolution. For
example, to scale with size, length, and density, Burch et al. [13]
proposed parallel edge splatting to present the dynamic network in
a sequence of narrow strips highlighting recurrent patterns in the
network topology. Similarly, Massive Sequence Views [30] and Cui
et al. [14] propose approaches to avoid clutter and to scale to very
large networks based on dense visual summaries of changes [30]
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and the calculation of clusters [14]. In the most extreme case, each
network snapshot (time step) can be collapsed into an individual

‘points’, laid out in a lower-dimensional space using multi-dimensional

scaling [8, 19, 31]. However, abstracting networks comes to the
cost of detail and involves decisions (e.g., parameters) opaque the
to the user. Instead, our approach aims to provide analysts with
transparency over choosing time windows.

2.2 Measures in Network Visualization

Summary statistics or metrics are highly condensed values, quan-
titatively measuring a certain aspect of the network and are com-
mon in graph visualization systems. For static networks, measure-
ment visualizations have been well explored. For instance, Net-
work Repository [27], a large open graph dataset, supported inter-
active examination on elaborate measures. Another example, So-
cial Action [25], integrated statistics with network visualizations
for basic operations like filtering to extract communities and su-
per graphs. However, in these existing approaches, measures are
visualized for static graphs only, often by coloring nodes. Honey-
Comb [32] used a probabilistic-based metric into a scalable adja-
cency matrix visualization for large social networks, to suggest the
randomness of communities inside the network.

GraphPrism [20] generalized the idea of B-matrix [9] with multi-
ple graph measures for static networks. A B-matrix is composed of
stacked histograms, each of which accords to a certain local (link-
specific or node-specific) measure distribution in different sizes
of neighboring area. ManyNets [17] allows for the comparison of
static networks by visualizing global measures such as, density or
node number in a table overview. Dynamic networks could be vi-
sualized using ManyNets as each snapshot in a dynamic network
can be considered a static network. Our approach is related but
addresses issues of creating and interactively exploring time inter-
vals (snapshots), visualizing measures at several levels of aggre-
gation simultaneously, and providing additional interactions and
visualizations to cope with problems in dynamic networks, such
as removing empty interval.

Most similar to our work and applied to dynamic networks, the
number of added and removed links have been visualized as bar
charts along a timeline in TempoVis [2]. In addition to links, we
visualize a set of additional measures as explained in Section 4, re-
fine the visualization of measures (P1) and support the automatic
creation of time slices (P2).

2.3 Dynamic Network Slicing

How to “slice” the time range properly is crucial to understand a
dynamic network, as the number and size of time slices (snapshots)
influences the topology shown and measures taken for each time
slice [23]. For example, in Gephi [10], the size of the time window
for dynamic network animation is left to the user by specifying
an arbitrary time window. To generalize our method to arbitrary
dynamic networks and, e.g., to retrieve information about the peri-
odicity of events, we adopt uniform slicing in MeasureFlow. How-
ever, rather than giving a fixed interval, we provide more space
for users to decide a proper slicing (see Section 5), as suggested by
Devineni et al. [15], there is no absolute optimal slicing scheme.
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Several works are devoted to slicing dynamic networks non-
uniformly. For example, in MultiPiles [5], a dynamic network can
be sliced either in a greedy manner, grouping neighboring snap-
shots that are similar in the adjacent matrices, or through user-
defined manual slicing like cutting a video clip. More recently, work
from Wang et al. [33] proposed to equalize the number of temporal
links and derive cutting points that promote to find snapshots with
consistent scales. The process is similar to the histogram equaliza-
tion technique in digital image processing. Interactively creating
non-uniform time intervals will be implemented into our tool in
the future but it is not the scope of our current research.

3 TASK SUPPORT

Our main goals are to facilitate the exploration of potentially long,
large, and dense networks. On a high-level this aims to, e.g., find
interesting time points or meaningful time granularity for further
analysis. To that end, we aim to interactively support lower-level
tasks across three dimensions: time, measures, and subgraphs.

T1. Analyse time involves observing temporal trends in network
measures on a global level (including the entire network) and
local levels (nodes and subgraphs). Example tasks include:
T1.1 Understand overall trends in a network, e.g., with re-

spect to size, density and stability.

T1.2 Find outlier time points, time periods, and subgraphs
that do not follow a general trends;

T1.3 Assess regularities over time and find patterns of peri-
odicity in measures;

T1.4 Find breakpoints between potential stages in the net-
work’s evolution.

T2. Analyse measures involves assessing and comparing mea-
sures at individual time points or across time. Example tasks
include:

T2.1 Describe the evolution of a measure over time; under-
stand where it spikes and what its overall trend is.

T2.2 Identify the value of a measure at a given time point
or over a given time period (e.g., a month, a year, a
user defined period).

T2.3 Compare two measures at a given time point or over
time to look for temporal behaviors, like correlation and
covariance.

T3. Analyse subgraphs involves tracking the evolution of sub-
graphs over time. Example tasks include:

T3.1 Assess the value of a measure for a given subgraph
at a given time point (or period);

T3.2 Compare the evolution of subgraphs using individ-
ual measures and across measures;

Our list of tasks is not meant to be complete, nor do we think
that these tasks can necessarily be categorized into strictly sepa-
rated categories, classes, and taxonomies. More tasks and combi-
nations of tasks can be generated or described, including related
taxonomies for network [22], temporal networks [1, 7] or visualiza-
tion in general. Still, to our knowledge, no description of tasks exist
for the analysis of network measures in visualization. More impor-
tantly, our taxonomy is describing a space around the three aspects
or time X measures X network elements and possible combinations
thereof. Our taxonomy provides us with a systematic framework
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to generate example tasks and to inform the design of new visual-
izations for dynamic networks (Section 5).

4 DYNAMIC NETWORK MEASURES
4.1 Dynamic Networks

Generally, we can identify three ways to define a dynamic graph:
(1) event sequences E = eq, ...,ep, where each event e; represents a
link /. between two nodes / and k at a specific time point ¢, (2) in-
terval graphs where non-overlapping intervals [t;, tivw], [tisw+1, ti+2n], -
are defined on an sequence of events E with the time window size
w, and (3) snapshots, i.e., a sequence of static networks to every
time point ¢, without keeping information about lower level tem-
poral granularities. In our approach, we focus on designs for creat-
ing intervals by interactively aggregating event sequences through
uniform intervals (see Fig. 1) as explaind in Section 5.

Events |/ |[|.> . — Lo

) time R
S“Ces II I I I I I I I I I ]
Slots [ I I I I 1
Snapshots| /> o Lo

Figure 1: Illustration of interval generation. Events happen
at any time point. We slice the time line into intervals ac-
cording to a fixed interval length (top). Neighboring slices
without events (gray bars) are aggregated into a single empty
time interval to facilitate navigation (bottom).

4.2 Graph Measures

Numerous network measures exist in network analysis, each ex-
pressing a different graph property, and analysts often formulate
and calculate their own measures. In this section, we overview the
measures incorporated in MeasureFlow. The major consideration
is the popularity and computation complexity of the measures but
other measures can be included.

Generally, measures for networks can be divided into global
measures and local measures. Global measures are calculated over
the a set of nodes or links, suggesting an overall network property
(e.g., density), while local measures are based on a small neighbor-
ing region of a particular node or edge (e.g., node degree). Some
of these measures, such as density, result in a single (scalar) value
per interval while other measures, such as node degree, result in
a vector with the length of the number of nodes in the network.
We leverage ten global measures to create time series in the cen-
ter view of our interface and offer auxiliary visualizations to the
distribution of node degrees over time.

For dynamic networks, we distinguish between measures for static
interval, and dynamic measures, detailed in the following.

Measures for static intervals refer to measures that can be cal-
culated per interval, independent from its preceding or succeeding
interval.

e Connected Nodes: The total number nodes with at least one
links during an interval.



AVI *20, September 28-October 2, 2020, Salerno, Italy

Liwenhan Xie, James O’Donnell, Benjamin Bach, and Jean-Daniel Fekete

® SCIENTISTS < B 16|60 16|65 16|70 16|75 16|80 16|85 16|90 | Jan 1, 1660 Jan 1, 1693
Styling ©
Node Size T T T T T T 1
Link Width 1660 1665 1670 1675 1680 1685 1690 .

4 . e
Link Opacity Connected ‘gﬂ Decade: 1680 ~ 1690 L
Edge Gap Nodes o 14 . . .
Edge Background Gf‘tli‘;e 200—{ » D Q. .
Block Height 0 : w L8
«
S | —— T '
~9.7 davs ol s a1 il \HH”H” ‘ ‘ ‘ | \
Addone Redundencyo | R S M Commerce
Add-ons s | 5 = Family
7 Vertical Height ol ‘ ‘ vl
v Period Result Moving 5001 217 M Finance
v/ Snapshots Link Pairs |
Bar Density
Connected 5] g

Time Pack 5 Calendar-based Intervals

Components
P 0‘ R ... . i

Measure Visibility

Triangles 200
¥ Connected Nodes 10

[}

1 Day 1Week 1Month 1Year 1 Decade

5 ) Create Intervals

v Active Link Pairs

X . Clustering 10
7 Active Links e

Coefficient 3
00

Ll UL

day

v/ Density
I Activation Degree 12
10

Interval Visibility
v/ 1 day

7 1 week

¥/ 1 month

v 1 year

v/ 1 decade 5

-
y
\-
)

Degree 15

! Intervals from Fourier Transform

1 day 1week 1 month 1 year 1 decade

Figure 2: The interface, MeasureFlow. (A) The measure view displaying an array of measures over time; (B) The time line view
with events shown as yellow tick marks; (C) The node-link diagram; (D) The interval experiment panel, with a snippet of the
top five periods from a Fourier Transformation. (E) Configuration panel with dataset selection and parameters for styling and
adjusting the views. Note that not all measure blocks are displayed in the figure.

e Active Links & Node Pairs: The number of links or connected
node pairs during an interval. Links connecting the same pair of
nodes are regarded as the same node pair.

o Number of nodes/links with a specific type: such statistics
reveal the composition of individual interval.

e Density: The ratio of the link number and the square of the node
number. We use the total number of nodes throughout the time
range to enable intuitive comparison between periods.

e Connected Component Number: a group of nodes in a graph
is considered as a connected component if for any node in this
component, there exists a path between any other node in the
component.

e Motif Number: The number of occurrences of a certain motif in
the interval. This measure suggests the strength of a particular
pattern of connections. Currently, we limit the motif to triangles.

e Clustering Coefficient: The ratio of closed triplet number and
the open triplet number in the interval, which weights the ten-
dency to be clustered.

o Node degree: The neighbor number of a specific node. In fact,
this can be any alternative centrality measure calculated for an
individual node.

Dynamic measures are calculated for each interval, taking its
preceding interval into account.

e Redundancy: The number of nodes with at least one connec-
tion in a given interval and its predecessor interval—the first in-
terval having redundancy of 0).

e Activation: The accumulated node number that has at least one
connection from the very beginning till the current time point.

e New Node Pairs & Leaving Node Pairs: The number of node
pairs connected, or disconnected in a given interval, with respect
to its previous interval.

e Changing Node Pairs is similar to redundancy, but for con-
nected node pairs.

5 INTERFACE DESIGN

Guided by the analytical tasks discussed in Section 3 as well as dis-
cussions with our analysts (A1-A4), we design an interactive sys-
tem for exploratory data analysis of dynamic networks, addressing
problems P1 and P2. The interface (Fig. 2) is structured into five
major visualization components: (A) the measure view showing an
array of graph measures over time, (B) the timeline being linked
to the measure view, showing events (links) over time as small or-
ange tick marks, and allowing for high-level temporal navigation
and zoom, (C) the node-link diagram providing a topology view
of a selected time period, (D) an interval selection menu to select
different interval length for slicing the network, and (E) a general
menu to set filter measures and adjust other visual settings. Inter-
actions in MeasureFlow are designed to follow the “Overview first,
zoom and filter, then details-on-demand” mantra [29]. Individual
strategies are explained in Section 5.4.

e Overview: the measure view provides an overview of the net-
work measures’ evolution. Users can explore individual time pe-
riods through a time slider in the timeline (B), slice the dynamic
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network by different units, shown in the interval panel (D) through
the manual specification of Fourier Transformation.

e Zoom & Filter: once a period of interest is identified, users may
brush on the timeline to zoom in for a closer look. They can also
select interested subgroups in the graph by lassoing them in the
graph view (Fig. 2) and see the measures in the measurement
view for this subgraph only.

o Details-on-Demand. After finding a suitable interval, an ani-
mation can be played, or small multiples of the dynamic node-
link (Fig.7) can be shown, supporting the comparison of periods
and topological structures.

MeasureFlow is a module of Vistorian [6],! which provides a set of
complementary visualizations for additional analysis, including an
adjacency matrix, time arcs, and geographical node-link diagram.
We demonstrate MeasureFlow through a social network of Marie
Boucher, assembled from letter correspondence between 1660 and
1693, with a total of 190 nodes (persons), 489 individual links (let-
ters=events) [16]. Letters include topics from commerce, to travel,
to finance, and families, which we interpret as link type. For this
network, our analyst A3 is interested in understanding which dif-
ferent period exists (T1.2, T1.4), the temporal distribution of link
types (T2.3), and how specific nodes evolve (T3.2).

5.1 Visualizations

Measure View—The measure view (Fig. 2A), shows bar charts of
global graph measures, computed for the standard set of calandar-
based intervals (days, weeks, etc.). After discussion and prototyp-
ing, we decided to visualize these time series as bar charts, rather
than line charts, as each bar represents a measure at a given in-
terval, the width of the bar. To account for multiple overlapping
time granules, each time series features multiple transparent layers
of bars superimposed: narrower bars present finer granules, wider
bars present values for coarser granules. To avoid the problem of
visual occlusions, we make such an arrangement that the shorter
the period, the darker the gray-scale of the bars, visually empha-
sizing smaller time intervals. The initial granularities are based on
possible calendar-based time intervals. When hovering over a bar,
the specific measure value shows up on top of the bar, together
with other measures in the same period highlighted.

While bar charts represent scalar values over time, two addi-
tional visualizations (Fig. 3) show vectors for distribution of node
degrees: (1) a connected box plot shows quartiles at different event
point, connected by a curve; and (2) a heatmap, where the x-axis
is showing time while the y-axis shows degree bins and the color
for the number of nodes with a degree of the bin.

Observing measures over time in the measure view, we can see
that the Merchant network roughly undergoes three phases. In the
first five years (1660-1665), the network grows as more and more
notes create first connections (activation). However, the connected
components are not stable during the period, especially when seen
from a short period. This suggests that the network is formed by
several tiny groups cut off from each other. Then, the network re-
mains relatively active from 1665 to 1678, with the fast-growing
number of activated nodes. At last, the network gradually shrinks,
with an almost flat activation and a rather small size. As confirmed

Uhttps://vistorian.net
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Figure 3: Detail of measures, shown at different temporal
granularities. (top two) Visualizing scalar values through
narrow bars (small time granules) and wider bars (larger
granules). Visualizing vectors over time using (center) con-
nected boxplot, and (bottom) heatmap.

by A3, the network indeed undergoes three major phases, related
to contextual circumstances in the social network.

Node-link Diagram—Having obtained an overview, we can
continue analysis with the aid of the node-link diagram and the
small timeline just above that functions as time slider. The period
from 1670 to 1675 seems extraordinarily active (i.e., many links),
and therefore we brush the time slider to zoom in in order to have
a closer look of this particular time range. Focusing on the monthly
granularity, we can find a shift of communication types.

5.2 Visual Event Summaries with KDE Lines

s Individual Events
° Connected Nodes

1 month

6 months

1 year

Figure 4: An example of the kernel density estimate of the
connected nodes in the Merchant dataset with bandwidths
of 1 month, 6 months, and 1 year, from top to bottom.

Bar charts had been chosen for visualizing measures over time
as they better reflect measures for individual intervals. However,
this leaves many bars very small and narrow. Instead, we were
looking for a way to show temporal “density” to provide for a bet-
ter impression of where and when events (links) happen. To that
end, we introduce a kernel density estimate (KDE) into our system.
It is closely related to histograms but can be endowed with proper-
ties such as smoothness or continuity leveraging a proper kernel.
With a slight adjustment by treating the millisecond-based times-
tamp as the variable and the measure value as a weight, we adopt
the KDE into our system, leveraging the measure values based on
the lowest granularity (timestamp). The formula gives as below.

. 1 : t—t;

Juo(t) = —<=5—— ) yiKer( ),
nh 2?21 Yj ; h

where fh(t) is the density estimate of a given time point t, n the

total number of timestamps within the bandwidth around ¢, y; the

measure value of the timestamp i, Ker the selected kernel, and h
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Figure 5: The timeline under the fixed-interval mode. Orange bricks and gray stripes represent the interval with and without
events, respectively, which helps to navigate among periods. Small multiples are shown when clicking on the film button.
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Figure 6: (A) Manually creating a custom-sized intervals
with the time slider (lower timeline) shows measure values;
strips on top of bars indicate that the value is higher (e.g.,
248) than it can be shown on the Y-axis (200). (B) comparing
measures between two intervals by highlighting both inter-
vals on the timeline.

the parameter concerning bandwidth. The selected kernel is the
Epanechinikov kernel, for it is optimal in terms of the square error.

3(1-22?)

Ker(z) = {O 4h

if |z|]<h
otherwise

Intuitively, any time period without an event will cause the line
to drop, while periods with frequent events or large values will
bring up the line, which accords with the basic understanding of
data. As shown in Fig. 4, the KDE result on a measure brings a
more straightforward impression about the evolution.

5.3 Exploration Strategies

Finding crucial time points is one of our goals (Section 3). With
the following six strategies and respective interface components,
we aim to support exploration in MeasureFlow.

$1: Calendar-based Intervals: 5 shows the main timeline in
MeasureFlow, which allows for fast and easy browsing of time in-
tervals. As different temporal slicing methods provide different lev-
els of detail, a user first specifies a particular calendar-based inter-
val size (e.g., days, months, years) in the interval panel (Fig. 2D);
then these intervals are shown as orange ‘bricks’ on the timeline
(Fig. 5). Clicking a brick highlights the measure values for that pe-
riod in the measure view below (Fig. 2A) and the respective topol-
ogy in the node-link view (Fig. 2C). Gray bricks show periods with-
out any events (links); to avoid many empty intervals (gray bricks)
cluttering the timeline and making navigation tedious, we combine
all adjacent empty intervals into a single continuous empty inter-
val, represented by long gray bricks. Three buttons to the left of
the timeline allow to move though time intervals step-by-step and
to play an animation as well as showing small multiples (Fig. 7).

$2: Manual Intervals: From the initial calendar-based over-
view of the graph measures, analysts can form a rough idea of the
development of the dynamic graph. By brushing on the bottom

£ £

R A

Figure 7: Comparisons of the topological structure (middle)
between snapshots the fist decade (left) and the last decade
(right, selected as the basis) in the Merchant dataset.

timeline and zooming through the top timeline appropriately, it
is possible to show measures for this manual time interval, over-
laid over the existing bar charts in the measure view (Fig. 6A). As
such manual intervals can result in significantly higher values than
the Y-axis in the bar charts show—the Y-axis shows the max value
from standard calendar-based time granules—higher values are in-
dicated by stripes on top of the bar.

$3: Manual Interval offsets. After selecting a calendar-based
interval, the user can apply an offset of these intervals to make,
e.g., a week starting at any day of the week.

$4: Intervals based on Fourier-Transform: Each graph mea-
sure calculated over time can be regarded as a temporal signal of
the network. We apply signal analysis to obtain its frequency dis-
tribution and derive prominent periodicity in terms of the trigono-
metric function. To present the result in an understandable way,
we run Fast Fourier Transform on the first measure (connected
nodes) and then select the top five frequencies with the highest
amplitude. Frequencies are visualized by narrow lines showing in
a chart (Fig. 2D) with the frequency on the X-axis and the frequen-
cies’ rank on the Y-axis (top=high rank, bottom=low rank). As dif-
ferent measure signals lead to different decomposition, the default
measure is set to the link number. We adopt the Fast Fourier Trans-
formation on the measure signal [28]:

= 2kn/N
M = mpe” TR
where M is the kth component in the frequency domain, and m,,
is the value of the signal at the nth slices (Fig. 1).
$5: Period Comparison: When a user selects one time period
in the timeline (Fig. 5) he/she can hover any other time period to
show measures for both periods in the measure view below the
timeline (Fig. 6B). In the node-link view (Fig. 2C), links of the first
period will be highlighted with solid lines, while the links of the
compared period will be encoded by dashed lines (Fig. 7).
$6: Subgraph Comparison: Users can specify a subgroup of
nodes in the node-link view by lasso selection. Measures will con-
sequently be shown for the selected subgroups, differentiated by
color. Hovering any bars in the measure view reveals the value.
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Figure 8: A packing view for the hourly events for connected nodes in three subgraphs. The upper diagram is the original bar

chart without packing.

6 CASE STUDIES

In this section, we use two more real-world examples to demon-
strate usefulness and effectiveness of MeasureFlowin support of
the three task dimensions from Section 3, i.e., analysis over time
(T1), measures (T2), and subgraphs (T3).

6.1 Gene Dataset

The Gene dataset [18] is about gene expression of drosophila melano-
gaste, covering the 40 days of development phases. Other than the
other examples in this paper, this network comes as a snapshot
at different time intervals: including embryos (hourly snapshops
for 1 day), larvae (daily snapshots for 4 days), pulpae (daily snap-
shots for 5 days), and adults (one snapshots every 5 days for 30
days). Each node corresponds to a gene, and edges represent in-
ferred conditional dependencies between the genes. There are a
total of 150 nodes, 1,750 node pairs, and 27,899 links, which con-
tribute to a dense network. We are interested in its development
situation comparing three clusters (blue, green, yellow, Fig. 8).

Overview—From an overview over the daily measures we see
that the network is relatively stable (T1.1). Fig. 8 shows the num-
ber of connected nodes for each of the non-equidistant snapshots,
across three clusters (blue, green, yellow). In this measure view,
we removed all empty hours and days and make time intervals the
same width for better comparison. From the hourly granularity of
the Embryo period (first few values), we can see that the embryo
stage undergoes some variations (T1.2); The number of connected
nodes decreases first and then increases (T2.1, T2.2). Generally,
connectivity grows in all clusters towards the end of the process.

Period Inspection—In particular, we zoom into the embryo
phase for it seems highly unstable. Looking into the starting point,
midpoint, and the end point, massive connections among nodes
disappear at first. The density of the network drops abruptly from
0.0438 to 0.0196 (T1.4, T2.2). While comparing the midpoint and
the end point, we see that though density continues to decrease,
a number of connections among nodes come into beings later at
the end of the embryo stage (T2.1). Besides, examining the degree
view, we discover that genes tend to reduce reliance to others with
the past of time (T2.3), and the outliers at different time slots are
actually the same group of genes.

Cluster Comparison—Generally, all three clusters behave sim-
ilar over the entire process with rather unstable connectivity in
the Embryo and early Larvae phase. Eventually, the blue cluster
reaches peak connectivity around January 7, while the green clus-
ter reaches peak connectivity a few days later and mainly stays on

that level. The yellow cluster sees its peak a at the very end of the
process, preceded by a monotonous increase.

6.2 Highschool Dataset

The Highschool dataset? contains four days of minute-wise face-
to-face contacts in a high school in France in 2011. Nodes include
8 teachers and 118 students from three classes (with 31, 45, 42
nodes respectively). It is a dense network with 1,710 connected
node pairs, 28,561 links, and 1940 time points. We analyse the gen-
eral pattern of contacts and compare classes.

Analyzing Time—Since events are based on minutes, we create
time intervals of 15 minutes (Fig. 2D), to better understand the gen-
eral pattern without loss of detail. From the measure view (Fig. 9),
we find that daily communication shows regularity in daily out-
bursts for most measures at around 8am, 12 pm, and again in the af-
ternoon 4pm with strong fluctuations (T1.3). It seems these bursts
refer to breaks. Days 1 and 3 also exhibit a burst later in the day,
suggesting an evening activity.

Comparing Measures—Comparing measures, we find that some
measures are highly correlated, e.g,. density, connected nodes, and
moving links (T2.3). Over time, we see that density is highest on
the first day in our data set but lower on average on the other
days—while the number of connected nodes remains around the
same. Redundancy tells us that during a day, connections remain
stable, e.g., that the same nodes that connect early in the day, also
connect later in the day, suggesting mutual friendships and struc-
tured interactions. Cluster coefficient is very much higher and reg-
ular on day 1, compared with the other days. Generally, from the
measures in Fig. 9, we can see day 1 showing slightly more activity
and connections than the other other days and that day 2 seems to
be slightly shorter, perhaps not involving any evening activity.

7 DISCUSSION

Summary—MeasureFlow integrates a wide set of features to ex-
plore dynamic networks based on analytical measures and to guide
a user to interesting time points. In particular, we focus on net-
works with irregular occurrences of links (events) over time (Sec-
tion 1: C1, C2). Besides the visualizations for measures and topol-
ogy, MeasureFlow includes features such as KDE for smoothing
measures, removing empty periods (packing), calculating interval
length based on Fourier transformation, selecting and comparing
subgraphs, explore differences in topology across intervals and a

2http://www.sociopatterns.org/datasets/high-school-dynamic- contact-networks
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Figure 9: Multiple measure series for the Highschool dataset with periods of 15 minutes and 1 hour, showing a recurrent pattern

of outburst at around 12pm.

novel way to show measures at different time granules simultane-
ously.

MeasureFlow is complementary to other visualizations that vi-
sualize network topology or otherwise require a well-defined no-
tion of time window-size and time intervals. To that end, Measure-
Flow is designed with a set of tasks in mind (Section 3), spanning
measures, time, and topology and related higher-level tasks such as
finding time points of interest, e.g., by analyzing trends, anomalies,
or correlations between measures across time, or finding appropri-
ate sizes for time intervals for future analysis, e.g., by applying FFT
(Section 5.3) or manually exploring time interval sizes (Section 5.4).

Visualizations—The visualizations in MeasureFlow aim to ex-
pose measures’ evolution over time for both scalar values (e.g., net-
work density) and vectors (e.g., node degrees). To solve the prob-
lem of visualizing measures at different temporal granularities (P1),
we used superimposed bar charts, one for every granularity. This
allows values to be displayed for each granularity at the same time
and allow analysis. Kernel Density Estimation allows to show time
periods with many events (Fig. 4).

To visualize vector values over time (P2), we present two visu-
alizations (heatmap, and connected box plots, Fig. 2). Alternative
visualizations could include multiple superimposed line charts or
potentially other visualizations aggregating the vectors. There are
open questions here with respect to finding appropriate visualiza-
tions both vectors (P2) and improving the visualization of scalar
values (P1). One possibility to address P1 might be through apply-
ing KDE to measures other than events and thus to provide a better
idea of density of events and value of the measure.

Measures—We selected some common measures to include in

MeasureFlow, but any extension is straightforward. The Menu (Fig. 2E)

allows to hide and filter the measures displayed, and thus their list
can be extended as desired. Three of the measures have been in-
formed by discussions with the analysts A1-A4 as these measures
were important for their work. MeasureFlow can inform future
work on assessing which measures allow for which insights and
which measures do best support specific tasks. Besides the specific
domain and task of the analyst, we believe the choice of ‘a good
set of measures’ will depend on the character of the networks. For

example, our measures redundancy or number of triangles both
support very different tasks. Moreover, we hope that a visual ap-
proach such as MeasureFlow will inspire the creation and appli-
cation of additional measures to analyze dynamic networks over
time. For example, it could be possible to extend MeasureFlow with
a console that allows analysts to create their own measures and
derivatives thereof. This could, eventually, include the definition
and visualization of ‘meta-measures’ that quantify, e.g., the rate of
change (similar to existing approaches [5, 8]). Another possibility
is the visualization of individual node measures (e.g,. node degree,
number of new neighbors) over time, posing challenges to visual-
ize that amount of information in an understandable way.

Defining time-intervals: As many measures about dynamic
networks, rely on the proper definition of time-intervals, Measure-
Flow supports a range of techniques to explore and select time in-
tervals. In the future, we aim to investigate techniques to obtain
non-uniform time-intervals, i.e., where time intervals change in
length to capture identified stages of the graph and to account for
periods of changing event density. This can be a powerful approach
to aggregate networks with many changing characteristics over
time, compared to networks with rather uniform occurrences of
links and changes.

Usability—Eventually, we need stronger evidence on how Mea-
sureFlow does support analysts in their workflows. We continue
working with our analysts and investigate different data sets in
the future to better understand which measures are of importance
and how MeasureFlow supports exploration.

8 CONCLUSION

This paper presented MeasureFlow, an interactive approach to vi-
sualize measures for dynamic networks over time to aid visual ex-
ploration of trends, periods, and stages and to guide analysts to in-
teresting network measures. MeasureFlow shows how a measure-
based approach can complement the visual exploration of dynamic
networks and list a set of open questions for future work. We invite
the community to extend MeasureFlow and integrate more high-
level guidance into their network visualization tools.
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