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Learning disconnected manifolds: no GAN's land

Ugo Tanielian? Thibaut Issenhuth? Elvis Dohmatob? Jérémie Mary 2

Abstract

Typical architectures of Generative Adversarial
Networks make use of a unimodal latent/input
distribution transformed by a continuous gener-
ator. Consequently, the modeled distribution al-
ways has connected support which is cumbersome
when learning a disconnected set of manifolds.
We formalize this problem by establishing a "no
free lunch" theorem for the disconnected manifold (a) Heatmap of the generator's Jaco-

learning stating an upper-bound on the precision gﬁﬂg‘gghtvgig'ttﬁbﬂ{i‘gr‘:f'(&‘fa)‘f‘t"es

of the targeted distribution. This is done by build-

ing on the necessary existence of a low-quality

region where the generator continuously samples

data between two disconnected modes. Finally, e" Bt a

we derive a rejection sampling method based on

the norm of generator's Jacobian and show its ef -

ciency on several generators including BigGAN. (b) Green: target distribution. Coloured dots:
generated samples colored w.r.t. the Jacobian

Norm using same heatmap than (a).

1. Introduction Figure 1. Learning disconnected manifolds leads to the apparition

GANSs (Goodfellow et al., 2014) provide a very effective of an area with high gradients and data sampled in between modes.

tool for the unsupervised learning of complex probability

distributions. For example, Karras et al. (2019) generate

very realistic human faces while Yu et al. (2017) match state- L

of-the-art text corpora generation. Despite some early thed€ har_1d, the gene_zra_tor COUI.d Just \ghore al mOdeS but one,
retical results on the stability of GANs (Arjovsky & Bottou, producing a very limited variety of high quality samples:

2017) and on their approximation and asymptotic propert_hls is an extreme case of the well known mode collapse

ties (Biau et al., 2018), their training remains challenging.(ArjOVSky & Bottog, 2017). On the other hand,lthe_ geljerator
More speci cally, GANs raise a mystery formalized by could cover the different modes of the target distribution and

Khayatkhoei et al. (2018)how can they t disconnected necessarily generates samples out of the real data manifold

manifolds when they are trained to continuously transform®® previously explained by Khayatkhoei et al. (2018).
a unimodal latent distribution®hile this question remains As brought to the fore by Roth et al. (2017), there is a den-
widely open, we will show that studying it can lead to somesity mis-speci cation between the true distribution and the
improvements in the sampling quality of GANSs. model distribution. Indeed, one cannot nd parameters such
that the model density function is arbitrarily close to the true
distribution. To solve this issue, many empirical works have
oposed to over-parameterize the generative distributions,
as for instance, using a mixture of generators to better t
tUniversité Paris-Sorbonne, Paris, FrancCriteo  the different target modes. Tolstikhin et al. (2017) rely on
Al Lab, France.  Correspondence to: Ugo Tanielian hoosting while Khayatkhoei et al. (2018) force each gener-
<u.tanielian@criteo.com>. ator to target different sub-manifolds thanks to a criterion
Proceedings of th&7" International Conference on Machine based on mutual information. Another direction is to add

Learning Vienna, Austria, PMLR 108, 2020. Copyright 2020 by complexity in the latent space using a mixture of Gaussian
the author(s). distributions (Gurumurthy et al., 2017).

Indeed, training a GAN with the objective of continuously
transforming samples from an unimodal distribution into a
disconnected requires balancing between two caveats.
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To better visualize this phenomenon, we consider a simplavhen the generator is trained too long without updating
2D motivational example where the real data lies on twathe discriminator, the output distribution collapses to a few
disconnected manifolds. Empirically, when learning themodes reducing the diversity of the samples. To tackle this
distribution, GANSs split the Gaussian latent space into twaissue, Salimans et al. (2016); Lin et al. (2018) suggested
modes, as highlighted by the separation line in red in Figfeeding several samples to the discriminator. Srivastava
ure la. More importantly, each sample drawn inside thist al. (2017) proposed the use of a reconstructor network,
red area in Figure la is then mapped in the output space imapping the data to the latent space to increase diversity.

between the two modes (see Figure 1b). For the quanut?r—] a different direction, Arjovsky & Bottou (2017) showed

tive evaluation of the presence of out-of-manifold samples L : . .
a natural metric is the Precision-Recall (PR) proposed b)t(hat training GANSs using the original formulation (Goodfel-

Sajjadi et al. (2018) and its improved version (Improved.l?(\)lvsiﬁ\?el' ’tﬁizligibeeac:ﬁéo mrsotaggg)éZﬁ;;ig;g?e?r:agf:lt;_
PR) (Kynk&anniemi et al., 2019). A rst contribution of this » (€Y prop

paper is to formally link them. Then, taking advantage Ofch|tecture (Arjovsky et al., 2017) where they restrict the

these metrics, we lower bound the measure of this out-oEIaSS of discriminative functions to 1-Lipschitz functions

. : ; : L .~ “using weight clipping. Pointing to issues with this clipping,
manifold region and formalize the impossibility of learning o e
disconnected manifolds with standard GANs. We also e Gulrajani et al. (2017); Miyato et al. (2018) proposed re-

. . . . ed ways to enforce the Lipschitzness of the discriminator,
tend this observation to the multi-class generation case an . . .
. . . either by using a gradient penalty or a spectral normaliza-
show that the volume of off-manifold areas increases wit

. o ion. Albeit not exactly approximating the Wasserstein's
the number of covered manifolds. In the limit, this increase . . :
) . distance (Petzka et al., 2018), both implementations lead to
drives the precision to zero.

good empirical results, signi cantly reducing mode collapse.
To solve this issue and increase the precision of GANs, wéuilding on all of these works, we will further assume that
argue that it is possible to remove out-of-manifold samgenerators are now able to cover most of the modes of the tar-
ples using a truncation method. Building on the work of get distribution, leaving us the problem of out-of-manifold
Arvanitidis et al. (2017) who de ne a Riemaniann metric samplesd.k.a.low-quality pictures).

that signi cantly improves clustering in the latent space,

our truncation method is based on information conveyed by

the Jacobian's norm of the generator. We empirically Showseeration of disconnected manifolds. When learning
that this rejection sampling scheme enables us to better omplex manifolds in high dimensional spaces using deep

disconnected manifolds without over-parametrizing neithergenerative models, Fefferman et al. (2016) highlighted the

the generative class of functions nor the latent diStrib“tior\mportance of understanding the underlying geometry. More

Finally, in a very large high dimensional setting, we discusSy e isely. the learning of disconnected manifold requires the

the advantages of our rejection method and compare it th, 4 ction of disconnectedness in the model. Gurumurthy

the truncation trick introduced by (Brock etal., 2019). &t 5 (2017) used a multi-modal entry distribution, making

In a nutshell, our contributions are the following: the latent space disconnected, and showed better coverage
when data is limited and diverse. Alternatively, Khayatkhoei

« We discuss evaluation of GANs and formally link the €t al- (2018) studied the learning of a mixture of generators.

PR measure (Sajjadi et al., 2018) and its Improved pRJsing a mutual information term, they encourage each gen-
version (Kynkaanniemi et al., 2019). erator to focus on a different submanifold so that the mixture

o _ ~ covers the whole support. This idea of using an ensemble
* We upper bound the precision of GANs with Gaussianof generators is also present in the work of Tolstikhin et al.
latent distribution and formalize an impossibility result (2017) and Zhong et al. (2019), though they were primarily
for disconnected manifolds learning. interested in the reduction of mode collapse.

» Using toy datasets, we illustrate the behavior of GANsIn this paper, we propose a truncation method to separate
when learning disconnected manifolds and derive &he latent space into several disjoint areas. It is a way to
new truncation method based on the Jacobian's Frobéearn disconnected manifolds without relying on the pre-
nius norm of the generator. We con rm its empirical viously introduced over-parameterization techniques. As
performance on state-of-the-art models and datasetsour proposal can be applied without retraining the whole

architecture, we can use it successfully on very larges nets.
2. Related work Close to this idea, Azadi et al. (2019) introduced a rejection

strategy based on the output of the discriminator. However,
Fighting mode collapse. Goodfellow et al. (2014) were this rejection sampling scheme requires the discriminator to
the rstto raise the problem of mode collapse in the learningbe trained with a classi cation loss while our proposition
of disconnected manifolds with GANs. They observed thatcan be applied to any generative models.
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Evaluating GANs. The evaluation of generative models a highly dimensional space), equipped with the n&rrk.

is an active area of research. Some of the proposed metridhe generator has the form of a parameterized class of
only measure the quality of the generated samples such &snctions fromRY (a space with a much lower dimension)
the Inception score (Salimans et al., 2016) while others dao E, sayG = fG : 2 g, where RP is the set of

ne distances between probability distributions. This is the parameters describing the model. Each func@onthus
case of the Frechet Inception distance (Heusel et al., 201 Agkes input from al-dimensional random variablé (Z

the Wasserstein distance (Arjovsky et al., 2017) or kernels associated with probability distributior) and outputs
based metrics (Gretton et al., 2012). The other main cavediake” observations with distribution . Thus, the class of

for evaluating GANSs lies in the fact that one does not haveprobability measure® = f : 2 gis the natural
access to the true density nor the model density, prohibitinglass of distributions associated with the generator, and the
the use of any density based metrics. To solve this issuepjective of GANs is to nd inside this class of candidates
the use of a third network that acts as an objective referethe one that generates the most realistic samples, closest to
is common. For instance, the Inception score uses outputhe ones collected from the unknown distribution

from InceptionNet while the Fréchet Inception Distanceassuymption 2. LetL > 0. The generatoG takes the

compares statistics of InceptionNet activations. Since OUform of a neural network whose Lipchitz constant is smaller
work focuses on out-of-manifold samples, a natural measurghan | j.e. for all (z; 29, we havekG (z% G (z)k 6

is the PR measure (Sajjadi et al., 2018) and its Improved PR, ;%

version (Kynkaanniemi et al., 2019), extensively discussed

in the next section. This is a reasonable assumption, since Virmaux & Scaman
(2018) present an algorithm that upper-bounds the Lipschitz
constant of deep neural networks. Initially, 1-Lipschitzness
was enforced only for the discriminator by clipping the
weigths (Arjovsky et al., 2017; Zhang et al., 2018), adding
a gradient penalty (Gulrajani et al., 2017; Roth et al., 2017;
3. Our approach Petzka et al., 2018), or penalizing the spectral norms (Miy-
ato et al., 2018). Nowadays, state-of-the-art architectures

We start with a formal description of the framework of for large scale generators such as SAGAN (Zhang et al.,

GANS,, and the relevgnt metrics. We Iater_ show a "no fre92019) and BigGAN (Brock et al., 2019) also make use of
lunch" theorem proving the necessary existence of an area

in the latent space that generates out-of-manifold sampless;peCtraI normalization for the generator.
We name this region theo GAN's landsince any data point

sampled from this area will be in the frontier in between

two different modes. We claim that dealing with it requireswhen learning disconnected manifolds, Srivastava et al.
special care. Finally, we propose a rejection sampling prq2017) proved the need of measuring simultaneously the

In the following, alongside precise de nitions, we exhibit an
upper bound on the precision of GANs with high reca#.(
no mode collapse) and present a new truncation method.

3.2. Evaluating GANs with Precision and Recall

cedure to avoid points out of the true manifold. quality of the samples generated and the mode collapse. Saj-
jadi et al. (2018) proposed the use of a PR metric to measure
3.1. Notations the quality of GANs. The key intuition is that precision

- : : . should quantify how much of the fake distribution can be
In the original setting of Generative Adversarial Networks T X
generated by the true distribution while recall measures how

(GANS), one tries to generate data that are. .5|m|lar tomuch of the true distribution can be re-constructed by the
samples collected from some unknown probability measure

: : .~ model distribution. More formally, it is de ned as follows:
». To do so, we use a parametric family of generative N o
distribution where each distribution is the push-forwardDe€ nition 1. (Sajjadi et al., 2018) LeX;Y be two proba-

measure of a latent distributi@ and a continuous function DPility distributions. For; 2 (0; 1], the probability distri-
modeled by a neural network. butionX is said to have an attainable precisionat recall

w.rt. Y if there exists probability distributions x; v
Assumption 1. The latent distributiorz is such thaS; is  sych that

a connected space.

Y = +(l )Y and X = +(1 )x
Note that for any distribution, S refers to its support. As-
sumption 1 is common for GANs as in most of all practical The componenty denotes the part of that is “missed”
applications, the random varialfede ned on a low dimen- by X, whereas, x denotes the "noise" part of. We
sional spac®¢ is either a multivariate Gaussian distribution denote (respectively ) the maximum attainable precision
or uniform distribution de ned on a compact. (respectively recall). Th. 1 of (Sajjadi et al., 2018) states:

The measure , is de ned on a subséE of RP (potentially X Sy = and Y Sx =
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Improved PR metric. Kynkaanniemi et al. (2019) high- 3.3. Learning disconnected manifolds
lighted an important drawback of the PR metric proposec1 . . . . . .
n this section, we aim to stress the dif culties of learning

by Sajjadi et al. (2018): it cannot correctly interpret situa- . . - )
tigns \j\J/hen a Iarg(e nurr)1bers of samples ar{a pack%d togeth ,,sconnected manifolds with standard GANs architectures.

To better understand this situation, consider a case where’ begin with, we recall the following lemma.
the generator slightly collapses on a speci ¢ data point, i.e.emma 1. Assume that Assumptions 1 and 2 are satis ed.
there existx 2 E; (x) > 0. We show in Appendix A Then, forany 2 ,the supporS is connected.

that if - is a non-atomic probability measure and is
highly preciseile. = 1), then the recall must be0. There is consequently a discrepancy between the connect-

edness o6 and the disconnectedness3f, . In the case

To solve these issues, Kynkaanniemi et al. (2019) proposegihere the manifold lays on two disconnected components,
anlmproved Precision-Recallmproved PR) metric built our next theorem exhibit a no free lunch theorem:
on a nonparametric estimation of support of densities.

De nition 2. (Kynk&anniemi et al., 2019) L&t Y be two
probability distributions. LeDx ; Dy be two nite sample
datasetsDy = fx; X;i 2 [L;n]gandDy := fy;

Y;i 2 [LI;n]g. Foranyx 2 Dy (respectively for any
y 2 Dy), we conside(X(y;:::;Xn 1)), the re-ordening Then, any estimator that samples equally inlbotzh modes
of elements i x nx given their euclidean distance it st have a precision such that + 2 e 6 1
Foranyk 2 N andx 2 Dy , the precision § (x) of point — 22

X is de ned as Besides, if > 3=4, . 1 2W (2>) whereW is the

LambertW function.

Theorem 2. ("No free lunch" theorem) Assume that Assump-
tions 1 and 2 are satis ed. Assume also that true distribution

» lays on two equally measured disconnected manifolds
distant from a distanc® > 0.

k(X)=1 09 y2Dy;kx yk6 kyuy Yk
The proof of this theorem is delayed to Appendix C. It
Similarly, the recall ¢ (y) of any givery 2 Dy is is mainly based on the Gaussian isoperimetric inequality
(Borell, 1975; Sudakov & Tsirelson, 1978) that states that
among all sets of given Gaussian measure in any nite
dimensional Euclidean space, half-spaces have the minimal
Gaussian boundary measure. If in Fig. 1, the generator has
thus learned the optimal separation, it is yet not known, to
1 X 1 X the limit of our knowledge, how to enforce such geometrical

= k (Xi) K== K (Y1) properties in the latent space.
Xi2Dx yi2Dy

RY)=1 09 x2Dx;ky xk6 kxg xk

Improved precision (respectively recall) are de ned as the
average oveDy (respectivel\Dy ) as follows

n
k
In real world applications, when the number of distinct
A rst contribution is to formalize the link between PR and sub-mamfolds_ Increases, we expect the volume of these
Improved PR with the following theorem: boundaries to increase with respect to the number of differ-
S ent classes covered by the modeled distributionGoing
Theorem 1. Let » a_md be two p'r.obablllt)./ dIS'[I’IbL!tIOnS in this direction, we better formalize this situation, and
with uniformly continuous probability density functions  show an extended "no free lunch theorem" by expliciting an

andf . Assume that there exists consteats> 0;a, > O ypper-bound of the precisionin this broader framework.
such that for allx 2 E we havea; <f ,(x) 6 a, and . o
a1 <f (x) 6 a,for somec > 0. Assume thak: n are Assumption 3 The true distribution - lays onM equally—
such that% I +1 and% I 0. Then, measured disconnected components at least distant from
some constarid > 0.

n H ili n H

k! in probability -and ! in proba. This is likely to be true for datasets made of symbol de-
signed to be highly distinguishable.. digits in the MNIST
This theorem, whose proof is delayed to Appendix B, undataset). In very high dimension, this assumption also holds
derlines the nature of the Improved PR metric: the metricdor complex classes of objects appearing in many different
compares the supports of the modeled probability distribucontexts €.g.the bubble class in ImageNet, see Appendix).
tion  and of the true distribution,. This means that
Improved PR is a tuple made of both maximum attainable?r0 bette_zr apprehend the next theorem, n@t,erth_e pre-
precision and recall (e.g. Theorem 1 of (Sajjadi et al., image in therlatent spacde_of mode and Ap, its r-
2018)). As Improved PR is shown to have a better perforeniargementay, := 7z 2 R%jdisi(z, Am)  rg;r > 0.
mance evaluating GANs sample quality, we use this metri@heorem 3. (Generalized "no free lunch" theorem) Assume
for both the following theoretical results and experiments. that Assumptions 1, 2, and 3 are satis ed, and that the pre-
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measures in the latent space, one can derive the following
bound for large values df :

K11 P D
6 e e " 2logK) Where"=Z (1)

For a xed generator, Equatiofl) illustrates that the preci-
sion decreases when either the distaBcéequivalently)

or the number of classéd increases. For a give) con-
verges td) with a speed(+#5-). To better illustrate this
asymptotic result, we provide results from a 2D synthetic
setting. In this toy dataset, we control both the nunfer
M=2 of disconnected manifolds and the distarfize Figure 2
clearly corroborategl) as we can easily get the maximum
precision close t® (M =25, D = 27).

(@) WGAN 4 classes: (b) WGAN 9 classes:
visualisation okJg (z)Kkr . visualisation okJg (z)Ke .

0.127

3.4. Jacobian-based truncation (JBT) method
0.153 0.012
The analysis of the deformation of the latent space offers

N a grasp on the behavior of GANs. For instance, Arvan-
(C) WGAN 25 classes: (d) Precision w.r.tD (mode itidis et al. (2017) propose a distance accounting for the
visualisation okJs (z)ke . distance) and4 (classes). distortions made by the generator. For any pair of points

(z1,22) Z2,the digtance is de ned as the length of the

Figure 2. lllustration of Theorem 3. If the number of classes geodesia(z;;z;) = 0:1] ki ( t)dd—t‘kdt where isthe

M 11 orthedistanc® ! 1 , thenthe precision 0. We geodesic parameterized b}@ [01 1] andJG (Z) denotes

provide in appendix heatmaps for more values/of the Jacobian matrix of the generator at pantAuthors

have shown that the use of this distance in the latent space
improves clustering and interpretability. We make a similar

D=1 D=3 D=9 D=27

image enlargement&;, , with" = 7, form a partition of  gpservation that the generator's Jacobian Frobenius norm
the latent space with equally measured elements. provides meaningful information.

Then, any estimator ZWith recall > & musthave a |ndeed, the frontiers highlighted in Figures 2a, 2b, and 2c
precision at mostl;g‘ e z""e " wherex = 1 correspond to areas of low precision mapped out of the

ﬁ) and is the c.d.f. of a standard normal distribution. true manifold: this is theno GAN's land We argue that

when learning disconnected manifolds, the generator tries
Theorem 3, whose proof is delayed to Appendix D, states & minimize the number of samples that do not belong to
lower-bound the measure of samples mapped out of the truée support of the true distribution and that this can only be
manifold. We expect our bound to be loose since no thegdone by making paths steeper in the GAN's land Con-
retical results are known, to the best of our knowledge, orsequently, data points (z) with high Jacobian Frobenius
the geometry of the separation that minimizes the boundarorm (JFN) are more likely to be outside the true manifold.
between different classes (whih > 3). Finding this opti- To improve the precision of generative models, we thus
mal cut would be an extension of the honeycomb theorenfle ne a new truncation method by removing points with
(Hales, 2001). In Appendix D.2 we give a more techni-highest JFN.

cal statement of Theorem 3 without assuming equality OfHowever, note that computing the generators's JEN is ex-

measure of the sefs, . pensive to compute for neural networks, since being de ned
The idea of the proof is to consider the border of an individ-as follows,
ual cell with the rest of the patrtition. It is clear that at least

half of the frontier will be inside this speci c cell. Then, to XX o2

: 2 _ @G(2)i “.
get to the nal result, we sum the measures of the frontiers ke (2)kg = 7@12 ;
contained inside all of the different cells. Remark that our i=1j=1

analysis is ne enough to keep a dependencilirwhich

translates into a maximum precision that goes to zero wheit requires a number of backward passes equal to the output
M goes to the in nity and all the modes are covered. Moredimension. To make our truncation method tractable, we
precisely, in this scenario where all pre-images have equalse a stochastic approximation of the Jacobian Frobenius
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norm based on the following result from Rifai et al. (2011):

» . SRR il R

ke @k = im ~  1kc@+") G @K T R T * . .
NiLON, 2 : 4 i :

where"; N (0; 21 andl is the identity matrix of ?"'"",'%"'.‘""? ' AN "
dimensiond. The variance of the noise and the number § i $ 3 H
of samples are used as hyper-parameters. In practice, i . H § : H
[le 4;1e 2]andN = 10 give consistent results. -0« L i N

Based on the preceding analysis, we propose a new (&) WGAN - 2500 samples  (b) WGAN 90% JBT.
Jacobian-based truncation(JBT) method that rejects a
certain ratio of the generated points with highest JFN. This

Prec =+ Mgin Prec Recall F1

<
truncation ratio is considered as an hyper-parameter for the @ s ¢ .
model. We show in our experiments that our JBT can be =
used to to detect samples outside the real data manifold and é
that it consequently improves the precision of the generated ® ® 9
distribution as measured by the Improved PR metric. &
7 ® . 0.4 0.6 0.8 1.0

% kept samples
(c) WGAN 70% JBT. (d) 97% con dence intervals .

4. Experiments

In the following, we show that our truncation method,
JBT, can signi cantly improve the performances of gen-Figure 3. Mixture of 9 Gaussians in green, generated points in
erative models on several models, metrics and datasetdue. Our truncation method (JBT) removes least precise data
Furthermore, we compare JBT with over-parametrizatiorP0ints as marginal precision plummets.
technigues speci cally designed for disconnected manifold
learning. We show that our truncation method reaches or . . . .
. N is a pre-softmax layer of a supervised classi er, trained

surpasses their performance, while it has the bene t of not,_~ : ; )

o o . . speci cally on each dataset. Doing so, they will more easily
modifying the training process of GANSs nor using a mixture ' R

C ; X . separate images sampled from the true distributipfrom
of generators, which is computationally expensive. Finally, o
; L the ones sampled by the distribution.

we con rm the ef ciency of our method by applying it on
top of BigGAN (Brock et al., 2019). We compare performances using Improved PR (Kynkaan-

Except for BigGAN, for all our experiments, we use Wasser—nleml etal., 2019). We also report tharginal Precision

stein GAN with gradient penalty (Gulrajani et al., 2017),\i’r\:h'ct:rr:elsrgt]i?J ;()):cekc;yto snacr); nliz V:IyBaeds?gsss?;TF::Isfnwlr;fgr:ggges\f’e_
called WGAN for conciseness. We give in Appendix K the g P pies. ' P ’

full details of our experimental setting. The use of WGAN r_epor_t FID (HeL_JseI etal., 2017) and recall precise de_m
. . . o tions in Appendix G. Note that FID was not computed with
is motivated by the fact that it was shown to stabilize the : . .

InceptionNet, but a classi er pre-trained on each dataset.

training and signi cantly reduce mode collapse (Arjovsky
& Bottou, 2017). However, we want to emphasise that our 2 Svnthetic d
method can be plugged on top of any generative modeft-2- Synthetic dataset

tting disconnected components. We rst consider the true distribution to be a 2D Gaussian
mixture of 9 components. Both the generator and the dis-
4.1. Evaluation metrics criminator are modeled with a simple MLP with two hidden

To measure performances of GANs when dealing with Iowfu”y connected layers.

dimensional applications - as with synthetic datasets - wénterestingly, the generator tries to minimize the sampling
equip our space with the standard Euclidean distance. Hovef off-manifolds data during training until its JFN gets sat-
ever, for high dimensional applications such as image gendrated. A visualization of this phenomenon is provided in
eration, Brock et al. (2019); Kynkaanniemi et al. (2019)Appendix H. One way to reduce the number of off-manifold
have shown that embedding images into a feature spacamples is to use JBT. Indeed, off-manifold data points pro-
with a pre-trained convolutional classi er provides more gressively disappear when being more and more selective,
semantic information. In this setting, we consequently usas illustrated in Figure 3c. We quantitatively con rm that
the euclidean distance between the images' embeddingsur truncation method (JBT) improves the precision. On
from a classi er. For a pair of image®;h), we dene  Fig. 3d, we observe that keeping the 70% of lowest JFN
the distanceal(a;b) asd(a;b) = k (a) (bk, where  samples leads to an almost perfect precision of the support
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Prec --- Mgin Prec Recall F1 Prec --- Mgin Prec Recall F1 Prec --- Mgin Prec Recall F1

0.4 0.6 0.8 1.0 0.4 0.6 0.8 1.0 0.4 0.6 0.8 1.0
% kept samples % kept samples % kept samples

(a) MNIST dataset. (b) F-MNIST dataset. (c) CIFAR10 datatset.

Figure 4.For high levels of kept samples, the marginal precision plummets of newly added samples, underlining the ef ciency of our
truncation method (JBT). Reported con dence intervals®® con dence intervals. On the second row, generated samples ordered by
their JEN (left to right, top to bottom). In the last row, the data points generated are blurrier and outside the true manifold.

of the generated distribution. It proves that the off-manifold MNIST Prec. Rec. FID
samples are in the 30% samples with highest JFN. WGAN 912 03 | 93:7 05 | 243 03
WGAN JBT 90% | 925 o5 | 929 o3 269 os
4.3. Image datasets WGAN JBT 80% | 93:3 0:3 | 91.8 0.4 | 331 o3
) W-Deligan 890 o6 | 93:6 0:3 | 3L7 o5
We further study JBT on three different datasets: MNIST puLGAN 934 02 | 923 02 | 168 04
(LeCun et al., 1998), FashionMNIST (Xiao et al., 2017) ~F_yNIST
and CIFAR10 (Krizhevsky et al., 2009). Following (Khay- WGAN 863 02 1 882 02 | 2597 3%
atkhoei etal., 2018) implementation, we use a standard CNN\ /s AN JBT 90% | 886 06 | 866 o5 | 2574 30
architecture for MNIST and FashionMNIST while training WGAN JBT 80% | 89:8 04 | 849 o5 | 3962 4
a ResNet-based model for CIFAR10 (Gulrajani et al., 2017 - \W-Deligan 885 03 | 853 o6 | 3109 31
Figure 4 highlights that JBT also works on high dimensional, DMLGAN 87:4 03 | 88:1 0:4 | 253:0 2:8

datasets as the marginal precision plummets for high trunca-

tion ratios. Furthermore, when looking at samples rankedaple 1.JBT x% means we keep the% samples with lowest

by increasing order of their JFN, we notice that sampleslacobian norm. Our truncation method (JBT) matches over-
with highest JFN are standing in-between manifolds. Foparameterization techniques.is 97% con dence interval.
example, those are ambiguous digits resembling both a "0"

and a "6" or shoes with unrealistic shapes.

) ) used on top of WGAN. Second, (Khayatkhoei et al., 2018)
To further assess the ef ciency of our truncation method yo ne DMLGAN. a mixture of generators to better learn
we also compare its performances with two state-of-the-arfyq.onnected manifolds. In this architecture, each generator
over-parameterization techniques that were designed fqg e raged to target a different submanifold by enforcing
disconnected man_lfold learning. FII‘SI,' (Gyrum'urthy et a"high mutual information between generated samples and
2017) propose DeliGAN, a reparametrization trick to trans‘generator‘s ids. Keep in mind that for DeliGAN (respec-
form the unimodal Gaussian latent distribution into a mix'tively DMLGAN), the optimal number of components (re-

ture._ The different mlxtgre components are Ia_ter_learr?t byspectively generators) is not known and is a hyper-parameter
gradient descent. For fairness, the re-parametrization trick it the model that has to be cross-validated.
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(a) House nch. (b) Parachute. (c) Bubble.
Figure 5.0n the rst row, per-class precision-recall curves comparing Brock et al. (2019)'s truncation trick and our truncation method
(JBT), on three ImageNet classes generated by BigGAN. We show better results on complex and disconnectesl glasbids|).
Reported con dence intervals are 97% con dence intervals. On the second row, generated samples ordered by their JFN (left to right, top
to bottom). We observe a concentration of off-manifold samples for images on the bottom row, con rming the soundness of JBT.

The results of the comparison are presented in Table 1. Ifo better assess the Jacobian based truncation method, we
both datasets, JBT 80 % outperforms DeliGAN and DML-compare it with the truncation trick from Brock et al. (2019).
GAN in terms of precision while keeping a reasonnableThis truncation trick aims to reduce the variance of the latent
recall. This con rms our claim that over-parameterization space distribution using truncated Gaussians. While easy
techniques are unnecessary. As noticed by Kynk&annienaind effective, this truncation has some issues: it requires
et al. (2019), we also observe that FID does not correlatéo complexify the loss to enforce orthogonality in weight
properly with the Improved PR metric. Based on the Frechematrices of the network. Moreover, as explained by Brock
distance, only a distance between multivariate Gaussianst al. (2019)'only 16% of models are amenable to trun-
we argue that FID is not suited for disconnected manifoldcation, compared to 60% when trained with Orthogonal
learning as it approximates distributions with unimodal onesRegularization!' For fairness of comparison, the pre-trained

and looses many information. network we use is optimized for their truncation method.
On the opposite, JBT is simpler to apply since 100% of the
4.4. Spurious samples rejections on BigGAN tested models were amenable to the proposed truncation.

Thanks to the simplicity of JBT, we can also apply it on Results of this comparison are shown in the upper row of
top of any trained generati\/e model. In this Subsectionl:igure 5. Our method can outperform their truncation trick
we use JBT to improve the precision of a pre-trained Bigon dif cult classes with high intra-class variatioa,g. bub-
GAN model (Brock et al., 2019), which generates classble and house nch. This con rms our claim that JBT can
conditionned ImageNet (Deng et al., 2009) samples. Théetect outliers within a class. However, one can note that
class-conditioning lowers the problem of off-manifold sam-their trick is particularly well suited for simpler unimodal
ples, since it reduces the disconnectedness in the outp@tassese.g. parachute and reaches high precision levels.
distribution. However, we argue that the issue can still exist

on high-dimensional natural images, in particular complexs. Conclusion

classes can still be multi-modad.@.the bubble class). The

bottom row in Figure 5 shows a random set of 128 imagedn this paper, we provide insights on the learning of dis-
for three different classes ranked by their JEN in ascendingonnected manifolds with GANs. Our analysis shows the
order (left to right, top to bottom). We observe a clear connecessary existence of an off-manifold area with low preci-
centration of spurious samples on the bottom row images_SiOﬂ. Besides, we empirically show on several datasets and
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models that we can detect these areas and remove sampleadley, R. M. Real Analysis and Probability Cam-
located in between two modes thanks to a newly proposed bridge Studies in Advanced Mathematics. Cambridge
truncation method. In future work, we will study how the  University Press, 2 edition, 2002. doi: 10.1017/
use and understanding of latent space geometry can further CBO9780511755347.
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We suspect theo GAN's landto be involved in the training Fefferman, C., Mitter, S., and Narayanan, H. Testing the
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A. Highlighting drawbacks of the PR metric
by Sajjadi et al. (2018)

Lemma 2. Assume that the modeled distributionslightly
collapses on a speci c data point, i.e. there exist
E; (x) > 0. Assume also that; is a continuous prob-
ability measure and that has arecall = 1. Then the
precision must be such that= 0.

Proof. Using De nition 1, we have that there existssuch
that
2= +(1 ) , and =

Thus,0= -»(x)> (X)= (x). Which implies that
=0. O

B. Proof of Theorem 1

wherefn ™ (x) = 7§
of the unit ball inRY.

. (n)( T with Vg being the volume

Let" > Osuch that' < a1=2. There existdN 2 N such
that for alln > N, we have, almost surely, for all2 E:

aa "6f,(M(x)6 ay+"

RN )

6 ap+"
nVgkx X (n)kd 2

ai

Consequently, for alh > N, for all x 2 E almost surely:

The proof of Theorem 1 relies on theoretical results fromAlso, almost surely

non-parametric estimation of the supports of probability

distribution studied by Devroye & Wise (1980).

For the following proofs, we will require the following no-

tation: let' be a strictly monotonous function be such
i () _ i () _

that nI!|lrn »— = 0 and nI!|1m og(n) - 1. We note

B(x;r) E, the open ball centered ix and of radius

r. For a given probability distribution, S refers to its sup-
port. We recall that for any in a dataseD, Xy denotes
its k nearest neighbor iB . Finally, for a given probability
distribution and a datasdd sampled from ", we note

Rmin andR max the following:

Rmin = r;12|ré KX X¢ (n) K Rmax= T% kKX X¢ (nykK

@)

(n) 1=
kx X k6 ———"—rx
m nVa(az ")
Thus supkx X mk! 0 as.
X2E
' n)
k U ()
nKX X' (n) Vd(a2+ -
Thus, inf kx X k!l a.s.
X2E

O

Lemma4. Let ; be two probability distributions associ-

ated with uniformly continuous probability density functions

f andf . Assume that there exists constaats> 0; a, >

0 such that for allx 2 E, we havea; <f (x) 6 a, and

a3 <f 6 a. Also, letD ;D be datasets sampled from
n- " If isan estimator for , then

(forallx 2D ; 7 ;y(X) n!!l

Lgupg )(Xx) in proba.

; o .
In the following lemma, we show asymptotic behaviours for(i1) forally 2D 5 Ty (y) 1 Lsupg )(X) i proba.

bothRmin andR max.

Lemma 3. Let be a probability distribution associate
with a uniformly continuous probability density functibn.
Assume that there exists constaamts> 0;a, > 0 such that
forall x 2 E, we havea; <f (x) 6 a,. Then,

Rmin |~ Oas. and R 1 1as
Rmax | Oas. and ngnlll 1 as.
0 a.s.and

Proof. We will only prove thatRnax n!|l
and Rd

Sin ! 1 a.s.astherest follows.
n'l

g Proof. We will only show the result foi), since a similar

proof holds for(ii ).

Thus, we want to show that

forallx 2D ; 7 (x) n!!l Lsupr )(X) a.s.
First, let's assume that 2 S . Biau & Devroye (2015,
Lemma 2.2) have shown that

lim kx¢ (ny xk=inftkx ykjy2S g as.
n'l

The result is based on a nearest neighbor result from Bia’ﬁ‘S S isaclosed set - e.g. (Kallenberg, 2006) - we have

& Devroye (2015). Considering tHe(n) nearest neighbor

density estimaté, (" based on a nite sample datadet ,
Theorem 4.2 states thatfif is uniformly continuous then:

supkf, (M (x) f (x)k! O
X2E

nI!ilm kX  X¢ npk>0 as.
and

forally 2 D ;nl!ilm Ky Ye@pk=0 as.
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Thus,nl!ilm "m(*)=0 as.

Now, let's assume that 2 S . Using De nition 2, the
precision of a given data poiwtcan be rewritten as follows: 1
X

"my()=1 09 y2D ;x2B(y;ky Yy (pk)
Using notation from (2), we note
Rmin =mMinky Y¢ ks Rmax=maxky ye (yk:
Itis clear that :

[ n
B(Y;Rmn) S
y2D y2D

s
whereS" = 7 .5 B(Yiky Y (nyK)-

Besides, combining Lemma 3 with Devroye & Wise (1980

Theorem 1), we have that:
[
(S B(Y;Rmin)) ! 0 inproba.
y2D n! 0

(S B (Y; Rmax) !| 0 inproba.
y2D n! 0

where here refers to the symmetric difference.

Thus, using(3), it is now clear that, (S S") ! 0in
probability. Finally, giverx 2 S , we have (x 2 S") =

( "my(x)=1) ! 1in probability. O
We can now nish the proof for Theorem 1. Recall that
= S andsimilarly, = S
Proof. We have that
- R N S z .
TN e "y (Xi) lyos  (dX)]
E
Xi2D
Then,
. o1 X
R N el b= ( ") 1x2s)
X;i2D
1 X z :
+ - 1y2s lx2s  (dX) ]
n E
X;i2D
= JExi o ( -n(n)(xi) lx2s) (4)
+ E,ls E1s j ()

where |, is the empirical distribution of . As |, converges

B(Y:Rmad;  (3)

Now, to bound4), we use the fact that for any2 D , the
random variable .“(n)(x) convergestdy,s inprobability
(Lemma 4) and that forakk 2 D , both .“(n)(x) 6 1and

s 6 1. Consequently, using results from the weak law
for triangular arrays, we have that

. 1 X .

nI||1m - (.“(n)(xi) 14,25 ) =0 inproba.
’ Xi2D

Finally,

| S jn!!l 0 in proba;

which proves the result. The same proof works for

lim 2= . O
k!l

C. Proof of Theorem 2

"This proof is based on the Gaussian isoperimetric inequality

historically shown by (Borell, 1975; Sudakov & Tsirelson,
1978).

Proof. Let - be a distribution de ned ot laying on two
disconnected manifolddl ; andM, such that (M) =
»(M2) = 7 andd(Mi;M;) = D. Note that for any
subsetn E andB E,d(A;B):= inf kx yk.
(xy)2A B
LetG (M) (respectivelyG (M) be the subsetiR¢
be the pre-images d&fl ; (respectivelyM ;).

Consequently, we have for &2 [1; n]

(G 'M)= (M)= (G '(M2)> 5

We conside(G 1(M1))" (respectivel(G 1(M,))") the
" enlargement o6 1(M,) (respect-iA/erG 1(M;) where
"= D Weknowtha(G '(M1))" (G '(Mp) = ;.

Thus, we have that:

(G *(M1))" + (G *(Mp)" 61
Besides, tﬁ( denoting the function de ned for any 2 R
2_
by (t)= | %%—'ads,we have
(G (M) + (G *(Mp) >2 l(§)+ "

(using Theorem 1.3 from (Ledoux, 1996))
> 4 pie =
2

(since 1(§)+ "< O0and convexon 1 ;0]

weakly to almost surely (e.g. Dudley (2002, Theorem

11.4.1)) and sincéy,s is bounded, we can bour{dl) as
Thus, we have that

follows:
. N 2" e pPm2gq
nllllm Ex olxesipr ) Ex  lxosupg ) =0 a.s. p?
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Thus, by noting Thus, we have that
?=supf 2[0;1]j t e 6 1g; = (AD)=1 ( "(AL5AY))
i=1
we have our result.

For > 3=4.Bynoting =1 x,we have Using Proposition 1, we have

p__ . ; 1+ X% 1.2

A A)>1 ———e e ™
2 2 + y2 1u2
152 . Thus, 6 >—€ 2 e Y
And,ef:e a +O(ex) y
Thus,1 x+ pz—e i~ +0(e *)6 1 WhereyR= L1 maxg, (A) = Y(ME)and
> (n=", =% Pds

0 x>19—e4 +O(ex)
rf
=) x> *W(Z)

Knowing thatM > M we have that

1,

1 1 1
@ > a4

M
Wilerew is the product log function. Thus, 6 1

2ZW( ). [0  We conclude by saying that the functigrv! 1;;‘2e *is
decreasing fok > 0. Thus,

As an example, in the case whére= 1, we have that

1+ .
W(1) 05671 x> 0:4525and < 0:5475 6 yzy ‘e @)
R _
D. Proof of Theorem 3 wherey = 11 )and(t)= | %#ds_
D.1. Equitable setting For the further analysis wheld ! 1 , please refer to

subsection E, note using the resul{1®), one obtains the

This result is a consequence of Prop. 1 that we will assume 4 upper-bound on

true in this section.

. o ! P
We consider that the unknown true distributionlays on Klé 1 e % " 2log(K)

M disjoint manifolds of equal measure. As specied in
Section 3, the latent distributionis a multivariate Gaussian
de ned onRY. For eachk 2 [1;M], we consider in the
latent space, the pre-imagasg. As done previously, we denoM , the number of classes
covered by the estimator , such that for all 2 [1; M ], we
have (A;) > 0. We still assume tha®l > 1. However,
we now relax the previous assumption madésand as-
sume the milder assumption that there exigts: ::;wy 2

[9; 1™ such that for allm 2 [LM]; (Ap) = W,
For eachi 2 [1;M], we denoteA;, the" eﬁmlargement m Wm 6 land max]wm = whaX< ],

of A;. For any pair(i;j ) it is clear thatA, AJ- =0 120

where" = 2|_ (D being the minimum distance between
two sub-manifolds and being the Lipschitz constant of
the generator).

D.2. More general setting

Itis clear thatA;:::; Ay are pairwise disjoint Borel sub-

sets ofRY. We denoteM , the number of classes covered

by the estimator , such that for all 2 [1; M ], we have
(Ai) > 0. We know thatm > M > 1.

: Sy .
ConsiderAt = ~/1 A anddenotev® = (Al) 6
1 . Consequently, we have

As assumed, we know that;i 2 [1;M] partition the X

: {y=
latent space in equal measure, consequently, we assume that . A+ (A)=1
1=

X
x o ( (AunnnAyA)+  (A)=1 (AD
(Aj)=1 and (A)=:1:= (Ay)=1=M i=1

©) =1 wh ( T(AnnALAD)
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of RY under the measure Using, result from Proposition
1, we have

1+

" " X2 1u2
( (AL Ay AN > 1 <z e *
where x = 11 maxwi;w™) and (t) =
R, exp(, t2=2)
1 Pp——ds.

Finally, we have that

1+ x2 102

6 = 7€’ e ™ wl (8)

In the case where(Al) = 0, we nd a result similar to(7).

E. Lower-bounding boundaries of partitions in
a Gaussian space

Notations and preliminaries Given" 0and a subseA
of euclidean spacR? = (R%;k k ),letA" := fz2 RYj

dist(z; A)  "g be its"-enlargement, wheréist(z; A) :=
inf,oa k%  Zk; is the distance of the poimt2 RY from
A. Let be the standard Gaussian distributiorRth and

2 pairwise disjoint Borel subsets

9f RY whose union has unit (i.e full) Gaussian measure e 2

K, Wi = 1, wherew, := (Ag). Such a collection

standardi-dimensional Gaussian spa@®®; ).

For eachk 2 [K], dene the complimentA
[ kos kAko, and let@ "Ay = fz 2 Ay j dist(z,A )
"g be theinner "-boundaryof Ay, i.e the points ofAy
which are within distancé of some otheAyo. For every
(k;k9 2 [K]? with k96 Kk, it is an easy exercise to show
that

@ A\ @ Ao =;
@ A\ A (=
A= @ A A

©)

set of points of E:l Ay which are on the boundary between
some two distincAx andAge. We want to nd a lower

bound in the measurg
Propositilgn 1. GivenK
suchthat _, wy = 1, we have the bound:

1+ X2 102 "
inf A A 1 z X
A1iuA k ( ( L ’ K)) X2 €’
where the innimum is taken over al{wq;:::;wg)-

partitions of standard Gaussian spa@e?; ), andx :
L1 maxcommy Wk -

Proof. By (9), we have the formula

X
( (A1 AK)) = (@ Ax) (10)
k=1
X .
= (A ) (A (1)
k=1
Letw == (A x)=1 wg,andassume 34,

iew, 1=, forallk 2 [K].

For example, this condition holds in the equitable scenario
wherew, = 1=K for all k.

Now, by standardsaussian Isoperimetric Inequalifgee
(Boucheron et al., 2013) for example), one has
(A A+
= ('@ w)+ ")
Using the bound X5 (x) <1 ( x)< %' (x)8x> 0

where' is the density of the standard Gaussian law. We can
further nd that

12)

1+ 1(1 Wk)2
1 n
1 wy)+ 1 w
( ( k) ) k 1(1 Wk)2
57 1 M wi)
1+x%2 1.2 .
1wy zxe%ze >0
X
13)

. . 1+x% . . .

(since the functiox 7! e * is decreasing fox > 0)

where x mineky @ W)
L1 maxgo k) Wk 1(3=4) > 0:67. Combin-
ing (10), (12), and (13) yields the following

" X 1+ X% 1.2
( (AiinAg)) 1wy e ie™
k=1 X
T w))
X 1+x2 1.2 .
= 1 72)( e e ™ w
X
k=1
2
=1 71+2X e te ™,
X

Asymptotic analysis In the limit, itis easy to check thatin
the case whemnaxo(x jwk ! 0, we havethax !'1

In this setting, we thus havﬁ'(zLz I 1and can now derive
the following bound:

maxyark ) Wk! O 1u2 "
f 1ei’e™;
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Equitable scenario In the equitable scenario wheng =
1=K for all k, we have

F o (A 1+ X2 102w
A1;I::r:]:TA K ( (Al """ Ak )) >1 X2
where
X = 1(1 1:K) (14)
WhenK 8 we additionally have
s
2
11 1=K)> 2log “FIK)E D g
2q(K)3
q
whereq(K) = 2log(" 2K ).

Consequently, we have whé&n! 1 | the following behav-
ior:

Using (18), when
equivalentlyK

Y1 p) 6 q(p) whereq(p) =
injectingq(p) in (17):

@ p) 1(thatisp 6 0:15o0r
8), we have th%following upper bound

2log( 2=p). Then,

1 1 1 1 2_
L @ p=2
"2 A A P
Now whenqg(p) 1you have:
p__
o a pr2 _2Pa(p’
qp? 1
and
s
2
1 p  2log p‘@ilg (19)
2pq(p)

There is one additional requirement prvhich is simply
at the argument of the log should bel i.e. q(p)?> 1

(A AO) N 1 e Fle TS 2 pq (p)3, which is true as soon 46 8. O
(16)
O
Proof of the inequality15). Setp := 1=K. First, for any
x > 0, we have the following upper:
z 1 z 1 z 1 x2=2
e y2:2dy= Xe y2:2dy } ye y2:2dy= e :
X X y X X X
For a lower bound:
Z 1 Z 1 X2:2 Z 1
2_ y 2_ e 1 -
e Y 2dy= Ze V' 2dy = —e V™
x Ty Y X x Y Y
and
zZ, zZ, -
1 2., B y 2., e X =2
c v L et e
and combining these gives
z 1
- 1 1 2_
y2=2 L 4 x2=2
) e dy < X3 e
Thus
1 1 ¥2=2 1 1 ¥2=2
P2 x »w °© 00 Pyt
from where
1 1 1 1 2_
p (1 p°=2
2 ' p ' p?
17)
p p]; 1 ' p)?=2 (18)

2 1T p
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F. Visualization of Theorem 3 G. De nition of the different metrics used

In the sequel, we present the different metrics used in Sec-
tion 4 of the paper to assess performances of GANs. We
have:

“f' « Improved Precision/Recall (PR) metric (Kynkaanniemi

et al., 2019): it has been presented in De nition 2.

Intuitively, Based on a k-NN estimation of the mani-

fold of real (resp. generated) data, it assesses whether
(a) WGAN 4 classes: (b) Green blobs: true densi- generated (resp. real) points belong in the real (resp.
visualisation okJ (Z)kr . ties. Dots: generated points. generated) data manifold or not. The proportion of
generated (resp. real) points that are in the real (resp.
generated) data manifold is the precision (resp. recall).

« the Hausdorff distance: it is de ned by
HaugA;B)=max maxminka bk;maxminka bk
a2A b2B b2B a2A

Such a distance is useful to evaluate the closeness of

(c) WGAN 9 classes: (d) Green blobs: true densi- two different supports from a metric space, but is sen-

visualisation okJe (2)ke . ties. Dots: generated points. sitive to outliers because of the max operation. It has
been recently used for theoretical purposes by Pandeva
& Schubert (2019).

« the Frechet Inception distance: rst proposed by Dow-
son & Landau (1982), the Frechet distance was applied
in the setting of GANs by Heusel et al. (2017). This dis-
tance between mutlivariate Gaussians compares statis-
tic of generated samples to real samples as follows

FID = k - K2+ Tr -+ +2( » )2

(e) WGAN 3 classes: (f) Green blobs: true densi-
\I:Sss?zll)slitlon of ties. Dots: generated points. whereX> = N ( 2, »)andX = N( : )arethe
' activations of a pre-softmax layer. However, when
dealing with disconnected manifolds, we argue that
this distance is not well suited as it approximates the
distributions with unimodal one, thus loosing many
information.
The choice of such metrics is motivated by the fact that
metrics measuring the performances of GANs should not
rely on relative densities but should rather be point sets
based metrics.
(9) WGAN 5 classes: (h) Green blobs: true densi-
visualisation of ties. Dots: generated points.
kJG (Z)kF .

Figure 6.Learning disconnected manifolds: visualization of the
gradient of the generator (JFN) in the latent space and densities in
the output space.
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H. Saturation of a MLP neural network

In Section 4.2, we claim that the generator reduces the

|. More results and visualizations on

MNIST/F-MNIST/CIFAR10

sampling of off-manifold data points up to a saturation pointadditionally to those in Section 4.3, we provide in Figure

Figure 7 below provides a visualization of this phenomenong and Table 2 supplementary results for MNIST, F-MNIST
In this synthetic case, we learn a 9-component mixturegnd CIFAR-10 datasets.

of Gaussians using simple GANs architecture (both the
generator and the discriminator are MLP with two hidden

layers). The minimal distance between two modes is set to
9. We clearly see in Figure 7d that the precision saturates

around 80%.

(a) Data points sampled after (b) Data points sampled after

5,000 steps of training.

(c) Data points sampled after
100,000 steps of training.

Figure 7.Learning 9 disconnected manifolds with a standard

GANSs architecture.

50,000 steps of training.

(d) Evolution of the preci-
sion during training.

(a) MNIST: examples of data
points selected by our JBT
with a truncation ratio of 90%
(we thus removed the 10%
highest gradients).

(c) F-MNIST: examples of

data points selected by our
JBT with a truncation ratio

of 90% (we thus removed the
10% highest gradients)..

(b) MNIST: examples of data
points removed by our JBT
with a truncation ratio of 90%
(these are the 10% highest gra-
dients data points).

(d) F-MNIST: examples of
data points removed by our
JBT with a truncation ratio of
90% (these are the 10% high-
est gradients data points).

Figure 8.Visualization of our truncation method on CIFAR10.

(a) CIFAR-10: examples of

data points selected by our
JBT with a truncation ratio

of 90% (we thus removed the
10% highest gradients).

(b) MNIST: examples of data
points removed by our JBT
with a truncation ratio of 90%
(these are the 10% highest gra-
dients data points).

Figure 9.Visualization of our truncation method (JBT) on three
real-world datasets: MNIST, F-MNIST and CIFAR-10.
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Figure 10.For high levels of kept samples, the marginal precision plummets of newly added samples, underlining the ef ciency of our
truncation method (JBT). Reported con dence intervals®® con dence intervals. On the second row, generated samples ordered by
their JEN (left to right, top to bottom). In the last row, the data points generated are blurrier and outside the true manifold.

MNIST Prec. Rec. F1 Haus. FID EMD

WGAN 912 0:3 | 93:7 05924 04| 497 02 243 03 215 01
WGAN 90% lowest JFN| 925 05 | 929 0.3 | 92:7 0:4 | 48:1 0:2 269 05 21:3 02
WGAN 80% lowest JFN| 93:3 0:3 | 918 04 | 92:6 04 | 506 04 331 03 214 04

W-Deligan 890 06 |936 03| 912 05| 507 03 317 05 224 01
DMLGAN 9314 02| 923 02 |92:8 02| 482 0:3 | 16:8 04 | 207 01
Fashion-MNIST

WGAN 863 04 | 882 0:2]87:2 03| 1406 07 | 2597 35 | 619 03

WGAN 90% lowest JFN| 886 06 | 866 05 | 87:6 0:5|138:7 0:9 | 2574 3.0 | 61:3 06
WGAN 80% lowest JFN| 89:8 0:4 | 849 05 | 87:3 0:4 | 1463 1.1 | 3962 64 633 07

W-Deligan 885 03 | 853 06 | 869 04 | 14127 11 | 3109 31 | 60:9 04
DMLGAN 874 03 | 881 04 |87:7 04| 1419 12 | 253:0 2:8 | 609 04
CIFAR10

WGAN 743 05 | 70:3 04 | 72:3 05| 3347 35 | 634:8 4.6 | 1512 02

WGAN 90% lowest JFN| 76:0 0:7 | 694 05 | 725 06 | 318:1 3:7 | 631:3 45| 15047 02
WGAN 80% lowest JFN| 76:9 05 | 686 05 | 725 05 |323:5 4:.0| 7250 35 | 150:11 0:3
W-Deligan 715 07 | 698 07| 706 07 | 3287 21 | 7278 39 | 1540 03
DMLGAN 741 05 | 657 06 | 697 06 | 3286 27 | 9672 41 | 1520 04

Table 2.Scores on MNIST and Fashion-MNIST. JFN stands for Jacobian Frobenius nas®.7% con dence interval.
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J. More results on BigGAN and ImageNet

In Figure 11, we show images from the Bubble class of Im-

ageNet. It supports our claim of manifold disconectedness,

even within a class, and outlines the importance of study-

ing the learning of disconnected manifolds in generative

models. Then, in Figure 12, we give more exemples from

BigGAN 128x128 class-conditionned generator. We plot

in the same format than in 4.4. Speci cally, for different

classes, we plot 128 images ranked by JFN. Here again, we

see a concentration of off-manifold samples on the last row,

proving the ef ciency of our method. Example of classesFigure 11.1mages from the Bubble class of ImageNet showing
responding particularly well to our ranking are House Finchthat the class is complex and slightly multimodal.
(c), Monnarch Butter y (i) or Wood rabbit (m). For each

class, we also show an histogram of JFN based on 1024

samples. It shows that the JFN is a good indicator of the

complexity of the class. For example, classes such as Cornet

(q) or Football helmet (s) are very diverse and disconnected,

resulting in high JFNs.
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(a) '‘Black swan' class. (b) 'Black swan' class his-
togram.

(i) 'Monarch butter y' class. (j) 'Monarch butter y' class his-
togram.

(c) 'House nch'class.  (d) 'House nch' class histogram.

(k) 'Loggerhead turtle' class(l) 'Loggerhead turtle' class his-
togram.

(e) 'Indigo bunting' class. (f) 'Indigo bunting' class his-
togram.

(m) 'Wood rabbit' class. (n) 'wood rabbit' class histogram.

(9) 'Cheetah’ class. (h) 'Cheetah’ class histogram.

(o) 'Trash can' class. (p) 'Trash can' class histogram.
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(q) 'Cornet/Horn' class. (r) 'Cornet/Horn' class histogram.

(s) 'Football helmet' class. (t) 'Football helmet' class his-
togram.

(u) 'Harmonica' class.  (v) 'Harmonica' class histogram.

(w) 'Parachute’ class. (x) 'Parachute’ class histogram.

(y) 'Peacock’ class. (z) 'Peacock’ class histogram.

Figure 12.For several classes with BigGAN model.
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K. Network Architecture and Hyperparameters

Table 3.Models for Synthetic datasets

Operation Feature Maps Activation
G(2):z N (0;1) 2

Fully Connected - layerl 20 RelLU
Fully Connected - layer2 20 RelLU
D(x)

Fully Connected - layerl 20 RelLU
Fully Connected - layer2 20 RelLU
Batch size 32

Leaky RelLU slope 0.2

Gradient Penalty weight 10

Learning Rate 0.0002

Optimizer Adam: 1 =05 =05

Table 4. WGAN for MNIST/Fashion MNIST

Operation Kernel Strides Feature Maps Activation
G(z):z N(0;1d) 100

Fully Connected 7 7 128
Convolution 3 3 11 7 7 64 LReLU
Convolution 3 3 11 7 7 64 LReLU
Nearest Up Sample 14 14 64
Convolution 3 3 11 14 14 32 LReLU
Convolution 3 3 11 14 14 32 LReLU
Nearest Up Sample 14 14 64
Convolution 3 3 11 28 28 16 LReLU
Convolution 5 5 1 28 28 1 Tanh
D(x) 28 28 1
Convolution 4 4 2 2 14 14 32 LRelLU
Convolution 3 3 11 14 14 32 LRelLU
Convolution 4 4 2 2 7 7 64 LRelLU
Convolution 3 3 11 7 7 64 LRelLU
Fully Connected 1 -
Batch size 256

Leaky RelLU slope 0.2

Gradient Penalty weight 10

Learning Rate 0.0002

Optimizer Adam 1:05 2 :05

For DeliGan, we use the same architecture and simply add 50 Gaussians for the reparametrization trick. For DMLGAN, we
re-use the architecture of the authors.
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Table 5.DMLGAN for MNIST/Fashion MNIST

Operation Kernel Strides Feature Maps BN Activation
G(z2):z N(O;1d) 100

Fully Connected 7 7 128 -

Convolution 3 3 11 7 7 64 - Leaky ReLU
Convolution 3 3 11 7 7 64 - Leaky ReLU
Nearest Up Sample 14 14 64 -

Convolution 3 3 1 1 14 14 32 - Leaky ReLU
Convolution 33 11 14 14 32 - Leaky ReLU
Nearest Up Sample 14 14 64 -

Convolution 3 3 11 28 28 16 - Leaky RelLU
Convolution 5 5 1 28 28 1 - Tanh
Encoder Q(x), Discriminator D(x) 28 28 1

Convolution 4 4 2 2 14 14 32 - Leaky ReLU
Convolution 3 3 11 14 14 32 - Leaky RelLU
Convolution 4 4 2 2 7 7 64 - Leaky ReLU
Convolution 33 11 7 7 64 - Leaky ReLU
D Fully Connected 1 - -

Q Convolution 3 3 7 7 64 Y Leaky ReLU
Q Convolution 7 7 64 Y Leaky ReLU
Q Fully Connected ng =10 - Softmax
Batch size 256

Leaky ReLU slope 0.2

Gradient Penalty weight 10

Learning Rate 0.0002

Optimizer Adam 1=05 =05

Table 6.WGAN for CIFAR10, from (Gulrajani et al., 2017)

Operation Kernel Strides  Feature Maps BN Activation
G(z):z N(O;1d) 128

Fully Connected 4 4 128 -

ResBlock B 3 2 11 4 4 128 Y RelLU
Nearest Up Sample 8 8 128 -

ResBlock B 3 2 1 1 8 8 128 Y RelLU
Nearest Up Sample 16 16 128 -

ResBlock B 3 2 11 16 16 128 Y RelLU
Nearest Up Sample 32 32 128 -
Convolution 3 3 1 1 32 32 3 - Tanh
Discriminator D(x) 32 32 3

ResBlock B 3 2 1 1 32 32 128 - RelLU
AvgPool 2 2 11 16 16 128 -

ResBlock B 3 2 11 16 16 128 - RelLU
AvgPool 2 2 11 8 8 128 -

ResBlock B 3 2 1 1 8 8 128 - RelLU
ResBlock B 3 2 11 8 8 128 - RelLU
Mean pooling (spatial-wise) - - 128 -

Fully Connected 1 - -
Batch size 64

Gradient Penalty weight 10

Learning Rate 0.0002

Optimizer Adam 1=0: »=0:9

Discriminator steps 5
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Table 7.DMLGAN for CIFAR10, from (Gulrajani et al., 2017)

Operation Kernel Strides  Feature Maps BN Activation

G(z):z N(O;Id) 128

Fully Connected 4 4 128 -

ResBlock B 3 2 1 1 4 4 128 Y RelLU
Nearest Up Sample 8 8 128 -

ResBlock B 3 2 1 1 8 8 128 Y RelLU
Nearest Up Sample 16 16 128 -

ResBlock B 3 2 1 1 16 16 128 Y RelLU
Nearest Up Sample 32 32 128 -
Convolution 3 3 11 32 32 3 - Tanh
Encoder Q(x), Discriminator D(x) 32 32 3

ResBlock B 3 2 1 1 32 32 128 - RelLU
AvgPool 2 2 11 16 16 128 -

ResBlock B 3 2 1 1 16 16 128 - RelLU
AvgPool 2 2 11 8 8 128 -

ResBlock B 3 2 1 1 8 8 128 - RelLU
D ResBlock B 3 2 1 1 8 8 128 - RelLU
D Mean pooling (spatial-wise) 2 2 11 128 -

D Fully Connected 1 - -

Q ResBlock B 3 2 1 1 8 8 128 - RelLU
Q Mean pooling (spatial-wise) 2 2 11 128 -

Q Fully Connected ng =10 - Softmax
Batch size 64

Gradient Penalty weight 10

Learning Rate 0.0002

Optimizer Adam 1=0: »=0:9

Discriminator steps 5




