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Analysis of robustness of homogeneous systems
with time delays using Lyapunov-Krasovskii

functionals
D. Efimov, A. Aleksandrov

Abstract

The paper is devoted to stability analysis of homogeneous time-delay systems applying the Lyapunov-Krasovskii theory, and
a generic structure of the functional is given that suits for any homogeneous system of non-zero degree (and can also be used for
any dynamics admitting a homogeneous approximation). The obtained stability conditions are utilized to evaluate the domain of
attraction for the delayed twisting control algorithm.

I. INTRODUCTION

The influence of delays on the system stability and performance is important for many engineering systems [1], [2], [3].
Design of control and estimation algorithms, which are robust with respect to uncertain and time-varying delays, is a popular
topic of the control theory [4]. The most of existing solutions deal with linear time-delay models, which is originated by
complexity of stability analysis for the nonlinear case. Indeed, constructive variants of selection of a Lyapunov-Krasovskii
functional or a Lyapunov-Razumikhin function are elaborated for linear systems (or close to them nonlinear dynamics) [5],
but for generic scenario it is rare to find an applicable recommendation.

Homogeneous dynamical systems take an intermediate place between linear and nonlinear ones [6]. The theory of
homogeneous dynamical systems has been proposed for ordinary differential equations [7], [8], [9], [10], differential inclusions
[11], [6], time-delay systems [12], [13] and partial differential equations [14]. The main feature of a homogeneous nonlinear
system is that its local behavior is the same as the global one, the homogeneous stable/unstable systems admit homogeneous
Lyapunov/Chetaev functions [10], [15], [16], [17], [18] and possess robustness properties with respect to external inputs and
delays [19], [13], [20]. Since such a subclass of nonlinear systems (having global stability or convergence) is rather small, the
concept of local homogeneity has been introduced [10], [21], [16], [22].

In [23], [24], [25], [26], [27], [13], [20] it has been shown that homogeneous systems have certain robustness of stability
with respect to delays, e.g., if they are globally asymptotically stable for some delay with non-zero degree, then they preserve
this property independently of delay (IOD). For the case of positive degree it has been proven that global asymptotic stability
in the delay-free case implies local asymptotic stability for any value of delay. For the case of negative degree, it is shown that
if the system is globally asymptotically stable in the delay-free case, then for any delay it is globally asymptotically stable with
respect to a compact set containing the origin. The latter results have been obtained in [13], [20] using Lyapunov-Razumikhin
theory.

In the present work, first, following the framework of [28], the same results are obtained by proposing a generic structure
Lyapunov-Krasovskii functional for any homogeneous system with non-zero degree being asymptotically stable in the delay-
free case. The presented approach allows the domain of stability/attraction to be evaluated. Second, the proposed Lyapunov-
Krasovskii functional is used to estimate the domain of convergence for a delayed twisting algorithm.

The outline of this paper is as follows. The preliminary definitions and the homogeneity for time-delay systems are given
in Section II. The main result is presented in Section III. An example is considered in Section IV.
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II. PRELIMINARIES

Consider an autonomous functional differential equation of retarded type [3]:

dx(t)/dt = f(xt), t ≥ 0, (1)

where x(t) ∈ Rn and xt ∈ C[−τ,0] is the state function, xt(s) = x(t+s), −τ ≤ s ≤ 0 (we denote by C[−τ,0] the Banach space
of continuous functions φ : [−τ, 0]→ Rn with the uniform norm ‖φ‖ = sup−τ≤ς≤0 |φ(ς)|, where | · | is the standard Euclidean
norm); f : C[−τ,0] → Rn ensures existence and uniqueness of solutions in forward time (such a requirement can be imposed
even for discontinuous time-delay systems [29], [30]), f(0) = 0. For the system (1), denote the solution that corresponds to
the initial functional condition x0 ∈ C[−τ,0] by x(t, x0) and the restriction of the solution on the interval [t− τ, t] by xx0

t (then
xx0
t (s) = x(t+ s, x0) for −τ ≤ s ≤ 0), which is defined on time interval [−τ, T ) with T ∈ R+ ∪ {+∞}. The representation

(1) includes pointwise or distributed time-delay systems.

The upper right-hand Dini derivative of a locally Lipschitz continuous functional V : C[−τ,0] → R along the system (1)
solutions is defined as follows for any φ ∈ C[−τ,0]:

D+V (φ) = lim sup
h→0+

V (φh)− V (φ)

h
,

where φh ∈ C[−τ,0] for 0 < h < τ is given by

φh =

φ(θ + h), θ ∈ [−τ,−h)

φ(0) + f(φ)(θ + h), θ ∈ [−h, 0].

A continuous function σ : R+ → R+ belongs to class K if it is strictly increasing and σ(0) = 0; it belongs to class K∞ if
it is also unbounded. A continuous function β : R+ ×R+ → R+ belongs to class KL if β(·, r) ∈ K and β(r, ·) is decreasing
to zero for any fixed r > 0. The symbol 1,m is used to denote a sequence of integers 1, ...,m.

A. Stability definitions

Let A ⊂ C[−τ,0] be a bounded set, it is called forward invariant for (1) if x0 ∈ A implies that xx0
t ∈ A for all t ≥ 0, denote

distance to the set as ‖x‖A = infy∈A ‖x− y‖. Let Ω ⊂ C[−τ,0] be an open neighborhood of a forward invariant set A.

Definition 1. The system (1) is said to be

(a) stable at A in Ω if there is σ ∈ K such that for any x0 ∈ Ω, the solution xx0
t is defined and ‖xx0

t ‖A ≤ σ(‖x0‖A) for
all t ≥ 0;

(b) asymptotically stable at A in Ω if it is stable in Ω and limt→+∞ ‖xx0
t ‖A = 0 for any x0 ∈ Ω.

If Ω = C[−τ,0], then the corresponding properties are called global stability/asymptotic stability of (1) at A.

For A = {0} the properties given in this definition are reduced to the standard ones [4] (see also the concept of ultimate
boundedness in [2]).

B. Homogeneity

For any ri > 0, i = 1, n and λ > 0, define the dilation matrix Λr(λ) = diag{λri}ni=1 and the vector of weights r =

[r1, ..., rn]>, rmax = max1≤j≤n rj and rmin = min1≤j≤n rj .

For any ri > 0, i = 1, n and x ∈ Rn the homogeneous norm can be defined, for example, as follows

|x|r =

(
n∑
i=1

|xi|ρ/ri
)1/ρ

, ρ ≥ rmax.

For all x ∈ Rn, its Euclidean norm |x| is related with the homogeneous one:

σr(|x|r) ≤ |x| ≤ σr(|x|r)
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for some σr, σr ∈ K∞ [18]. The homogeneous norm has an important property that is |Λr(λ)x|r = λ|x|r for all x ∈ Rn.
Define Sr = {x ∈ Rn : |x|r = 1}.

For any ri > 0, i = 1, n and φ ∈ C[−τ,0] the homogeneous norm can be defined as follows

‖φ‖r =

(
n∑
i=1

‖φi‖ρ/ri
)1/ρ

, ρ ≥ rmax.

There exist two functions ρ
r
, ρr ∈ K∞ such that for all φ ∈ C[−τ,0] [12]:

ρ
r
(‖φ‖r) ≤ ‖φ‖ ≤ ρr(‖φ‖r).

The homogeneous norm in the Banach space has the same important property that ‖Λr(λ)φ‖r = λ‖φ‖r for all φ ∈ C[−τ,0]. In
C[−τ,0] the corresponding unit sphere is Sr = {φ ∈ C[−τ,0] : ‖φ‖r = 1}. Define Bτρ = {φ ∈ C[−τ,0] : ‖φ‖r ≤ ρ} as a closed
ball of radius ρ > 0 in C[−τ,0].

Definition 2. [31] The function g : C[−τ,0] → R is called r–homogeneous if for any φ ∈ C[−τ,0] the relation

g(Λr(λ)φ) = λdg(φ)

holds for some d ∈ R and all λ > 0.

The function f : C[−τ,0] → Rn is called r–homogeneous if for any φ ∈ C[−τ,0] the relation

f(Λr(λ)φ) = λdΛr(λ)f(φ)

holds for some d ≥ −rmin and all λ > 0.

In both cases, the constant d is called the degree of homogeneity.

The introduced notion of weighted homogeneity in C[−τ,0] is reduced to the standard one in Rn if τ → 0.

An advantage of homogeneous systems described by ordinary differential equations is that any its solution can be obtained
from another solution under the dilation and a suitable time re-parametrization. A similar property holds for functional
homogeneous systems:

Proposition 1. [13] Let x(t, x0) be a solution of the r–homogeneous system (1) with the degree d for an initial condition

x0 ∈ C[−τ,0], τ ∈ (0,+∞). For any λ > 0 the functional differential equation

dy(t)/dt = f(yt), t ≥ 0 (2)

with yt ∈ C[−λ−dτ,0], has a solution y(t, y0) = Λr(λ)x(λdt, x0)1 for all t ≥ 0 with the initial condition y0 ∈ C[−λ−dτ,0],

y0(s) = Λr(λ)x0(λds) for s ∈ [−λ−dτ, 0].

The following results have also been obtained in [13], [20]:

Lemma 1. [13] Let the system (1) be r–homogeneous with degree d 6= 0 and globally asymptotically stable at the origin for

some delay 0 < τ0 < +∞, then it is globally asymptotically stable at the origin IOD.

For the next two results we assume that f in (1) is a uniformly continuous function.

Lemma 2. [13] Let f(xt) = F (x(t), x(t− τ)) in (1) and the system (1) be r–homogeneous with degree d > 0 and globally

asymptotically stable at the origin for τ = 0, then for any ρ > 0 there is 0 < τ0 < +∞ such that (1) is asymptotically stable

at the origin in Bτρ for any delay 0 ≤ τ ≤ τ0.

Lemma 3. [20] Let f(xt) = F (x(t), x(t− τ)) in (1) and the system (1) be r–homogeneous with degree d < 0 and globally

asymptotically stable at the origin for τ = 0, then for any ρ > 0 there is 0 < τ0 < +∞ such that (1) is globally asymptotically

stable at Bτρ for any delay 0 ≤ τ ≤ τ0.

1If time is scaled t→ λdt then the argument of f : C[−τ,0] → Rn in (1) is also scaled to f : C[−λ−dτ,0] → Rn in (2).
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Thus, (1) is locally robustly stable with respect to a sufficiently small delay if it is r–homogeneous and stable in the
delay-free case. In [13], [20], the Lyapunov-Razumikhin approach was used to prove these results.

Finally, Young’s inequality claims that for any a, b ∈ R+ and γ > 0, δ > 0:

aγbδ ≤ 1

p
aγp +

p− 1

p
b
δp
p−1

for any p > 1, while Hölder’s inequality for any f, g : I → R with I ⊂ R ensures that∫
I

|f(s)g(s)|ds ≤
(∫

I

|f(s)|pds
) 1
p
(∫

I

|g(s)|
p
p−1 ds

) p−1
p

for any p > 1. Another related result can be obtained using the properties of homogeneous functions and a specially defined
homogeneous norm:

Lemma 4. Let a, b ∈ R+ and ` > 0, α > 0, β > 0, γ > 0, δ > 0 be given, then

aα + bβ − `aγbδ ≥ 0

provided that

1) max{aα, bβ} ≥ `
1

1− γ
α

− δ
β and γ

α + δ
β < 1,

2) max{aα, bβ} ≤ `
1

1− γ
α

− δ
β and γ

α + δ
β > 1.

Proof. Define weights r1 = 1
α and r2 = 1

β and a corresponding homogeneous norm

|(a, b)|r = max{aα, bβ},

then the scalar functions aα + bβ and aγbδ are r–homogeneous (with r = [r1, r2]>) of degrees 1 and γ
α + δ

β , respectively.
Therefore, the following inequality is satisfied for a, b ∈ R+:

aγbδ ≤ s|(a, b)|
γ
α+ δ

β
r ,

where
s = sup

|(a,b)|r=1

aγbδ = 1,

then the property
aα + bβ − `aγbδ ≥ 0

for any a, b ∈ R+ and c > 0, α > 0, β > 0, γ > 0, δ > 0 is verified provided that

|(a, b)|r − `|(a, b)|
γ
α+ δ

β
r ≥ 0.

Hence, if
γ

α
+
δ

β
< 1,

then this inequality is satisfied for all |(a, b)|r ≥ `
1

1− γ
α

− δ
β , and if

γ

α
+
δ

β
> 1,

then for |(a, b)|r ≤ `
1

1− γ
α

− δ
β .

III. MAIN RESULTS

Consider a variant of the system (1):
ẋ(t) = F (x(t), x(t− τ)), (3)
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where F : R2n → Rn is differentiable with respect to the first argument, and introduce the following hypotheses:

Assumption 1. The system (3) is r–homogeneous of degree ν ≥ −rmin, i.e., for all λ > 0, x ∈ Rn and z ∈ Rn:

F (Λr(λ)x,Λr(λ)z) = λνΛr(λ)F (x, z),

and

sup
|ξ|r≤1,|ζ|r≤1

|F (ξ, ζ)| < +∞, sup
|ξ|r≤1,|ζ|r≤1

∣∣∣∣∂F (ξ, ζ)

∂ξ

∣∣∣∣ < +∞.

Assumption 2. The system (3) is globally asymptotically stable at the origin if τ = 0.

Under these assumptions [10], [15], there is a twice continuously differentiable Lyapunov function V : Rn → R+ for (3),
which can be selected to be r–homogeneous of degree µ ≥ −ν, then for all x ∈ Rn:

V (Λr(λ)x) = λµV (x) ∀λ > 0,

c1|x|µr ≤ V (x) ≤ c2|x|µr , (4)
dV (x)

dx
F (x, x) ≤ −ς|x|ν+µr

for some c1 > 0, c2 > 0 and ς > 0.

Remark 1. If the system (3) is r–homogeneous with degree ν, then a direct computation shows that it is also r̃–homogeneous
for r̃ = r−1max(r1, . . . , rn)T with degree ν̃ = ν

rmax
. Hence, without loosing generality in the following we will assume that

rmax = 1.

To proceed we need the following auxiliary result:

Lemma 5. Let Assumption 1 be satisfied, then for any twice continuously differentiable and r–homogeneous of degree µ ≥ 2
function V : Rn → R+: ∣∣∣∣dV (x)

dx
F (x, z)

∣∣∣∣ ≤ wmax{|x|µ−1
r |z|ν+1

r , |x|µ+νr },∣∣∣∣F (x, q)>
d2V (x)

dx2
F (x, z)

∣∣∣∣ ≤ vmax{|x|µ+2ν
r , |x|µ−2

r |z|2ν+2
r , |x|µ−2

r |q|2ν+2
r },∣∣∣∣dV (x)

dx

∂F (x, z)

∂x
F (x, q)

∣∣∣∣ ≤ umax{|x|µ+2ν
r , |x|µ−1

r |z|2ν+1
r , |x|µ−1

r |q|2ν+1
r },

where

w = sup
y∈Sr

∣∣∣∣dV (y)

dy

∣∣∣∣ sup
|ξ|r≤1,|ζ|r≤1

|F (ξ, ζ)| ,

v = sup
y∈Sr

∣∣∣∣d2V (y)

dy2

∣∣∣∣ sup
|ξ|r≤1,|ζ|r≤1

|F (ξ, ζ)|2 ,

u = sup
y∈Sr

∣∣∣∣dV (y)

dy

∣∣∣∣ sup
|ξ|r≤1,|ζ|r≤1

∣∣∣∣∂F (ξ, ζ)

∂ξ
F (ξ, ζ)

∣∣∣∣ .
Proof. To substantiate the first property define λ = max{|z|r, |x|r}, then using homogeneity of V and F we obtain∣∣∣∣dV (x)

dx
F (x, z)

∣∣∣∣ = |x|µrλν
∣∣∣∣dV (y)

dy
Λ−1r (|x|r)Λr(λ)F (ξ, ζ)

∣∣∣∣
for y = Λ−1r (|x|r)x, ξ = Λ−1r (λ)x and ζ = Λ−1r (λ)z. Using the diagonal structure of the matrix Λ−1r (|x|r)Λr(λ) we get:∣∣∣∣dV (x)

dx
F (x, z)

∣∣∣∣ ≤ w|x|µrλν

(

λ
|x|r

)rmax

|z|r > |x|r

1 |z|r ≤ |x|r
,

and since it has been imposed rmax = 1, we substantiated that∣∣∣∣dV (x)

dx
F (x, z)

∣∣∣∣ ≤ wmax{|x|µ−1r |z|ν+1
r , |x|µ+νr }.



6

For the second inequality define y = Λ−1r (|x|r)x, ξ = Λ−1r (λ)x, θ = Λ−1r (λ)q and ζ = Λ−1r (λ)z for λ =

max{|z|r, |q|r, |x|r}, then by homogeneity:∣∣∣∣F (x, q)>
d2V (x)

dx2
F (x, z)

∣∣∣∣ = |x|µrλ2ν
∣∣F (ξ, θ)>Λr(λ)Λ−1r (|x|r)

d2V (y)

dy2
Λ−1r (|x|r)Λr(λ)F (ξ, ζ)

∣∣
≤ v|x|µrλ2ν


(

λ
|x|r

)2
max{|z|r, |q|r} > |x|r

1 max{|z|r, |q|r} ≤ |x|r
,

where rmax = 1 was substituted on the last step, then the desired property is proven:∣∣∣∣F (x, q)>
d2V (x)

dx2
F (x, z)

∣∣∣∣ ≤ vmax{|x|µ+2ν
r , |x|µ−2

r λ2ν+2}

= vmax
{
|x|µ+2ν

r , |x|µ−2
r max{|z|2ν+2

r , |q|2ν+2
r }

}
= vmax{|x|µ+2ν

r , |x|µ−2
r |z|2ν+2

r , |x|µ−2
r |q|2ν+2

r }.

For the last inequality, again denote y = Λ−1r (|x|r)x, ξ = Λ−1r (λ)x, θ = Λ−1r (λ)q and ζ = Λ−1r (λ)z for
λ = max{|z|r, |q|r, |x|r}, then by homogeneity∣∣∣∣dV (x)

dx

∂F (x, z)

∂x
F (x, q)

∣∣∣∣ =

∣∣∣∣dV (y)

dy
Λ−1
r (|x|r)Λr(λ)

∂F (ξ, ζ)

∂ξ
F (ξ, θ)

∣∣∣∣ |x|µrλ2ν ,

and once more using the diagonal structure of the matrix Λ−1r (|x|r)Λr(λ) we get:∣∣∣∣dV (x)

dx

∂F (x, z)

∂x
F (x, q)

∣∣∣∣ ≤ u|x|µrλ2ν
 λ
|x|r max{|z|r, |q|r} > |x|r
1 max{|z|r, |q|r} ≤ |x|r

≤ umax{|x|µ+2ν
r , |x|µ−1r |z|2ν+1

r , |x|µ−1r |q|2ν+1
r }

as required.

Note that ν ≥ −rmin and rmin ≤ rmax = 1 as we assumed (due to Remark 1), then for µ > 2 all powers in the obtained esti-
mates are positive (the latter estimate for the case ν < 0 we can rewrite as max{|x|µ+2ν

r , |x|
µ
2−1
r |z|2ν+

µ
2 +1

r , |x|
µ
2−1
r |q|2ν+

µ
2 +1

r }
since |x|

µ
2
r < max{|z|

µ
2
r , |q|

µ
2

r } in the latter two cases).

Now we are in position to formulate the main result:

Theorem 1. Let assumptions 1 and 2 hold for (3). Then for any value of the delay τ > 0 the properties

W (xt) > 0, D+W (xt) < 0

are satisfied for xt ∈ Ω if ν < 0 or for xt ∈ Ω if ν > 0, where

W (xt) = V (x(t)) + b

∫ t

t−τ
|x(s)|ρrds+ g

∫ t

t−τ
(s− t+ τ)|x(s)|ρrds

+

∫ t

t−τ

dV (x(t))

dx
F (x(t), x(s))ds,

is a Lyapunov-Krasovskii functional for (3); b > τ
ρ max{4v(ν + 1), u(µ+ 4ν + 2)}, g > 0,

max

{
µ(ν + 1), 2(ν + 1)

µ+ ν

ν + 2
,

2(ν + µ
2 )2 + ν + (ν2 + 1)µ

ν + 1 + µ
2

, (ν + µ)
µ
2 + 2ν + 1

ν + µ
2 + 1

}
< ρ < ν + µ,

if ν < 0 or

ν + µ < ρ < min

{
µ(ν + 1), 2(ν + 1)

µ+ ν

ν + 2
,

(2ν + 1)(ν + µ)

ν + 1

}
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if ν > 0, and V is a twice continuously differentiable r–homogeneous Lyapunov function for the case τ = 0 with degree

µ >

2 ν < 0

ν + 2 ν > 0
;

ς, c1 and w, v, u are defined in (4) and Lemma 5, respectively;

Ω = Ω1 ∩ Ω2, Ω = Ω1 ∩ Ω2,

Ω1 = {φ ∈ C[−τ,0] : max{|φ(0)|µr ,
∫ 0

−τ
|φ(s)|ρrds} ≥ $1},

Ω2 = {φ ∈ C[−τ,0] : max{|φ(0)|ν+µr ,

∫ 0

−τ
|φ(s)|ρrds} ≥ $2},

Ω1 = {φ ∈ C[−τ,0] : max{|φ(0)|µr ,
∫ 0

−τ
|φ(s)|ρrds} ≤ $1},

Ω2 = {φ ∈ C[−τ,0] : max{|φ(0)|ν+µr ,

∫ 0

−τ
|φ(s)|ρrds} ≤ $2}

where

$1 = max


(

wτ

min{c1, b}

)−µ
ν
,

wτ
ρ−ν−1
ρ

min{c1, b}


1

1
µ

− ν+1
ρ

 ,

$2 = max


(
3

b+ gτ

min{ς, g}

) ν+µ
ν+µ−ρ

,

(
3vτ

min{ς, g}

)− ν+µ
ν

,

(
3v
ρ− 2(ν + 1)

ρmin{ς, g}
τ

) (ρ−2(ν+1))(ν+µ)
(ν+2)ρ−2(ν+1)(µ+ν)

,

 3uτ
ρ−µ

2
−2ν−1

ρ

min{ς, g}


1

1−
µ
2

−1

ν+µ
−
µ
2

+2ν+1

ρ
,

(
3u
ρ− µ

2 − 2ν − 1

ρmin{ς, g}
τ

) (ρ−µ
2

−2ν−1)(ν+µ)

(ν+µ)(ρ−µ
2

−2ν−1)−(
µ
2

−1)ρ
,

 3vτ
ρ−2ν−2

ρ

min{ς, g}


1

1− µ−2
ν+µ

− 2ν+2
ρ

,

(
3uτ

min{ς, g}

)− ν+µ
ν

 ,

$1 = min


(

wτ

min{c1, b}

)−µ
ν
,

wτ
ρ−ν−1
ρ

min{c1, b}


1

1
µ

− ν+1
ρ

 ,

$2 = min


(
3

b+ gτ

min{ς, g}

) ν+µ
ν+µ−ρ

,

(
3vτ

min{ς, g}

)− ν+µ
ν

,

(
3v
ρ− 2(ν + 1)

ρmin{ς, g}
τ

) (ρ−2(ν+1))(ν+µ)
(ν+2)ρ−2(ν+1)(µ+ν)

,

 3uτ
ρ−2ν−1

ρ

min{ς, g}


1

ν+1
ν+µ

− 2ν+1
ρ

,

(
3u

ρ− 2ν − 1

ρmin{ς, g}
τ

) (ρ−2ν−1)(ν+µ)
(ν+1)ρ−(2ν+1)(ν+µ)

,

 3vτ
ρ−2ν−2

ρ

min{ς, g}


1

1− µ−2
ν+µ

− 2ν+2
ρ

,

(
3uτ

min{ς, g}

)− ν+µ
ν

 .

Proof. To investigate stability of the nonlinear time-delay system (3) consider a candidate Lyapunov-Krasovskii functional
W (xt) as given in the formulation of the theorem, where b > 0, g > 0 and ρ > 0 are parameters selected below, and V is a
homogeneous Lyapunov function for the case τ = 0, which exists due to Assumption 2 and satisfies (4) with µ > 2 if ν < 0

or µ > ν + 2 for ν > 0. Let us investigate positive definiteness of W . Obviously W (0) = 0 and

W (xt) ≥ c1|x(t)|µr + b

∫ t

t−τ
|x(s)|ρrds− w

∫ t

t−τ
max{|x(t)|µ−1r |x(s)|ν+1

r , |x(t)|µ+νr }ds,

where the first property from Lemma 5 was utilized. Therefore, the following inequalities have to hold for positivity of W :

c1|x(t)|µr + b

∫ t

t−τ
|x(s)|ρrds− wτ |x(t)|µ+νr ≥ 0,

c1|x(t)|µr + b

∫ t

t−τ
|x(s)|ρr − w|x(t)|µ−1r |x(s)|ν+1

r ds ≥ 0,

and the former is valid if

max{|x(t)|µr ,
∫ t

t−τ
|x(s)|ρrds} −

wτ

min{c1, b}
|x(t)|µ+νr ≥ 0

and, hence, for max{|x(t)|µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
wτ

min{c1,b}

)−µν
ν < 0

max{|x(t)|µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
wτ

min{c1,b}

)−µν
ν > 0
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the first inequality is true. For the latter, using Hölder’s inequality, we obtain:∫ t

t−τ
|x(s)|ν+1

r |x(t)|µ−1r ds ≤
(∫ t

t−τ
|x(s)|ρrds

) ν+1
ρ
(∫ t

t−τ
|x(t)|

ρ(µ−1)
ρ−ν−1
r ds

) ρ−ν−1
ρ

= τ
ρ−ν−1
ρ |x(t)|µ−1r

(∫ t

t−τ
|x(s)|ρrds

) ν+1
ρ

.

Then for positivity of W the property has to satisfy:

c1|x(t)|µr + b

∫ t

t−τ
|x(s)|ρrds− wτ

ρ−ν−1
ρ |x(t)|µ−1r

(∫ t

t−τ
|x(s)|ρrds

) ν+1
ρ

≥ 0

that is true provided the conditions of Lemma 4 are verified for a = |x(t)|r, b =
∫ t
t−τ |x(s)|ρrds, α = µ, β = 1, γ = µ − 1,

δ = ν+1
ρ and ` = wτ

ρ−ν−1
ρ

min{c1,b} , which can be formulated as: max{|x(t)|µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
wτ

ρ−ν−1
ρ

min{c1,b}

) 1

1−µ−1
µ

− ν+1
ρ with

ν+1
ρ < 1

µ for ν < 0, or max{|x(t)|µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
wτ

ρ−ν−1
ρ

min{c1,b}

) 1

1−µ−1
µ

− ν+1
ρ with ν+1

ρ > 1
µ for ν > 0. Hence, taking

ρ > µ(ν + 1) for ν < 0 or ρ < µ(ν + 1) for ν > 0 ensures positive definiteness of W outside of a vicinity of the origin Ω1

or locally at zero in Ω1, respectively.

The derivative of the Lyapunov-Krasovskii functional W (t) = W (xt) with respect to time for the system (3) takes the form:

Ẇ (t) = D+W (xt) =
dV (x(t))

dx(t)
F (x(t), x(t− τ)) + b[|x(t)|ρr − |x(t− τ)|ρr ]

+g[τ |x(t)|ρr −
∫ t

t−τ
|x(s)|ρrds] +

dV (x(t))

dx(t)
F (x(t), x(t))− dV (x(t))

dx(t)
F (x(t), x(t− τ)) +H(xt)

≤ −ς|x(t)|ν+µr + (b+ gτ)|x(t)|ρr − b|x(t− τ)|ρr − g
∫ t

t−τ
|x(s)|ρrds+H(xt),

where the property (4) was used and

H(xt) =

∫ t

t−τ
F (x(t), x(t− τ))>

d2V (x(t))

dx(t)2
F (x(t), x(s))

+
dV (x(t))

dx(t)

∂F (x(t), x(s))

∂x(t)
F (x(t), x(t− τ))ds.

Following Lemma 5,

|H(xt)| ≤
∫ t

t−τ
vmax{|x(t)|µ+2ν

r , |x(t)|µ−2r |x(s)|2ν+2
r , |x(t)|µ−2r |x(t− τ)|2ν+2

r }

+umax{|x(t)|µ+2ν
r , |x(t)|

µ
2−1
r |x(t− τ)|2ν+

µ
2 +1

r , |x(t)|
µ
2−1
r |x(s)|2ν+

µ
2 +1

r }ds

for ν < 0 or

|H(xt)| ≤
∫ t

t−τ
vmax{|x(t)|µ+2ν

r , |x(t)|µ−2r |x(s)|2ν+2
r , |x(t)|µ−2r |x(t− τ)|2ν+2

r }

+umax{|x(t)|µ+2ν
r , |x(t)|µ−1r |x(t− τ)|2ν+1

r , |x(t)|µ−1r |x(s)|2ν+1
r }ds

for ν > 0, and let us investigate the conditions of negative definiteness of Ẇ in the domains of positive definiteness of W for
different signs of degree ν. First,

− ς
3
|x(t)|ν+µr − g

3

∫ t

t−τ
|x(s)|ρrds+ (b+ gτ)|x(t)|ρr ≤ 0

that follows

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} − 3

b+ gτ

min{ς, g}
|x(t)|ρr ≥ 0,
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and which is satisfied for ν < 0 provided that ν + µ > ρ and max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
3 b+gτ
min{ς,g}

) ν+µ
ν+µ−ρ

; or for

ν > 0 if ν + µ < ρ and max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
3 b+gτ
min{ς,g}

) ν+µ
ν+µ−ρ

. Second,

ς

3
|x(t)|ν+µr +

b

2
|x(t− τ)|ρr +

∫ t

t−τ

g

3
|x(s)|ρr − vmax{|x(t)|µ+2ν

r , |x(t)|µ−2r |x(s)|2ν+2
r , |x(t)|µ−2r |x(t− τ)|2ν+2

r }ds ≥ 0

if the series of inequalities

ς

3
|x(t)|ν+µr +

g

3

∫ t

t−τ
|x(s)|ρrds− vτ |x(t)|µ+2ν

r ≥ 0,

ς

3
|x(t)|ν+µr +

b

2
|x(t− τ)|ρr +

g

3

∫ t

t−τ
|x(s)|ρrds− vτ |x(t)|µ−2r |x(t− τ)|2ν+2

r ≥ 0,

ς

3
|x(t)|ν+µr +

∫ t

t−τ

g

3
|x(s)|ρr − v|x(t)|µ−2r |x(s)|2ν+2

r ds ≥ 0

is verified simultaneously. The first inequality follows

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} −

3vτ

min{ς, g}
|x(t)|µ+2ν

r ≥ 0,

then it is satisfied for max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
3vτ

min{ς,g}

)− ν+µν
and ν < 0 or max{|x(t)|ν+µr ,

∫ t
t−τ |x(s)|ρrds} ≤(

3vτ
min{ς,g}

)− ν+µν
and ν > 0. For the second relation, by applying Young’s inequality to the term |x(t)|µ−2r |x(t− τ)|2(ν+1)

r we
get:

ς

3
|x(t)|ν+µr − v ρ− 2(ν + 1)

ρ
τ |x(t)|

(µ−2)ρ
ρ−2(ν+1)
r +

g

3

∫ t

t−τ
|x(s)|ρrds+

(
b

2
− v 2(ν + 1)

ρ
τ

)
|x(t− τ)|ρr ≥ 0

that for b
2 ≥ v

2(ν+1)
ρ τ follows from

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} − 3v

ρ− 2(ν + 1)

ρmin{ς, g}
τ |x(t)|

(µ−2)ρ
ρ−2(ν+1)
r ≥ 0,

which is true for max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
3v ρ−2(ν+1)

ρmin{ς,g}τ
) (ρ−2(ν+1))(ν+µ)

(ν+2)ρ−2(ν+1)(µ+ν)

, ρ > 2(ν + 1)µ+νν+2 and ν < 0, or

max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
3v ρ−2(ν+1)

ρmin{ς,g}τ
) (ρ−2(ν+1))(ν+µ)

(ν+2)ρ−2(ν+1)(µ+ν)

, 2(ν + 1) < ρ < 2(ν + 1)µ+νν+2 and ν > 0. To check the

third property, by applying Hölder’s inequality to the term
∫ t
t−τ |x(s)|2ν+2

r |x(t)|µ−2r ds we derive:

ς

3
|x(t)|ν+µr +

g

3

∫ t

t−τ
|x(s)|ρrds− vτ

ρ−2ν−2
ρ |x(t)|µ−2r

(∫ t

t−τ
|x(s)|ρrds

) 2ν+2
ρ

≥ 0,

which is true provided the conditions of Lemma 4 are verified for a = |x(t)|r, b =
∫ t
t−τ |x(s)|ρrds, α = ν+µ, β = 1, γ = µ−2,

δ = 2ν+2
ρ and ` = 3vτ

ρ−2ν−2
ρ

min{ς,g} , and that can be formulated as: max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
3vτ

ρ−2ν−2
ρ

min{ς,g}

) 1

1− µ−2
ν+µ

− 2ν+2
ρ

with (ν + µ) 2ν+2
ν+2 < ρ for ν < 0, or max{|x(t)|ν+µr ,

∫ t
t−τ |x(s)|ρrds} ≤

(
3vτ

ρ−2ν−2
ρ

min{ς,g}

) 1

1− µ−2
ν+µ

− 2ν+2
ρ with (ν + µ) 2ν+2

ν+2 > ρ for

ν > 0. Finally, for ν < 0 the property

ς

3
|x(t)|ν+µr +

b

2
|x(t− τ)|ρr +

∫ t

t−τ

g

3
|x(s)|ρr − umax{|x(t)|µ+2ν

r , |x(t)|
µ
2−1
r |x(t− τ)|2ν+

µ
2 +1

r , |x(t)|
µ
2−1
r |x(s)|2ν+

µ
2 +1

r }ds ≥ 0,
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follows the series of inequalities:

ς

3
|x(t)|ν+µr +

g

3

∫ t

t−τ
|x(s)|ρrds− uτ |x(t)|2ν+µr ≥ 0,

ς

3
|x(t)|ν+µr +

b

2
|x(t− τ)|ρr +

g

3

∫ t

t−τ
|x(s)|ρrds− uτ |x(t)|

µ
2−1
r |x(t− τ)|2ν+

µ
2 +1

r ≥ 0,

ς

3
|x(t)|ν+µr +

∫ t

t−τ

g

3
|x(s)|ρr − u|x(t)|

µ
2−1
r |x(s)|2ν+

µ
2 +1

r ds ≥ 0.

The first inequality can be treated directly, and it is satisfied for max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≥

(
3uτ

min{ς,g}

)− ν+µν
. For the

second case, applying Young’s inequality we obtain

ς

3
|x(t)|ν+µr − uτ

ρ− µ
2 − 2ν − 1

ρ
|x(t)|

(
µ
2

−1)ρ

ρ−µ
2

−2ν−1

r +
g

3

∫ t

t−τ
|x(s)|ρrds+

(
b

2
− u

µ
2 + 2ν + 1

ρ
τ

)
|x(t− τ)|ρr ≥ 0

that for b
2 ≥ u

µ
2 +2ν+1

ρ τ it is followed by

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} − 3u

ρ− µ
2 − 2ν − 1

ρmin{ς, g}
τ |x(t)|

(
µ
2

−1)ρ

ρ−µ
2

−2ν−1

r ≥ 0,

which is true for

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} ≥

(
3u
ρ− µ

2 − 2ν − 1

ρmin{ς, g}
τ

) (ρ−µ
2

−2ν−1)(ν+µ)

(ν+µ)(ρ−µ
2

−2ν−1)−(
µ
2

−1)ρ

and ρ > max{µ2 + 2ν + 1,
2(ν+µ

2 )2+ν+( ν2+1)µ

ν+1+µ
2

}. Finally, for the third property using Hölder’s inequality, we get

ς

3
|x(t)|ν+µr +

g

3

∫ t

t−τ
|x(s)|ρrds− uτ

ρ−µ
2

−2ν−1

ρ |x(t)|
µ
2−1
r

(∫ t

t−τ
|x(s)|ρrds

) µ
2

+2ν+1

ρ

≥ 0,

which is true provided the conditions of Lemma 4 are verified for a = |x(t)|r, b =
∫ t
t−τ |x(s)|ρrds, α = ν + µ, β = 1,

γ = µ
2 − 1, δ =

µ
2 +2ν+1

ρ and ` = 3uτ
ρ−µ

2
−2ν−1

ρ

min{ς,g} , and that can be formulated as:

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} ≥

3uτ
ρ−µ

2
−2ν−1

ρ

min{ς, g}


1

1−
µ
2

−1

ν+µ
−
µ
2

+2ν+1

ρ

with (ν + µ)
µ
2 +2ν+1

ν+µ
2 +1 < ρ. For ν > 0 the property

ς

3
|x(t)|ν+µr +

b

2
|x(t− τ)|ρr +

∫ t

t−τ

g

3
|x(s)|ρr − umax{|x(t)|µ+2ν

r , |x(t)|µ−1r |x(t− τ)|2ν+1
r , |x(t)|µ−1r |x(s)|2ν+1

r }ds ≥ 0,

follows the series of inequalities:

ς

3
|x(t)|ν+µr +

g

3

∫ t

t−τ
|x(s)|ρrds− uτ |x(t)|2ν+µr ≥ 0,

ς

3
|x(t)|ν+µr +

b

2
|x(t− τ)|ρr +

g

3

∫ t

t−τ
|x(s)|ρrds− uτ |x(t)|µ−1r |x(t− τ)|2ν+1

r ≥ 0,

ς

3
|x(t)|ν+µr +

∫ t

t−τ

g

3
|x(s)|ρr − u|x(t)|µ−1r |x(s)|2ν+1

r ds ≥ 0.

The first inequality as before is satisfied for max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
3uτ

min{ς,g}

)− ν+µν
. For the second case, applying
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Young’s inequality we obtain

ς

3
|x(t)|ν+µr − uτ ρ− 2ν − 1

ρ
|x(t)|

(µ−1)ρ
ρ−2ν−1
r +

g

3

∫ t

t−τ
|x(s)|ρrds+

(
b

2
− u2ν + 1

ρ
τ

)
|x(t− τ)|ρr ≥ 0

that for b
2 ≥ u

2ν+1
ρ τ is followed by

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} − 3u

ρ− 2ν − 1

ρmin{ς, g}
τ |x(t)|

(µ−1)ρ
ρ−2ν−1
r ≥ 0,

which is true for max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
3u ρ−2ν−1

ρmin{ς,g}τ
) (ρ−2ν−1)(ν+µ)

(ν+1)ρ−(2ν+1)(ν+µ)

, 2ν+ 1 < ρ < (2ν+1)(ν+µ)
ν+1 . Finally, for

the third case using Hölder’s inequality, we get

ς

3
|x(t)|ν+µr +

g

3

∫ t

t−τ
|x(s)|ρrds− uτ

ρ−2ν−1
ρ |x(t)|µ−1r

(∫ t

t−τ
|x(s)|ρrds

) 2ν+1
ρ

≥ 0,

which is true provided the conditions of Lemma 4 are verified for a = |x(t)|r, b =
∫ t
t−τ |x(s)|ρrds, α = ν+µ, β = 1, γ = µ−1,

δ = 2ν+1
ρ and ` = 3uτ

ρ−2ν−1
ρ

min{ς,g} , and that can be formulated as max{|x(t)|ν+µr ,
∫ t
t−τ |x(s)|ρrds} ≤

(
3uτ

ρ−2ν−1
ρ

min{ς,g}

) 1
ν+1
ν+µ

− 2ν+1
ρ with

(2ν+1)(ν+µ)
ν+1 > ρ. Therefore, we established the conditions that

Ẇ (t) < 0

for xt ∈ Ω2 with ν < 0 or for xt ∈ Ω2 with ν > 0.

Hence, the parameters of the Lyapunov-Krasovskii functional have to respect the constraints:

b >
τ

ρ
max{4v(ν + 1), u(µ+ 4ν + 2)}, g > 0.

Next, taking into account the admissible set of values for µ, the restrictions imposed on ρ can be summarized as follows for
ν < 0:

max

{
µ(ν + 1), 2(ν + 1)

µ+ ν

ν + 2
,

2(ν + µ
2 )2 + ν + (ν2 + 1)µ

ν + 1 + µ
2

, (ν + µ)
µ
2 + 2ν + 1

ν + µ
2 + 1

}
< ρ < ν + µ,

or for ν > 0:

max{ν + µ, 2(ν + 1)} < ρ < min{µ(ν + 1), 2(ν + 1)
µ+ ν

ν + 2
,

(2ν + 1)(ν + µ)

ν + 1
}.

It is straightforward to check that for both signs of degree ν there is a non-empty interval of admissible values for ρ under
the given restrictions on µ. Consequently, the properties

W (xt) > 0, D+W (xt) < 0

are obtained for xt ∈ Ω with ν < 0 or for xt ∈ Ω with ν > 0, where the expressions for the sets Ω,Ω are given in the
formulation of the theorem.

Note that V can be just twice differentiable having bounded d2V (y)
dy2 for y ∈ Sr (this property is used to calculate v in

Lemma 5).

Remark 2. The local convergence to the origin in the case of ν > 0 or the global convergence to its neighborhood for ν < 0

follows from the result of Theorem 1 using the standard Lyapunov or Lyapunov-Krasovskii arguments [32], [2], [33].

Qualitatively, this theorem confirms the results of [27], [34], [13], [20], but it also has some quantitative estimates on the
domains of stability (which are included in the sets Ω and Ω) and gives the explicit relations between all parameters. Contrarily
[13], [20], there is no requirement on continuity of F with respect to both arguments in our results. In addition, a universal
expression W (xt) of a Lyapunov-Krasovskii functional is presented, which can be used for any homogeneous systems of
non-zero degree (it also suits for ones admitting local homogeneous approximations [31], [12]), while the estimates derived in
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the proof of Theorem 1 can be strengthened as

α

(
|x(t)|µr +

∫ t

t−τ
|x(s)|ρrds

)
≤W (xt) ≤ α

(
|x(t)|µr +

∫ t

t−τ
|x(s)|ρrds

)
,

Ẇ (t) ≤ −α
(
|x(t)|µ+νr + |x(t− τ)|ρr +

∫ t

t−τ
|x(s)|ρrds

)
for all xt ∈ Ω with ν < 0 or for all xt ∈ Ω with ν > 0, for suitably defined 0 < α ≤ α and α > 0, which is equivalent to

Ẇ ≤ −α̃W 1+ ν
µ

for some α̃ > 0 dependent on Ω or Ω. Note that

max{|x(t)|ν+µr ,

∫ t

t−τ
|x(s)|ρrds} ≤ max{1, τ}max{‖xt‖ν+µr , ‖xt‖ρr},

then the set Ω can be re-formulated using the standard norm. Similarly, ‖xt‖ = |x(t− θ)| for some θ ∈ [−τ, 0], then

|x(t− θ)| = |x(t)−
∫ t

t−θ
ẋ(s)ds| ≤ |x(t)|+

∫ t

t−τ
|ẋ(s)|ds

≤ σr(|x(t)|r) +

∫ t

t−τ
σr(|F (x(s), x(s− τ))|r)ds,

next defining κ = sup|ξ|r≤1,|ζ|r≤1 |F (ξ, ζ)|r and λ = max{|x(s)|r, |x(s− τ)|r} we obtain:

‖xt‖ ≤ σr(|x(t)|r) +

∫ t

t−τ
σr(κmax{λ1+r

−1
min , λ1+r

−1
max})ds

≤ σr(|x(t)|r) +

∫ t

t−2τ
σr(2κ (2|x(s)|r)1+r

−1
min) + σr(2κ (2|x(s)|r)1+r

−1
max)ds,

which implies that for an extended space C[−2τ,0] the set Ω also can be presented using the conventional norm.

Remark 3. It is important to highlight, that the parameter b of the Lyapunov-Krasovskii functional W can be selected
proportionally to max{τ, τω} with ω < ρ−ν−1

ρ , then the domain of convergence estimated in Ω,Ω becomes also proportional to
τ . In other words, the obtained estimates imply that when the value of delay τ is approaching zero, the domain of convergence
to the origin for ν > 0 grows to infinity, while the zone globally attracting the trajectories for ν < 0 shrinks to the origin.

Remark 4. Denote 1 = [1, . . . , 1]>, then 1–homogeneous systems are homogeneous in the standard (Euler) sense. The result
of Theorem 1 in the case of standard homogeneity and positive degree was obtained in [28]. Nevertheless, the result proven
in Theorem 1 for the case of weighted homogeneity has sense, since a transformation of r–homogeneous dynamics to the
corresponding 1–homogeneous can be tricky. Indeed, there exist transformations of coordinates making an r–homogeneous
system 1–homogeneous [35], e.g.,

yi = |xi|qr
−1
i sign(xi), i = 1, n.

However, such a transformation may not preserve stability properties of (3). For an example, consider a double integrator
stabilized by a delayed feedback that satisfies the conditions of assumptions 1 and 2 for r = [1, 1 + ν] with the degree
ν ∈ [−0.5, 0):

ẋ1(t) = x2(t),

ẋ2(t) = −k1|x1(t− τ)|1+2νsign(x1(t− τ))− k2|x2(t− τ)|
1+2ν
1+ν sign(x2(t− τ)).

The derivative of F with respect to the first (non-delayed) argument is well-defined. Consider a change of coordinates:

y1 = x1, y2 = |x2|
1

1+ν sign(x2),
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then in the new coordinates we obtain:

ẏ1(t) = |y2(t)|1+νsign(y2(t)),

ẏ2(t) = −|y2(t)|−ν k1
1 + ν

|y1(t− τ)|1+2νsign(y1(t− τ))− |y2(t)|−ν k2
1 + ν

|y2(t− τ)|1+2νsign(y2(t− τ)),

which is 1–homogeneous of degree 1 + ν, but it has a continuum of equilibria on the line y2 = 0 (a change of the time
t̃ =

∫ t
0
|y2(s)|−νds is hard to apply here due to the presence of delay).

The requirement on boundedness of the derivative of F with respect to the first argument (imposed in Assumption 1) can
be relaxed by considering a special form of the system:

Corollary 1. Let F (x, z) = F1(x) +F2(z) for some functions F1, F2 : Rn → Rn, the system (3) be r–homogeneous of degree

ν ≥ −rmin, sup|ξ|r≤1,|ζ|r≤1 |F (ξ, ζ)| < +∞ and Assumption 2 hold. Then for any value of the delay τ > 0 the properties

W (xt) > 0, D+W (xt) < 0

are satisfied for xt ∈ Ω if ν < 0 or for xt ∈ Ω if ν > 0, where

W (xt) = V (x(t)) + b

∫ t

t−τ
|x(s)|ρrds+ g

∫ t

t−τ
(s− t+ τ)|x(s)|ρrds

+

∫ t

t−τ

dV (x(t))

dx
F2(x(s))ds,

is a Lyapunov-Krasovskii functional for (3); the meaning and constraints imposed on parameters b, g and ρ are the same as

in Theorem 1 under substitution u = 0.

Proof. The proof follows exactly the steps of the proof of Theorem 1 taking into account that

H(xt) =

∫ t

t−τ
F (x(t), x(t− τ))>

d2V (x(t))

dx(t)2
F2(x(s))ds

and there is no term proportional to u in the analysis.

Let us demonstrate applicability of the presented results on a real case.

IV. APPLICATION

In the paper [36], for a super-twisting differentiation/observation algorithm,

ẋ1(t) = −k1
√
|x1(t)|sign(x1(t)) + x2(t),

ẋ2(t) = −k2sign(x1(t)),

x(t) = [x1(t), x2(t)]> ∈ R2, where 0 < k2 < k1 < +∞ are the observer gains, the following Lyapunov function has been
proposed:

V (x) = η1x
2
1 + η2x1x2|x2|+ η3x

4
2,

for η1, η3 ∈ R+ and η2 ∈ R, which is continuously differentiable, and its second derivative is discontinuous (it contains
sign(x2)) but bounded on any compact set, hence, the constant v can be estimated. It is straightforward to check that the
system and the Lyapunov function are r–homogeneous of degrees ν = −1 and µ = 4, respectively, with r = [2, 1]>. Assume
that the actual output injection exhibits a delay τ > 0:

ẋ1(t) = −k1
√
|x1(t− τ)|sign(x1(t− τ)) + x2(t),

ẋ2(t) = −k2sign(x1(t− τ)),

then all conditions of Corollary 1 are satisfied, and such a F (x(t), x(t− τ)) is continuously differentiable with respect to the
first argument.
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Figure 1. Behavior of trajectories of the system

Figure 2. Behavior of norms on the trajectories of the system

Let
τ = 0.5, k1 = 2, k2 = 0.1,

then according to the procedure of selection of parameters of the Lyapunov function given in [36]:

η1 = 4, η2 = −2, η3 = 5.

The admissible interval for ρ is [1.5, 3], and let ρ = 2.25. For the norm |x|r =
√
|x1|+ |x2|, using a grid with 200 points on

Sr we compute:
c1 = 0.434, ς = 0.411, w = u = 42.62, v = 411.616.

Take g = 10 and b = 19 > τ
ρ max{4v(ν + 1), u(µ+ 4ν + 2)} to respect the restriction of the corollary, then finally we get:

$1 = 5.838× 106, $2 = 2.934× 1010.

An example of the system trajectory is shown in Fig. 1, where behavior of x1(t) and x2(t) are depicted using red solid
and blue dash lines, respectively. The system is converging to a limit cycle. An example of the comportment of the norms
y(t) = max{|x(t)|νr ,

∫ t
t−τ |x(s)|ρrds} and ψ(t) = max{|x(t)|ν+µr ,

∫ t
t−τ |x(s)|ρrds} are presented using red solid and blue dash

lines, respectively, in Fig. 2. As we can conclude from these results of simulation, the obtained estimates are rather moderate,
and for a concrete example the methodology has to be properly adjusted to reduce the conservativeness.

V. CONCLUSIONS

Considering the homogeneous systems with non-zero degree, which are asymptotically stable without delay, it is proposed a
corresponding generic structure of a Lyapunov-Krasovskii functional, which allows also evaluation of the domain of convergence
in the presence of any constant delay. In particular, we show that for the systems with a positive degree, the domain of
convergence to the origin is inversely proportional to the value of the delay; while for the system with a negative degree, the
size of the vicinity of the origin, which globally attracts all trajectories, is proportional to the value of delay. This Lyapunov-
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Krasovskii functional can be useful for analysis of convergence of discretization of solutions of homogeneous delayed nonlinear
systems by using Euler method, which is a direction of future research.
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