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Abstract—In this paper, we propose an approach relying on
multiclass N-pair loss based deep metric learning in recurrent
conditional variational autoencoder (RCVAE). We used RCVAE
for implementation of multispeaker expressive text-to-speech
(TTS) system. The proposed approach condition text-to-speech
system on speaker embeddings, and leads to clustering the latent
space representation with respect to emotion. The deep metric
learning helps to reduce the intra-class variance and increase the
inter-class variance in latent space. Thus, we present multiclass
N-pair loss to enhance the meaningful representation of the latent
space.

For representing the speaker, we extracted speaker embed-
dings from the x-vector based speaker recognition model trained
on speech data from many speakers. To predict the vocoder
features, we used RCVAE for the acoustic modeling, in which
the model is conditioned on the textual features as well as on
the speaker embedding. We transferred the expressivity by using
the mean of the latent variables for each emotion to generate
expressive speech in different speaker’s voices for which no
expressive speech data is available. We compared the results
with those of the RCVAE model without multiclass N-pair loss
as baseline model. The performance measured by mean opinion
score (MOS), speaker MOS, and expressive MOS shows that N-
pair loss based deep metric learning significantly improves the
transfer of expressivity in the target speaker’s voice in synthesized
speech.

Index Terms—text-to-speech, variational autoencoder, deep
metric learning, expressivity

I. INTRODUCTION

Evolution of text-to-speech (TTS) models have shown that
parameterisation of waveform is still a critical step for achiev-
ing state-of-the-art performance. The development of end-to-
end text-to-speech models are heavily relying on encoder-
decoder attention based neural network architectures which
map textual vector representation to sequence of frames of
spectrograms [1- 4]. At present, the style of the produced
speech signal is neutral, which results from the type of
data used to train the models. Interacting with this genera-
tion of speech synthesis system for a long duration, makes
it monotonous and less interactive. Multispeaker expressive
speech synthesis is still an open problem due to limited
availability of expressive speech corpora and time involved in
collection and annotation of such corpora for a new speaker.

The work done by [11], proposed expressivity transplan-
tation as an extension to speaker adaptation using Latent

Hidden Unit Contribution (LHUC) units. Also, in [12] a layer
adaptation technique is proposed, which is similar to domain
adaptation. With reasonable results, the above approaches are
limited to work in a single speaker text-to-speech framework.

Several approaches have been proposed previously to trans-
fer expressivity either by controlling the prosody parameters
in latent space for speech synthesis or by transferring the
expressivity using interpolation of conditional embeddings of
speaker identity and prosody embedding [5-10]. In [5, 6]
authors proposed to adopt the variational autoencoder (VAE)
framework within end-to-end TTS systems such as voiceLoop,
and tacotron [1, 4], to transform parameterized speech into la-
tent representation and disentangle the latent speech attributes
such as prosody, and speaker. In [26], the author proposed a
conditional VAE (CVAE) model for expressive audio-visual
synthesis. The CVAE model is constrained for single speaker
audio-visual synthesis. In our work, we present x-vector based
speaker embedding, which paved the way to build a multi-
speaker expressive TTS system. In our approach recurrent
VAE based acoustic model is conditioned on textual features
along with speaker embedding. With this conditioning, we
expect to extract emotion information in latent space repre-
sentation.

To transfer the expressivity, creating well clustered latent
representation of emotions is a crucial factor for producing
expressivity in synthesised speech. To enhance the latent
space representation, we propose using deep metric learning
framework along with variational inference [13]. Deep metric
learning has been widely used for training discriminative mod-
els for computer vision applications [14, 15]. For augmenting
deep metric learning along with variational inference, we
proposed to use multi class N-pair loss as a deep metric
learning.

In [7-9] authors proposed to use reference encoder models
to learn disentangling in latent space, the speaker embedding
which is then used to derive speech signal for the desired
speaker in a tacotron based speech synthesis system. Contrary
to this approach, we propose a transfer learning approach
where speaker information is derived from x-vector embed-
dings extracted from pertained speaker recognition model.
The x-vector embedding maps variable length utterances to
text independent fixed dimensional embeddings, which are



trained using deep neural network that discriminate between
speakers [16]. The extracted x-vector embeddings are used to
build a speaker encoder network that will produce speaker
representation for the multi-speaker TTS task.

In this paper, we present the deep variational metric learning
for the acoustic model in section II. We discuss speaker em-
beddings created for French speaker using pretrained speaker
recognition model in section III. We provide details about
speech and text data preprocessing for training multi-speaker
expressive TTS system in section IV. Afterwards, we present
the experimentation set up in section V and section VI dis-
cusses the results obtained using the RCVAE model with and
without multiclass N-pair loss to show impact in the transfer
of expressivity.

II. MODEL

Variational autoencoders were introduced in 2013 by
Kingma and Rezende independently [17, 18]. Variational au-
toencoders have components such as encoder, decoder and loss
function. The loss function corresponds to the reconstruction
loss plus a regularization term defined with a Kullback-
Leibler (KL) divergence. The reconstruction loss represents
the expectation over the reconstruction of input, logP (x|z, c).
The KL divergence measure indicates how close the learned
distribution Q(z|x, c) is to the true prior distribution P (z|c).
We applied a λ factor to the KL divergence term as explained
in VAE architecture [19] (as mentioned in Eq 1.). This
facilitates the VAE model to avoid the sudden drop in KL
loss term and it also helps to enhance the disentangled latent
space representation with good interpretability of the latent
variable.

Loss = Ez[logP (x|z, c)] + λKL[Q(z|x, c)‖P (z|c)]

+log(1 +

N−1∑
i=1

exp(z>z−i − z
>z+)) (1)

For the RCVAE architecture, we implemented bidirectional
long short term memory (BLSTM) based encoder network,
presented with a sequence of input data, x along with condition
c. In the encoder network, the last hidden state of BLSTM
network is given to feedforward layers to estimate both mean
and variance to describe the encoder’s latent space distribution.
Similar to the encoder network, the decoder network also have
bidirectional long short term memory layers, which takes as
input a latent variable z and the condition c, to generate the
output sequence x. During the inference, we sample, z from
the latent space and give it to the decoder network along with
the condition c, as shown in Fig 1.

The focus of the presented work is on implementation of
acoustic model with multi class N-pair loss training using
RCVAE architecture. In this framework, we used explicit
duration model to predict the number of acoustic feature
frames required to synthesize the speech for a given text. Thus,
for predicting duration for each phoneme, we used BLSTM
based neural network as explained in [27].

Fig. 1. RCVAE architecture used for acoustic model. Here, x is a sequence
of input features to be reconstructed as x̂, c is condition µ and σ are mean
and standard deviation parameters provided by the encoder network, and used
to generate the latent representation z.

For the acoustic model, the condition c corresponds to
textual features, duration information and speaker embedding
and x̂ represent the predicted acoustic features. The proposed
RCVAE architecture integrates the textual and speaker infor-
mation in the condition c, and we observed emotion in the
latent space representation as shown in Fig 2. In inference
phase, we used mean value of latent variables to synthesize
expressive speech. Therefore, choosing an appropriate latent
variable is a crucial factor in generating appropriate expres-
sivity in synthesized speech.

We propose to add a multi class N-pair loss criteria as a
deep metric learning to variational inference along with recon-
struction loss and KL loss. Multiclass N-pair loss has shown
superior performance compared to triplet loss or contrastive
loss by considering one positive sample and N − 1 negative
samples for N classes [15]. This loss criteria increases the in-
tercluster distance from N−1 negative samples and decreases
the intracluster distance between positive samples and training
example. In this case, positive samples refer to latent variables
from same emotion class and negative samples corresponds
to examples of different emotion classes. For N classes, z+

is a positive sample and {z−i }
N−1
1 samples are from negative

classes as stated in Eq. 1. For sampling positive and negative
examples, we used precomputed mean of latent variables for
each emotion.

To show that the addition of multiclass N-pair loss improves
the overall performance of multi-speaker TTS and transfer
of expressivity to the target speaker’s voice, we plotted a t-
SNE plot using latent variables z generated using encoder
network in RCVAE. The t-SNE plots in Fig. 2 shows that
without using N-pair loss, the latent representations of the
emotions overlap (left side). However, including N-pair loss
in the training process leads to rather well separated clusters
associated to each emotion. In the following experimentation,
we compared the performance of the RCVAE acoustic model
without multiclass N-pair loss as a baseline model and with
multiclass N-pair loss as the proposed model.

III. SPEAKER EMBEDDING

The encoder-decoder network in RCVAE is explicitly condi-
tioned on the speaker to disentangle the expressive information



in latent space. To capture this speaker’s information, we
propose to create speaker embedding from reference speech
samples. These embeddings should represent only character-
istics of speaker identity irrespective of the textual content in
the reference speech sample. For generating such embeddings,
we proposed to develop a speaker encoder using x-vector
embeddings extracted from a pretrained speaker recognition
model.

The x-vector embeddings are deep neural network based
embeddings trained on time-delay neural networks with a
statistical pooling layer trained for the speaker recognition
task [16]. Firstly, we extracted x-vector embeddings from the
pretrained speaker recognition model trained on the voxceleb
corpus available in the Kaldi tool [20, 21]. To adapt the
speaker embeddings to French speakers, we used extracted
x-vector embeddings to train a feedforward neural network
based speaker recognition model for discriminating between
the speakers of our French speech synthesis corpora. Also, we
reduced the dimension of speaker embeddings by taking the
output of the last hidden layer of feedforward neural networks
in the French speaker recognition model.

IV. DATA PREPARATION

We worked with 4 speech corpora, namely Lisa [12], a
French female neutral corpus (approx. 3 hrs), Caroline [26], a
French female expressive corpus (approx. 9hrs), SIWIS [23],
a French female neutral corpus (approx. 3 hrs), and Tundra
[24], A French male neutral corpus (approx. 2hrs). Caroline
expressive speech corpus consists of several emotions, namely
joy, surprise, fear, anger, sadness, and disgust (approx. 1hr for
each emotion and 3hrs for neutral). For each emotion, there
are approximately 500 utterances for a total of 1hr duration.
All the speech signals were used at a sampling rate of 16 kHz.

We parameterized speech using the WORLD vocoder [22]
with 187 acoustic features computed every 5 milliseconds,
namely 180 spectral features as Mel generalized cepstrum co-
efficients (mgc), 3 log fundamental frequencies (lf0), 3 band-
aperiodicities (bap) and 1 value for voiced-unvoiced informa-
tion (vuv). Based on the mean and standard deviation values,
the acoustic features extracted from the WORLD vocoder
were z-normalized. We used the front-end test processor from
SOJA-TTS (developed internally in our team) for converting
French text to linguistic features also known as context labels
(dimension 180) which include pentaphone information.

V. EXPERIMENTATION

For implementing RCVAE architecture, we incorporated
2 layers of BLSTM network of 256 hidden units for both
encoder network and decoder network with a latent variable of
50 dimensions, a learning rate of 0.0001, Adam optimizer was
initialized with default parameters and a batch size of 10 and
lambda factor of 0.001. The model wass trained until the 100th
epoch. To ensure better convergence of model parameters
multi-class N-pair loss was activated only after the first 5
epochs. Also, for the baseline model, we trained the RCVAE
model without deep metric learning.

Fig. 2. t-SNE plot of latent representation of RCVAE acoustic model (left
side) and RCVAE acoustic model with npair loss (right side). Each color
represents the emotion.

In the inference phase, we used the mean of latent variables
constituting given emotions as latent variable to synthesize a
particular emotion. As mentioned before, we implemented a
duration model explicitly for each speaker using the BLSTM
network of 512 hidden units with the same configuration
of batch size, learning rate, and optimizer as of RCVAE
architecture.

With respect to speaker embeddings, we extracted 512-
dimensional x-vector from the speaker recognition model
trained on the voxceleb corpus [20] for all speech samples
in the corpus. Thereafter, we implemented 5 layers of feed-
forward neural network trained to classify 4 French speakers
(corresponding to our speech synthesis corpora) with (512-
256-128-64-16) hidden units, using cross-entropy loss criteria,
Adam optimizer, and 50 epochs of training. We extracted
speaker embedding for each speech sample by taking the
output of the last hidden layer of dimension 16.

VI. RESULTS

We carried out the Mean Opinion Score (MOS) [25] per-
ception test for evaluating our multi-speaker expressive text-
to-speech synthesis system. For the MOS perception test, each
listener had to score the synthesized speech stimuli from 1 to
5, where 1 is bad and 5 is excellent, considering intelligibility,
naturalness, and quality of the speech stimuli. With this test,
we evaluated TTS for all speakers and all the emotions present
in the Caroline corpus. 12 French listeners participated in the
perception test; each listener had to score 5 stimuli for each
speaker-emotion pair randomly chosen from the test set. The
results of the MOS test are shown in Table 1 with an associated
95% confidence interval. The MOS scores for all speakers
except Caroline have comparably similar results, in which
Lisa speaker received the highest score for both the models
trained with and without deep metric learning. The average
MOS score for Caroline’s voice is 2.4 for RCVAE model and
2.9 for RCVAE with N-pair loss. The MOS score presented
for Caroline speaker in Table I represents the average score
obtained for Caroline’s neutral voice and for all Caroline
emotions (with associated confidence interval). Due to limited
training data (1hr) for each emotion for Caroline’s voice, MOS
score performance on Caroline’s speech synthesis is lower



TABLE I
MOS SCORE FOR EVALUATION OF MULTI-SPEAKER TTS SYSTEM

Baseline MOS Caroline Lisa Siwis Tundra
RCVAE 2.4 ± 0.3 2.8 ± 0.7 2.6 ± 0.8 2.7 ± 0.2

RCVAE+N-pair 2.9 ± 0.2 3.1 ± 0.6 3.0 ± 0.5 2.9 ± 0.4

TABLE II
SPEAKER MOS SCORE FOR EVALUATION OF TRANSFER OF SPEAKER

CHARACTERISTICS

Speaker MOS Lisa Siwis Tundra
RCVAE 2.3 ± 0.2 2.2 ± 0.1 2.7 ± 0.3

RCVAE+N-pair 3.0 ± 0.1 2.7 ± 0.3 2.9 ± 0.2

TABLE III
EXPRESSIVE MOS SCORE FOR EVALUATION OF TRANSFER OF

EXPRESSIVITY

Expressive MOS Lisa Siwis Tundra
RCVAE 1.4 ± 0.4 1.5 ± 0.3 1.7 ± 0.5

RCVAE+N-pair 1.9 ± 0.3 1.9 ± 0.4 2.0 ± 0.2

compared to other speakers. The results presented in Table
I show that deep variational learning approach leads to better
results, this is also in line with the better seperation between
emotions in the latent space, as observed from the t-SNE plots
in Fig 2.

We used speaker MOS and expressive MOS to evaluate
the performance of the proposed architecture transferring
expressivity onto other speaker voices. In the speaker MOS
perception test, we instructed listeners to provide a score about
the similarity between the original speaker speech stimuli
and synthesized expressive speech in a range of 1 (bad) to
5 (excellent). Likewise, we also directed listeners to score
expressivity observed in the synthesized expressive speech
stimuli on a scale of 1 (bad) to 5 (excellent) depending on
the closeness of expressive characteristics in speech stimuli
compared to original expressive speech stimuli. 12 French
listeners participated in a perception test, each listener scored 3
sets of stimuli for each target speaker-emotion pair. The results
of expressive MOS and speaker MOS are shown in Table II
and Table III, with associated 95% confidence interval. Figure
3 and 4 display the speaker MOS and expressive MOS scores
relating to the transfer of expressivity respectively. Figure 3
and 4 show that 3 speakers have similar results for all emotion,
Siwis speaker got slightly lower score compared to other
speakers.

The obtained results showed that the addition of deep metric
learning certainly improves the representation of expressivity.
Consequently, this improves the performance of transfer of
expressivity. The presented work is the first approach that uses
deep metric learning in a variational inference framework to
improve the performance of latent space representation in a
multi-speaker expressive TTS system.

Furthermore, speaker MOS showed that while transferring
expressive knowledge, addition of N-pair loss to architecture

Fig. 3. RCVAE model with N-pair loss, Speaker MOS score for all emotions
and speakers

Fig. 4. RCVAE model with N-pair loss, Expressive MOS score for all
emotions and speakers

improve retainment of the speaker characteristics. Also results
from Table III showed that the system is able to equally
transfer the expressivity not only from female (Caroline) to
female (Lisa, Siwis) speakers but also from female (Caroline)
to male (Tundra) speaker. In addition, our proposed approach
shows better performance for Lisa speaker than previous layer
adaptation [12] approach for both speaker MOS and expressive
MOS. From Fig. 3 and 4, Tundra speaker shows that sad
and surprise are the emotions perceived as close to expressive
characteristics with respect to the original reference speech
provided in evaluation. While anger is the least perceive
emotion for all speakers. On the other hand, transferring
anger emotion to target speakers received higher speaker MOS
scores.

VII. CONCLUSION

We presented variational autoencoder architecture for trans-
ferring expressivity characteristics in a multispeaker text-to-
speech synthesis system. To enhance the disentanglement of
information in the latent space, we have included a multiclass
N-pair loss component as deep metric learning. In our ap-
proach, the deep variational metric learning helped to enforce
the better clustering of emotions in latent space representation.

In addition to this, we presented a novel way to represent
the speaker’s characteristics by encoding speaker information
using x-vector embedding as input of a speaker recognition
neural network model trained on the speakers of our French
synthesis corpora; the last hidden layer provides the speaker
embedding for the TTS system. The perception tests conducted
show that the proposed approach retains the target speaker’s
voice while transferring the expressivity. In the future, we
would like to adopt a similar RCVAE based deep variational
metric learning in an end-to-end TTS system.
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