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Optimization of deep neural networks: a survey and unified
taxonomy

EL-GHAZALI TALBI, University of Lille and INRIA

During the last years, research in applying optimization approaches in the automatic design of deep neural
networks (DNNs) becomes increasingly popular. Although various appproaches have been proposed, there
is a lack of a comprehensive survey and taxonomy on this hot research topic. In this paper, we propose a
unified way to describe the various optimization algorithms which focus on common and important search
components of optimization algorithms: representation, objective function, constraints, initial solution(s) and
variation operators. In addition to large scale search space, the problem is characterized by its variable mixed
design space, very expensive and multiple blackbox objective functions. Hence, this unified methodology has
been extended to advanced optimization approaches such as surrogate-based, multi-objective and parallel
optimization.
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1 INTRODUCTION
Over the last years, deep neural networks (DNNs) have enabled significant progress in many
application domains including computer vision and natural langage processing (NLP) [63]. The
design of DNNs has proven to be critical. Currently employed DNN architectures have mostly been
developedmanually by human experts, which is a time-consuming, error-prone process, and prevent
finding new architectures that go beyond the human domain knowledge. Consequently, there is
a growing interest in automated neural architecture search and hyperparameters optimization
(AutoDNN) [81]. It allows the design of more efficient and effective DNNs and more accessibility to
non expert for solving diverse learning tasks. AutoDNN approaches outperformed handcrafted
architectures for some learning tasks, such as image classification [141], object detection [204] and
semantic segmentation [31].

In the last five years, a lot of effort has been dedicated to automate the design of DNNs. Among
the crucial contributing aspects for this progress are the design of new deep neural architectures
and tuning of their associated hyperparameters. Scaling up DNNs capacity has been known as an ef-
fective approach to improve model quality for several learning tasks. Exact optimization approaches
cannot be applied to such NP-complete optimization problems. A wide variety of specific heuristics
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and metaheuristics have been used for architecture and hyperparameter optimization: random
search [148][100][15][102], grid search [167], MCST (Monte Carlo Tree Seach) [130][183], rein-
forcement learning (RL) [7], and many families of metaheuristics such as evolutionary algorithms
(EAs) and particle swarm optimization (PSO).

Some survey papers related to AutoDNN exist in the literature. Some papers focus on specific
optimization problems such as hyperparameter optimization [13][56][118] and neural network
architecture (NAS) [51][188]. In [51], the paper is structured according to three high-level dimen-
sions: search space, search strategy and performance estimation strategy. Other survey papers
focus on some families of optimization algorithms. In [40], the authors provide a survey of swarm
and evolutionary computing approaches for general deep learning problems. Other surveys deal
with neuroevolution [162] and reinforcement learning [85]. In [58], the authors propose a survey
of metaheuristics for the training problem.

In this paper, a survey of optimization algorithms for AutoDNN is presented. A unified way to
describe the optimization algorithms allow to focus on common and important search components
for all AutoDNNmethodologies: representation of DNNs (i.e. search space), formulation of objective
function(s), handling of constraints, initialization of solution(s), and the design of variation operators
(i.e. greedy such as RL, unary operators such as neighborhoods, mutation in EAs and velocity
update in PSO, binary operators such as crossover in EAs, and indirect search operators). We also
extend this unifying view to important optimization methodologies for AutoDNN dealing with
surrogate-based optimization (i.e. Bayesian optimization), multi-objective optimization and parallel
optimization. A unified taxonomy is proposed in an attempt to provide a common terminology and
classification mechanisms. The goal of the general taxonomy given here is to provide a mechanism
to allow comparison between different optimization methodologies. In addition, it is hoped that
the categories and their relationships to each other have been chosen carefully enough to indicate
areas in need of future work as well as to help classify future work.

The paper is structured as follows. In section 2, the main concepts of DNN and metaheuristics
are detailed in a general and unified way. Section 3 formulates the problem and describes its main
characteristics. In section 4, we present in a unified way the design of the various search components
of metaheuristics: DNN representation, objective function definition, constraint handling, solution(s)
initialization and variation operators design (i.e. greedy, unary, N-ary and indirect operators). In
section 5 (resp. section 6, section 7) we focus on important aspects in AutoDNN dealing with
surrogate-based optimization (resp. multi-objective optimization, parallel optimization). Finally,
the last section presents the main conclusions and identifies some research perspectives.

2 MAIN CONCEPTS
This section provides an overview of the basic components of popular DNNs. Then, it presents in a
unified way the main common search concepts of metaheuristics.

2.1 Deep neural networks
DNNs are accurate and efficient learning approaches, which represent one of the hottest research
area in machine learning. DNNs are widely applied in computer vision, NLP, and robotics [63].
They are based on neural networks architectures, which interconnect multiple processing layers
[73]. DNNs automatically extract features from big unstructured data such as image, text and
audio. They learn the mapping between the features and predicted classes, layer by layer, through
a transformation of the data, from low-level features to high-level features. This deep feature
hierarchy enables DNNs to perform high-performance accuracy in many learning tasks.
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DNNs come in two major families: feed-forward and recurrent. In feed-forward DNNs all the
operations are carried out as a sequence of operations on the outputs of previous layers. In such
DNNs, there is no memory. Feed-forward neural networks process information layer by layer, while
recurrent neural networks have feedback loops between layers allowing them to be used in time-
dependent tasks, such as NLP. One of the most popular feed-forward DNN is convolutional neural
network (CNN). CNNs are comprised of three main types of layers: convolutional layers, pooling
layers and fully-connected (FC) layers. In general, the training is performed by gradient-based
algorithms (e.g. stochastic gradient descent). CNNs shows impressive results in computer vision
for image and video processing. Many handcrafted CNN architectures have been proposed such as
AlexNet [99], VGG [155], GoogLeNet [170], ResNet [70], and DenseNet [79]. Such DNNs can be
giant and include many layers of different types and millions of hyperparameters.

There are other feed-forward DNNs such as Deep Boltzmann machines (DBMs), Deep Belief
networks (DBNs), Auto-Encoders (AEs) and Restricted Boltzmann Machines (RBMs). Various
single-layer unsupervised learning models have been proposed and stacked to build DNNs (e.g.
sparse-response RBM (SR-RBM), autoencoder (AE), denoising AE (DAE)). RBM is a two-layers
undirected graph, composed of one visible layer and one hidden layer with no connections allowed
between nodes of the same layer [74]. An AE is a three-step DNN composed of an input layer, a
hidden layer, and an output layer. The number of units in the input layer is the same as the output
layer. The encoder is defined by the transformation from the input layer to the hidden layer, and
extracts the features from the input data. The decoder transforms the hidden layer to the output
layer, and reconstructs the input data from the features. DBN is a generative model consisting of
multiple stacked restricted Boltzmann machines (RBMs) trained by contrastive divergence in a
unsupervised way [75]. DBM is a network of symmetrically coupled stochastic binary units, which
contains a set of visible units. There are connections only between hidden units in adjacent layers,
as well as between the visible units and the hidden units in the first hidden layer.

Recurrent neural networks (RNNs) are specifically designed for time-dependant problems. They
have both feedback and feedforward connections. RNNs have internal memory to allow long-term
dependencies which will affect the output. Some intermediate nodes compute values that are stored
internally in the DNN. Those internal values are used as inputs to other operations in conjunction
with the processing of a later input. Long Short-Term Memory networks (LSTMs) are the most
popular variant of RNNs capable of capturing long-term time dependencies [77].

2.2 Metaheuristics
The AutoDNN problem consists in searching the optimal DNN a∗ from a set of possible solutions
A which maximizes an objective function f (a) while satisfying a set of constraints. The search
space A is derived from the representation used to encode DNNs. Metaheuristics represent a class
of general-purpose heuristic algorithms that can be applied to any optimization problem [172].
Unlike exact methods, metaheuristics allow to tackle large scale problems by delivering satisfactory
solutions in a reasonable time. In the design of a metaheuristic, two contradictory criteria must
be taken into account: exploration of the search space (diversification) and exploitation of the best
solutions found (intensification).

2.2.1 Single-solution based metaheuristics. Single-solution based metaheuristics (S-metaheuristics)
improve a single DNN. They could be seen as “walks” through neighborhoods or search trajectories
through the search space [172]. S-metaheuristics iteratively apply the generation and replacement
procedures from the current DNN. In the generation phase, a set of candidate DNNs are generated
from the current solution a. This set C(a) is generally obtained by local transformations of the
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solution. In the replacement phase1, a selection is performed from the candidate solution setC(s) to
replace the current DNN, i.e. a solution a

′

∈ C(a) is selected to be the new DNN. Popular examples
of such S-metaheuristics are local search (i.e. gradient), simulated annealing and tabu search. In
addition to the representation of DNNs, their common search concepts are the definition of the
neighborhood structure and the generation of the initial solution.

2.2.2 Population based metaheuristics. Population based metaheuristics (P-metaheuristics) could be
viewed as an iterative improvement of a population of DNNs. P-metaheuristics start from an initial
population of DNNs 2. Then, they iteratively generate a new population of DNNs using variation
operators. Popular examples of P-metaheuristics are evolutionary algorithms (EAs), ant colony
optimization (ACO), particle swarm optimization (PSO), and estimation of distribution algorithms
(EDA).

P-metaheuristics may be classified into two main categories:
• Evolutionary-based: in this category of P-metaheuristics, the DNNs composing the popu-
lation are selected and reproduced using variation operators (e.g. mutation, crossover) acting
directly on their representations. A new DNN is constructed from the different features of
solutions belonging to the current population. Evolutionary algorithms (e.g. Differential
evolution (DE), evolution strategy (ES), genetic programming (GP)) represent well-known
examples of this class of P-metaheuristics.

• Blackboard-based3: here, the solutions of the population participate in the construction of
a shared knowledge. This shared knowledge will be the main input in generating the new
population of DNNs. Ant colonies and estimation distribution algorithms belong to this class
of P-metaheuristics. For the former, the shared knowledge is represented by the pheromone
matrix, while in the latter strategy, it is represented by a probabilistic learning model. For
instance, in ant colonies, the generated DNNs by past ants will affect the generation of DNNs
by future ants via the pheromone. Then, the generated DNNs participate in updating the
pheromone.

Many stopping criteria have been used for solving the AutoDNN problem. In static procedures,
the end of the search is known a priori. For instance, one can use a fixed number of iterations
(i.e. generations in EAs [189], PSO [168]), a limit on CPU resources (i.e. time budget) [204], or a
maximum number of training [82]. In an adaptive procedure, the end of the search cannot be fixed
a priori. A fixed number of iterations (generations) without improvement or when a satisfactory
DNN (e.g. given accuracy) is reached.

3 PROBLEM FORMULATION
Three popular formulations of the target optimization problem have been widely investigated in
the literature:

• Neural architectures search (NAS): the goal is to search the optimal network topology (e.g.
number of layers, types of operations, connections between operations) [51]. The hyperpa-
rameters are supposed to be apriori fixed and/or optimized in an independent post-processing
search process.

• Hyperparameter optimization (HPO): this formulation requires an apriori definition of
the DNN architecture. It consists in fixing the various hyperparameters of the DNN [56].

1Also named transition rule, pivoting rule and selection strategy.
2Some P-metaheuristics such as ant colony optimization start from partial or empty solutions.
3A blackboard system is an artificial intelligence application based on the blackboard architectural model, where a shared
knowledge, the “blackboard”, is iteratively updated by a diverse group of agents [52].
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There are two types of hyperparameters: (1) operations hyperparameters which characterize
the features associated to operations. For instance, the features of a convolution operation
can be the filter size (width, height) and the stride size (width, height); (2) global hyperpa-
rameters which characterize the global features of the DNN. An example of global features
are the optimization parameters (e.g. learning rate schedules, momentum, batch size) and
regularization parameters (e.g. weight decay, dropout rates).

• Joint optimization (AutoDNN): the NAS and HPO optimization problems interact in a way
that can render this separation suboptimal. In the AutoDNN joint optimization formulation,
the two problems are solved in a joint manner. Neuroevolution (e.g. NEAT [163]) was a
popular approach to solve the AutoDNN problem, where both the architecture and the
hyperparameters are optimized in a global way [127]. An important question is related to
the level (i.e. architecture or hyperparameter) in which optimization is carried out at each
iteration. Three strategies can be applied: (1)Global optimization:which consists in optimizing
all levels at the same time [143][162]; (2) Nested optimization:which consists in optimizing the
different levels in a hierarchical way. At each iteration, the architecture is optimized, then the
hyperparameters for this given architecture are optimized [140]; (3) Sequential optimization:
where the NAS problem is solved first. Then, the hyperparameters for the obtained final
solution are optimized.

Let us formulate the general AutoDNN problem. A DNN a can be defined by the quadruplet
a = (V ,E, λV , λa) where V is a set of nodes denoting the layers (i.e operations) of the DNN, E is a
set of edges (i.e. connections) between operations, λV is the feature set of operations and λa is the
global feature set of the DNN. The induced graphG = (V ,E) defines the topology of the DNN. Each
node has one of L labels, representing the corresponding operations. The space grows exponentially
in both |V | and L. Given the space of all datasets D, the space of all deep learning modelsM, and
the search space of architectures A, the optimal DNN consists to optimize the following objective
function: Θ : A × D −→ M. Let d be a given input dataset, in which dtrain represents the training
set and dvalid represents the validation set. The deep learning algorithm Θ estimates the model
ma ∈ Ma by minimizing:

Θ(a,d) = arд minma ∈MaL(ma ,dtrain)

where L represents the loss function. The problem consists in finding the optimal DNN a∗ maximiz-
ing the objective function f using the validation data:

a∗ = arд maxa∈A f (Θ(a,dtrain),dvalid ) = arд maxa∈A f (a)

where the objective function f can be defined as the negative loss function L which measures
the accuracy. The most popular loss functions are RMSE (resp. cross-entropy) for regression (resp.
multi-class classification) problems [17].

The NAS and HPO can be seen as a reduced AutoDNN problem. Given an DNN topology defined
by the graph G, the hyperparameter optimization problem (HPO) consists to find its optimal
hyperparameter configuration: λ∗ = (λV , λa)

∗ = arд maxλ∈Λ f (a, λ), where Λ represents the set of
all possible values for the hyperparameters, and a is the DNN induced by G . The NAS problem can
be formulated as finding an architecture x∗ when all architectures are evaluated under apriori fixed
hyperparameter choices: x∗ = arд maxx ∈G = f (x , λ∗).

The AutoDNN problem is characterized by the following important properties:
• Large-scale optimization problem: a DNN could be composed of millions of decision vari-
ables. State-of-the-art DNNs have more than 100 layers [79] and billions of hyperparameters
[80]. Moreveor, the input dataset can be very large.
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• Mixed optimization problem: three different types of decision variables arize in AutoDNN:
continuous, discrete ordinal and discrete categorical. Continuous variables refer to real
numbers defined within a given interval (e.g. learning rate, momentum). Discrete ordinal (i.e.
quantitative) variables are related to measurable integer values. Typical examples are the size
of the filter and the stride in CNN pooling operations. Categorical (i.e. qualitative) variables
are non-relaxable variables defined within a finite set of choices (e.g. type of operations,
training optimizer). It is important to notice that different types of variables will require
different optimization approaches.

• Variable-size design space: the search space of the AutoDNN problem contains condi-
tionality. A decision variable is relevant only if another variable (or some combinations)
takes a certain value. For instance, the number of layers influences the number of per-layer
hyperparameters; the type of operation will induce a different number and type of features
variables. The search space of the problem and the definition of the objective and constraint
functions vary dynamically during the optimization process as a function of some variables
values [135].

• Extremely expensive black-box objective function(s): the problem has very expensive
objective function(s) which consist in training the whole DNN and computing the quality of
the network (e.g. loss function). When facing very large-scale datasets the learning might
take several hours, days or even months. Morever, the black-box objective function do not
give access to a gradient or the Hessian, and do not have properties such as convexity and
smoothness which are used in classical optimization.

• Multi-objective optimization problem: the AutoDNN problem can be formulated as a
multi-objective problem in which many different and conflicting objectives are optimized.
Indeed, in addition to maximizing the accuracy, some objectives dealing with cost, size, energy
consumption, inference time of a DNN may be taken into account.

4 SEARCH COMPONENTS
Our survey is based on a unifying view of optimization algorithms according to their main search
components. The most important and common search components in all metaheuristics are the
problem landscape and the search operators (Fig.1). The problem landscape is defined by the
encodings of solutions which induces the search space, the definition of the objective function(s)
and handling of the constraints. The search operators are mainly the initialization of solution(s)
and the design of variation operators.

Initial solution(s)

Variation operators
 - Unary operators (LS neighborhood, 
   EA mutation, ...)
 - N-ary operators (EA crossover,
   PSO velocity update ...)
 - Indirect operators (ACO, EDA, ...)

Metaheuristic

Solution encoding

Objective function(s)

Constraints

Problem landscape

Search operators

Surrogate-based optimization

Multi-objective optimization

Parallel optimization

Optimization challenges

Fig. 1. A unified view of problem landscape and search components for AutoDNN metaheuristics, and
challenging optimization issues.
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4.1 Representation of DNNs
Designing any AutoDNN metaheuristic needs an encoding (i.e. representation) of a solution. The
encoding plays a major role in the efficiency and effectiveness of any metaheuristic and then
constitutes an essential step in designing an AutoDNN metaheuristic. This encoding defines
the search space associated to the problem. It is preferable that an encoding has the following
characteristics:

• Completeness: efficient DNNs can be represented. Indeed, many proposed encodings reduce
the search space and might miss efficent DNNs.

• Connexity: a search path must exist between any two DNNs. Any solution of the search
space, especially the global optimum solution, can be attained from any initial solution.

• Efficiency: the encoding must be easy to manipulate by the variation operators. The time
and space complexities of the operators dealing with the encoding must be reduced.

Many alternative representations have been used in the literature (Fig.2):
• Direct representations: the encoding specifies a complete DNN. it describes completely
the topology and the hyperparameters associated to the DNN.

• Indirect representations: the representation does not encode a complete DNN. A decoder
(e.g. rules, greedy procedure) is required to generate the DNN given by the encoding. The
decoding may be deterministic or non deterministic.

Solution encoding

Direct Indirect

Hierarchical

Cell-based

Chaine-structured

Flat

 Skip connections
   Multiple edges

Segment-based

Block-based

Outer-level fixed Inner-level fixed

One-shot

Fixed length Variable length Linear Non linear One-to-one
  mapping

Many-to-one
  mapping

One-to-many
  mapping

LSTM

No levels fixed

Fig. 2. Classification of the different encodings of DNNs.

4.1.1 Direct representations. Two main families of DNNs may be found in the literature: flat DNNs
and hierarchical DNNs.

Flat DNNs: DNNs are generally defined as flat networks (e.g. DBN, some CNNs). The most
simple and popular flat network is the chain-structured (Fig.3) [204]. Hence, the topology associated
to DNNs can be represented by DAG (Directed Acyclic Graphs) G = (V ,E), where each node
v ∈ V represents an operation (i.e. layer), and each edge e represents a feature map connecting two
operations. Let us notice Ii the set of input edges associated to an operation vi . The computation of
the output edge Oi is: Oi = vi (Ii ). The network can be represented by a sequence of operations
such that any operation vi receives its input from operation vi−1: Oi = vi (Oi−1) [63]. An example
of such popular DNNs are VGGNet [155] and AlexNet [99].
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Softmax

- Convolution
- Pooling
- Activation function
- Fully connected
...

  Type of
operations

Hyperparameters
  for convolution

- Filter (width, height)
- Stride (width, height)
- Convolution type
- Number of filters, ...

Architecture 
search space

Hyperparameters 
    search space

x yOperation 
      1

Operation 
      2

Operation 
      n

Operation 
     n-1

- Kernel (width, height)
- Stride (width, height)
- Pooling  type
- ...

Hyperparameters
     for pooling

- Number of layers
- Number of neurons/layer
- ...

 Hyperparameters
for fully connected

Operations features Global features

- Learning rate
- Optimizer
- Dropout, ...

Fig. 3. Chain-structured DNNs. Different colors define different operations. For a CNN they represent
unary operations such as convolutions, pooling, activation functions, or multivariate operations such as
concatenation or summation.

Extended flat DNNs include skip connections, highway connections and multiple edges between
operations (Fig.4) [203][20][50][142][25]. Hence, the incident edges of an operation vi is the union
of Oi−1 and other ancestor edges: Oi−1 ∪O j/j < i − 1. Those topologies enable more flexibility in
designing DNNs. Residual networks (ResNet) [70] (resp.DenseNets networks (DenseNet) [79]) belongs
to this family of architectures, in which the previous operations are summed (resp. concatenated).

Layer 2Layer 0 Layer 8Layer 6

Layer 3Layer 1 Layer 9Layer 7

Layer 4

Layer 5

Layer 10x Softmax

y

Highway connections

Skip connections

Multiple edges

Fig. 4. Skip connected and multiple edges chain-structured DNNs.

A complete encoding must represent the whole information of a DNN a defined by a =
(V ,E, λV , λa) (Fig.3). On one hand, the encoding must specify the architecture of the DNN which
is defined by the graph G = (V ,E). Hence, the number of operations, type of operations (e.g.
convolution for a CNN), and connections between operations must be given. A general graphG
(e.g. RNNs) can be represented by its binary adjacency matrix, while a DAG (e.g. CNNs) can be
represented by a lower triangular binary matrix. Indeed, a DAG can be encoded so that all the
directed edges connects nodes from a lower number to a higher number [143][114]. On the other
hand, the encoding must represent the features of all active operations (e.g. number of filters, size
of filters and strides for a convolution), and the global features of the DNN (e.g. learning rate). The
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main property of features encodings are their variable and mixed nature: continuous (e.g. learning
rate), ordinal discrete (e.g. number of layers) and categorical discrete (e.g. type of operations).

Many different encodings have been used to represent flat DNNs. Linear representations encoded
by string of symbols of a given alphabet are widely used. DBN networks are generally represented
by linear encodings, which include topological parameters such as the number of hidden layers
and neurons by hidden layer, and some global features for the contrastive divergence (e.g. weight
cost) and back-propagation (e.g. learning rates for weights and biases). For CNNs, the presence
of many conditioned variables makes that the encoding in intrinsically of variable-length. For
instance, the topology (resp. hyperparameters) is conditioned by the number of layers (resp. type
of operation). However, many authors use fixed-length encodings by assuming some restrictions. In
HPO optimization, the architecture (i.e. graph G = (V ,E)) is a priori fixed. Then, a fixed-length
mixed linear encoding is mostly used to represent the operations features lambdav and global
features lambdaa of DNNs (e.g. chain-structured architectures [57][203]). In NAS and AutoDNN
optimization, a fixed-length encoding still possible when the number of operations (i.e. layers)
is fixed [180]. Compared to the previous encoding, it will include the set of operations and their
connections [120]. In [7], the type of operations (e.g. convolution, pooling, fully connected, global
average pooling), and hyperparameter settings (e.g. number of filters, kernel size, stride and pooling
size) are considered in a linear fixed-length encoding. When the number of layers is bounded
by a maximal value, the use a fixed-length encoding can also be an alternative. In [113], the
proposed fixed-length mixed encoding includes the number of layers (ordinal discrete), learning
rate (continuous), type of activation function (categorical discrete) and the gradient algorithm used
in training (categorical discrete).

Variable-length encodings is another suited alternative to encode flat DNNs. In [168][92], a
variable length encoding is used to solve the AutoCNN problem. The encoding represents different
numbers of convolutional layers and pooling layers, and their hyperparameters. In [5], a variable-
length sequence of layers and their respective hyperparameters is used to solve the AutoCNN
problem. The encoding represents the general structure of the network (i.e. sequence of layers)
and the hyperparameters associated to each layer using a human-readable context-free grammar.
In [178], the encoding is inspired from IP address in computer networks to represent a variable
length encoding of CNNs. An IP address is represented by sequence of decimal numbers delimited
by full stops (e.g. 192.159.1.354). The network is encoded by k IP adresses where k is the maximum
number of layers. Each layer is represented by an IP address, and non used layers are disabled.

Non linear encodings such as grammars, CGP (Cartesien Genetic Programming) [123][176][124],
and tree structures [139][130] have also been used to encode flat DNNs.

Hierarchical DNNs: in the last years, a widely used network type to tackle the scalability
issue in DNNs is hierarchical networks [108]. They allow to reduce the search space, integrate
human knowledge in the definition of the building blocks, and can be more flexible to solve other
learning tasks [204]. Compared to flat networks, they have smaller degree of freedom in the
architecture design. In hierarchical DNNs, the main idea is to have several blocks4 which are used
as building blocks in the design of multi-level DNNs. Many popular hierarchical network have
been handcrafted, including ResNet [70] and DenseNet [79]. Cell-based CNN architectures [204],
inception and xception networks [171] represent the most popular hierarchical DNNs. Except a
three-level model proposed in [12], most of the hierarchical DNNs are composed of two levels.
The inner-level represents the set of primitive buiding blocks, while the outer-level contains the

4Also called patterns, modules, stages, segments, motifs, and cells.

ACM Comput. Surv., Vol. 00, No. 00, Article 00. Publication date: 2020.



442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

00:10 El-Ghazali TALBI

full architecture which is a composition of the building blocks. Depending on the optimized level,
different encodings have been proposed:

• Inner-level optimization: the topology of the DNN at the outer-level is apriori fixed. The
problem consists in finding the optimal inner-level blocks. In [189][117][198][174], each block
can be composed of a given number of layers n. Let k be the number of possible configurations
for a layer. Then, the size of the search space will be (k × (n − 1)!)b , where b is the number of
blocks. In [187], path encoding is proposed in which they represent the set of directed paths
of a cell. The total number of paths is exponential in n:

∑n
i=0 k

i while the adjacency matrix
scales quadratically.
Many proposed encodings are many-to-one mappings [26], in which many encodings can rep-
resent the same DNN, and then duplicate evaluations are possible. In [189][117], a hierarchical
chained structured DNN is proposed. The outer-level is considered as a sequence of a given
number of S connected stages Bs , s = 1, ..., S (Fig.5). The hyperparameters of the stages are
fixed. The search space is related to the configuration of inner-level segments. Each segment
is defined as a set of n maximal predefined operations Bs,i , s = 1, ..., S & i = 1, ...,n such as
convolution, pooling layers and batch normalization. The proposed encoding is based on a
fixed-length binary vector (i.e. size of n × n − 1÷ 2) which represents the connections between
the nodes. This encoding is flexible enough so that many well-known hand-crafted DNNs
can be represented such as VGGnet, ResNet and DenseNet. This encoding is a many-to-one
mapping, and induces a search space of size Λ = S × 2n(n−1)÷2.
In [198], a DNA-based encoding is proposed. A DNN is defined as a fixed-length sequence
of blocks. Each block is composed of a set of convolution layers with a given maximal
number of layers. For each convolution layer, there are three kinds of hyperparameters to
be encoded: number of filters, kernel size, and input layer indices. In [174], the encoding is
represented by connecting segments. Each segment has repeating patterns of operations, and
is parameterized by the operation type and the number of repetitions of the patterns. Each
pattern is a sequence of connected operations.

Segment 2Segment 1
     Fully
Connnected

Segment n
x

Softmax

y

1

2

3

4

       1-01-001-0

1

2

3

4

1-01-101-0Encodings

Fig. 5. Template-based hierarchical DNNs chained architectures using summation as merging operation.
Only the dark orange network for each segment has to be designed. The other operations are fixed.

• Outer-level optimization: this methodology is widely used in cell-based architectures [204].
Cell-based CNNs are designed by a combination of repeated cells in a predefined arrangement.
A cell can be defined as a small DAG which transforms a feature using an ordered sequence of
N nodes [200][171][46][186] (Fig.6). A popular example of such DNN architecture is NASNet
[204]. The cells can be stacked to form a CNN or recursively connected to form a RNN.
Various macro-architectures are used such as a sequence where each cell receives the outputs
of the two preceding cells as input [204], or combined in a multi-branch chained network
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[25]. In general, the topology of the different types of cells is predefined. Then, the problem
consists in finding the optimal architecture at the outer-level. In [204], the authors consider
two different types of cells: normal cells (resp. reduced cells) which preserves (resp. reduces)
the dimension of the input. The architecture is optimized by finding the optimal sequence of
those two types of cells.

Layer 1

Layer 2Layer 0

Layer 3Layer 1

Layer 4

Layer 5

Layer 3Layer 0

Layer 4

Layer 5

Layer 2

Cell 1
Cell 2

Cell 1 Cell 1
Cell 2

x

x y

y x
y

Fig. 6. Cell-based DNNs. Two different cells are illustrated: cell1 and cell2. The final architecture is built by
the sequence (cell1, cell2, cell1). More sophisticated sequencing can be designed such as multi-branch spaces,
by replacing layers with cells.

• All levels optimization: some approaches perform the search in both levels: the outer-
level (i.e. macro-architecture of DNN) and the inner-level (i.e. micro-architecture of blocks)
[106][201]. In [106], the authors propose a trellis-like network level search space that aug-
ments the block level search space to form a hierarchical architecture search space. To reduce
the complexity of the search, continuous relaxation of discrete variables is performed to be
optimized by a gradient algorithm.

This idea of relaxing discrete representations into continuous ones has been explored in many
flat and hierarchical DNNs allowing the application of gradient-based optimization algorithms
[147][109][2][153][177][105][196]. In [109][33], each operation is encoded by amixture of candidate
operations, where the operations mixing weights are parameterized by a continuous vector. Then,
the categorical choice of a given operation is reduced to a Softmax over all possible operations.

4.1.2 Indirect representations. Direct encodings represent strong specification schemes that may
have a problem with scalability. They require longer encodings as DNN size increases, and search
space will be increased accordingly. Indirect encoding allows a more compact representation
in which the DNN is not totally specified in the representation, although they can be derived
from it. Instead, a decoding strategy (e.g. greedy algorithm, set of rules) is used to decode the
generated DNNs. For the sake of efficiency, we need to be sure that indirect encodings do not
restrict DNNs to some suboptimal class of DNNs [66]. The most popular indirect encodings are:
one-shot architectures and LSTMs.

One-shot architectures: they represent the most popular indirect encodings of DNNs. The
main motivation is that instead of training hundreds of different DNNs from scratch, one can
train a single large network capable of generating any DNN architecture in the search space.
All architectures are treated as different subgraphs of a supergraph and shares weights between
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architectures that have edges of this supergraph in common [109] (Fig.7). First, the weights of a
single one-shot model are trained. Then, architectures (i.e. subgraphs of the one-shot model) are
generated and evaluated by weights sharing from the one-shot model. The drawback of one-shot
arhitectures is that their associated supergraph restricts the search space to its subgraphs [149]. The
one-shot architecture5 search consists of four steps [12]: (1) Define a search space to encode a wide
variety of DNNs using a single one-shot model. (2) Train the one-shot model to find the weights.
(3) Evaluate generated architectures on the validation set using the pre-trained one shot model. (4)
Re-train the best found DNNs from scratch and assess their performance on the test set. Decoding
one-shot architectures are generally based on sampling independently from a fixed probability
distribution. In [20], a random search is applied, but it can be replaced by metaheuristics.

Input 2 Input 3Input 1

Concatenation

Summation

Conv 1x1

Identity Average poolingMax poolingConv 5x5 Conv 3x3

Conv 5x5 Conv 3x3

Connection on

Connection off

Fig. 7. Example of one-shot DNN cell architecture. It is composed of five separate operations. By sampling
we can select the two conv 3x3 operations path. To be evaluated, the network will not retrain the weights.

LSTM encoding-decoding: the original DNN architecture a is mapped to continuous represen-
tation ϵ using the encoding function E : A −→ ϵ [119]. A single layer vanilla LSTM is the basic
model of encoder and the hidden states of the LSTM are used as the continuous representation of
a. Then E(a) is optimized into E(a′) via a gradient descent. Afterwards E(a′) is transformed into
a new architecture a′ using the decoder LSTM network. The decoder is responsible for decoding
the string tokens in a′, taking E(a′) as input and in an autoregressive manner. The encoder and
decoder are trained by minimizing the combination of performance prediction loss and structure
reconstruction loss.

4.2 Objective function
The objective function f formulates the goal to achieve. It associates to each DNN a real value which
describes its quality f : A −→ R. The classical way to evaluate the performance of a DNN a is to
train it on training data and compute its performance on validation data. Accuracy on unseen data
is the most used metric to assess the performance of the learned model. The most time-consuming
part of the optimization process is the training of the DNN. Speeding up the training process is
widely used in order to reduce the computational cost. While these low-fidelity estimations reduce
the computational cost, they also introduce bias in the estimate as performance will typically be
5Also called Hypernetworks.
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under-estimated. An important property of low-fidelity procedures is that the relative ranking of
architectures remain the same [149]. The main families of the approaches allowing to speedup the
computation of the objective function can be classified as follows (Fig.8):

Objective function

Inheritance

Quantization

Learning curve
 extrapolation

Surrogate Downscaled
   models

Data
based

Time
based

 Network
morphism

Weight
sharing

Reduced 
 training

Data
based

Time
based

Fig. 8. Main approaches for speeding up the computation of the objective function.

• Inheritance: this approach avoid the training from scratch and thereby substantially reduces
the required training time per DNN. It is based on knowledge transferring between DNNs.
Weight sharing is a well-known approach in which we initialize the weights of the generated
DNNs based on weights of already trained DNNs [137][24]. Hence, a DNN can be transformed
while leaving some weights unchanged [82][184][88][49]. Instead of a random initialization
of the weights, informed decisions (e.g. Xavier initialization) [60] have also been used. Pre-
trained weights using transfer learning also allows to reduce the huge cost of training DNNs
from scratch [185]. Another popular inheritance-based approach is network morphisms [184].
In the context of DNNs, network morphism refers to a parameter-transferring map from a
given DNN to a generated DNN that preserves its function and outputs [50]. Morphing types
are demonstrated including depth morphing [32], width morphing, kernel size morphing,
and subnet morphing [184].

• Reduced training: this low-fidelity approach in training consists in reducing the training
time [194], the number of epochs [168][202], or the input dataset [97]. For example, one
can carry out search on CIFAR-10 and "transfer" the obtained DNN (with some changes, e.g.
changing the number of filters) to ImageNet [104][190]. Quantization approaches represent
weights using a small set of permitted values, reducing the number of bits required to
store each weight. In [20][38], the weights takes binary values, and then the complexity of
multiplications operations will be reduced during training. Existing quantization methods
can be mainly divided into two categories. The first category of methods seeks to design
more effective optimization algorithms to find better local minima for quantized weights. For
instance, these works introduce knowledge distillation [144]. The second category focus on
improving the quantization function (e.g. binarization).

• Surrogate6: an alternative to reduce the high-complexity of the objective function is the
use of a surrogate. Surrogate models replace expensive objectives with models that provide
an approximation. Section 5 details this important class of optimization approaches, named
surrogate-based optimization7. In [59], the idea of weight agnostic DNNs has been proposed,
where there is no use of any explicit weight training in the optimization process. They are
supposed to have strong inductive biases that can already perform various tasks with random
weights.

6Also known as meta-model and approximation.
7Also called Bayesian optimization.
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• Downscaled models: many strategies consist in using downscaled models. Reduction can
be applied to data and network. In data reduction, a partial dataset is used instead of the whole
dataset [178]. Downsampling techniques (e.g. lanczos, nearest, bilinear, bicubic, hamming,
box) have also been used to reduce the resolution of images [34]. In network reduction,
downscaled models are using a subset of the network for training. In [204][194], reduced
architectures with less filters per layer and less cells have been trained.

• Learning curve extrapolation: it describes two different strategies: time-based and data-
based. In time-based learning curve extrapolation, the performance of the training procedure
is learned function from its number of iterations or training time [198]. Different learning
models have been investigated such as logistic regression [169], neural networks [97], support
vector machines regression [8], linear regression [8], random forest [8], and recurrent neural
network (e.g. LSTM) [104]. In [45], the learning curve model is used to terminate training
of DNNs when it is unlikely to beat the performance of the best found DNN. In data-based
learning curve extrapolation, the performance of the training procedure is learned function
of the size of the available dataset for training. In [139], a training is carried out for a few
epochs, and then meta-learner network (e.g. RNN) predicts the performance a fully trained
network would have.

Low-fidelity approaches can also help to avoid overfitting. When using low-fidelity approaches,
full training are generally applied at the end of the optimization for the best foundDNNs [180]. Other
adaptive approches wich gradual increase in fidelities during the search have been investigated
[101][53].

4.3 Constraints
Many constraints characterize the AutoDNN problem, such as the number of layers, model complex-
ity, computation cost, memory consumption cost, training time, prediction time, and energy usage
[175]. The constraints may be of any kind: linear or non linear, equality or inequality constraints.
The proposed constraint handling techniques can be classified as:

• Reject: reject strategies represent a simple approach, where only feasible solutions are kept
during the optimization process and then infeasible solutions are automatically discarded
[78][46]. This kind of strategies is conceivable if the portion of infeasible solutions of the
search space is very small. Moreover, they do not exploit any information on infeasible
solutions.

• Penalizing: in penalizing strategies, infeasible solutions are considered during the search
process. The objective function is extended by a penalty function which will penalizes
infeasible solutions using for instance linear penalization f

′

(a) = f (a) + λc(a), where c
represents the penalty function (e.g. number of violated contraints, amount of infeasibility)
and λ the weighting factor (e.g. static, dynamic, adaptive). This is the most popular approach
in which many alternatives have been used to define the penalties [174][203][201][177].

• Repairing: repairing strategies consist in heuristic algorithms transforming an infeasible
solution into a feasible one. A repairing procedure is applied to infeasible solutions to generate
feasible ones. Those strategies are applied in the case where the search operators may generate
infeasible solutions.

• Preserving: in preserving strategies, the encoding and variation operators will insure the
generation of feasible solutions. They incorporate problem-specific knowledge into the
encoding and search operators to generate only feasible solutions and then preserve the
feasibility of solutions. Incorporating prior knowledge about typical properties and allowable
structures of DNNs can reduce the size of the search space and then simplify the search. One
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can find the following constraints: maximum number of layers, possible types and number of
operations [168], starting and ending layers [189][178][7], possible connections [192], and
fixed sequence of operations [117].

4.4 Initial solution(s)
The generation of initial solutions(s) has a great impact on the effeciency and effectiveness of
metaheuristics. For a single solution initialization, there is always a tradeoff between the use of
random and “good” initial solutions in terms of the quality of solutions and computational time. In
the initialization of a population of solutions, an additional criterion to deal with is diversification. If
the initial population is not well diversified, a premature convergence can occur. Many approaches
have been developed for the AutoDNN problem:

• Random generation: most iterative metaheuristics approaches initialize solution(s) in a
random way (e.g. Gaussian distribution, uniform): EAs [189], PSO [168], DE [179], gradient
[109][119].

• Heuristic generation: initial solutions can also generated by low-cost heuristics. In general,
greedy algorithms (e.g. reinforcement learning) are used for their effectiveness. In [76], the
authors suggest using a lower-dimensional search space to quickly identify promising areas
(e.g. reducing the resolution of images). This information can then be used to initialize the
metaheuristic for the original, higher-dimensional search space.

• Partial architectures: the optimization process starts with reduced small architectures
[114][22][59], or well known skeleton architectures and tries to augment them. In [57] (resp.
[180]), the VGGNet (resp. DenseNet) skeleton is used. Some metaheuristics start with poor
trivial architectures and tries to improve them by fixing for instance the number of layers
and connections [158][165][203], and reducing the type of operations [143]. This approach
does not avoid the additional bias introduced by the skeletons.

• Complete architectures: some work propose initial solutions based on prior-knowledge
hand-crafted architectures [117] and/or best known DNNs [91]. Other works start with giant
DNNs to be compressed (i.e. dropout, swapout, subgraph search) for various learning tasks
[55][177][196][137][30]. This approach adds an additional bias introduced by the used DNN.

• Mixed initialization: for a better compromise between diversification and quality, mixed
strategies may be applied. In [108], a combination between random DNNs and trivial DNNs
(e.g. chain of operations) is developed.

• Diversified population: to our knowledge there is no work dealing explicitely with diver-
sifying an initial population of DNNs using for instance sequential or parallel diversification
strategies [172].

4.5 Search operators
The role of variation operators is the generation of new DNNs during the search process. The main
variation operators found in optimization approaches can be classified as greedy procedures, unary,
n-ary and indirect.

4.5.1 Constructive procedures. Constructive (i.e. greedy) procedures start from an elementary or
null DNNs and construct a complete DNN by adding operations and connections until a DNN that
is capable of solving the task emerges [133]. Very few greedy algorithms have been proposed for the
AutoDNN problem [114]. Sequential learning (i.e. Markov decision process) approaches such as RL
can be considered belonging to this family of optimization algorithms. In RL approaches, an agent is
trained to select the operation of a DNN in a particular order. The generation of a DNN architecture
is carried out by the agent’s action, in which the reward is based on an estimate of the performance

ACM Comput. Surv., Vol. 00, No. 00, Article 00. Publication date: 2020.



736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

00:16 El-Ghazali TALBI

of the trained architecture on unseen data. The main questions in designing a RL are: how do they
represent the agent’s policy and how do they optimize it. In [7] the MetaQNN method use ϵ-greedy
Q-learning to train a policy which sequentially chooses a layer’s type (e.g convolution, pooling,
and fully connected layers), connections between layers, and corresponding hyperparameters. This
approach has been generalized to hierarchical DNNs, in which a block is repeated to construct
a network [199]. In [203], a policy gradient is applied to approximate the reward function. The
author uses recurrent neural network (RNN) policy to sequentially constructs the DNN architecture.
This method has been extended in the state-of-the-art NASNet approach [204], which constructs
repeated blocks composed of convolution and pooling operations. Multi-armed bandits approaches
have also been investigated [101].

In contrast, pruning procedures start from a complete DNN and at each iteration reduce the
complexity of the network by removing nodes or connections [129], in the hope to improve the
generalization of the DNN. A large variety of DNN pruning approaches have been proposed
using different pruning criteria [18]. In the “brain damage” approach [107], the authors remove
the redundant parameters using derivate-related criteria. In [19], the weights are represented as
Gaussian random variables and weights with lower mean value and larger uncertainty are pruned.
In [166], the Hebbian rule is used as a pruning criterion, where more connections between weekly
correlated neurons are skipped. The connecting weights can also be skipped by regularization
terms such as the squared l2 norm and l0 − norm [36].

4.5.2 Unary operators. Unary variation operators transform a single DNN into another one. In
general, it represents a small change (i.e. perturbation) of a DNN. Some important properties must
be taken into account in the design of unary operators: ergodicity, validity and locality [172]. The
most popular unary operators in metaheuristics are neighborhood in S-metaheuristics (e.g. gradient)
and mutation in EAs. The design of unary operators depends on the type of representations. For
graph-based encodings, it consists in adding/deleting a node or a connection of the graph. In
discrete representations, it generally consists in changing the value associated to an element by
another value. For continuous variables, the most used class of unary operators has the form
x

′

= x + M , where M is a random variable which takes different forms (e.g. uniform random,
Gaussian distribution). Unary operators have been applied to all levels of DNNs encodings (Fig. 9):

Type of operation

Operation features
(Hyperparameters)

  Global features
(Hyperparameters)

Layer 0 Layer 6

Layer 1 Layer 7

Layer 4

Layer 5

Layer 8x
y

Unary operator (Categorical)
 - Change type operation

Unary operator
 - Update continuous value
 - Change discrete categorical value
 - Update discrete ordinal value

Hyperparameters:
mixed vector
 - Continuous
 - Discrete categorical
 - Discrete ordinal

 Architecture:
 directed acyclic 
 graph

Unary operator
 - Add connection
 - Delete connection
 - Add layer
 - Delete layer

Fig. 9. Unary variation operators at different levels of a DNN.
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• Architecture: unary operators at this level consists to update a DAG using for instance
the following operations: add a layer, delete layer, change type of a layer, add a connection,
and remove a connection. Those unary operators have been used in different optimization
frameworks:
– Neighborhoods in S-metaheuristics: in some papers, the authors have relaxed the
discrete encoding of DNN into continuous encodings to enable gradient-based optimiza-
tion [153][2][108][109][119]. Hence, gradient-based optimization is applied using classical
neighborhoods of continuous variables.

– Mutation in EAs: in flat networks, many mutation operators have been designed. Discrete
mutations have been used in DAG representations of CNNs to connect or disconnect two
operations [117][189], to add a layer, remove a layer [5][162][50][120][127], replicate a
layer [4]. Continuous mutations have been applied in [154] into a CMA-ES algorithm by
relaxing the binary adjacency matrix into continuous matrix and using rounding operations.
In [139], tree-based mutations have been designed for LSTMs: (1) Mutation to randomly
replace an operation with an operation of the same family, (2) Mutation to randomly inserts
a new branch at a random position in the tree. (3) Mutation to shrink the tree by choosing
a branch randomly. For hierarchical DNNs, the same unary operators can be applied at any
level of the architecture hierarchy.

• Hyperparameters: global and operations features of a DNN are generally encoded by a
mixed vector of continuous and discrete values:
– Neighborhood in S-Metaheuristics: continuous neighborhoods [153][2], and mixed
neighborhoods [50][157] have been designed to be used in local search algorithms.

– Mutation in EAs: discrete mutations have been used in different EA frameworks. In [165],
the (1 + λ)-ES is applied in which λ solutions are generated by discrete-based random
uniformmutation on hyperparameters (e.g. number of filters, size of filters). In [91], discrete
categorical mutations are applied in designing LSTMs, such as changing the element-
wise operation and the activation function. Continuous mutations have been defined in
a differential evolution (DE) algorithm [179] and a CMA-ES algorithm [116]. In [116], all
discrete and continuous variables are scaled to be in [0, 1], on which samples λ candidate
DNNs are generated from a multivariate normal distribution. Mixed mutation operators
have also been defined for global (e.g. learning rate, training optimizer) and operations
hyperparameters (e.g. activation function, filter size) [113][143][50].

For hierarchical DNNs, the level in which unary opeators are applied can be sampled randomly. In
[108], the authors sample the level k , the building blockm at the level k , then a unary operator is
applied to an element of this building blockm.

4.5.3 N-ary operators. Unlike unary operators, n-ary variation operators recombine a set of n
DNNs into another one: A × A... × A −→ A. Their role is to inherit the building blocks of a set of
DNNs to generate new DNNs. The most popular n-ary operators in metaheuristics are crossover
in EAs and velocity update in PSO. The most used crossover operators are the 1-point crossover
and its generalization the n-point crossover, in which n crossover cuts are randomly selected and
the solution is generated by interchanging the segment of each parent. In uniform crossover, each
element of the solution is selected randomly from either parent, which is more flexible for mixed
vectors. For continuous variables, one can add arithmetic and geometrical crossover operators. In
PSO, the velocity updating of any particle xi is a computed function of the global best DNN дBest
and local best DNN pBesti . As for unary operators, the design of binary operators depend mainly
on the variables to be inherited:

• Architecture: n-ary operators have been used in different optimization frameworks:
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– Crossover in EAS: in flat DNNs using linear encodings, a 1-point crossover has been
designed to recombine the layers [179][5][114]. Crossover operators specific to tree en-
codings of architectures have been also developed (e.g. Homologous crossover for LSTMs
[139]). In hierarchical DNNs, a uniform crossover applied at the level-1 blocks has been
used in [189]. Each pair of corresponding blocks are exchanged with a given probability. In
a binary encoding of a DAG, a crossover operator preserves the common building blocks
shared between both parents by inheriting the common bits from both parents [117]. Then,
it maintains, relatively, the same complexity between the parents and their offsprings by
restricting the number of “1" bits in the offspring’s bit-string to lie between the number of
“1" bits in both parents (Fig.10). In general, all the values at lower levels are inherited from
the crossover operator involving higher levels [179].

– Velocity update in PSO: it needs to have a fixed length for all particles. Hence, new
velocity updates have been designed for variable-length representations. In [168], the
authors used truncation and padding to deal with variable-length encodings. In [178], a
fixed-length bounded by the maximum length in which disabled layers are encoded in the
representation and participate to the velocity update.

• Hyperparameters: any classical n-ary operators can be applied to mixed vectors character-
izing the global and operations features of a DNN:
– Crossover in EAs: unlike n-point crossovers, the uniform crossover is well adapted to
fixed-length mixed encodings [113].

– Velocity update in PSO: classical velocity updates are based on fixed-length continuous
vectors. In [57], the discrete variables are relaxed to continuous variables, such that the
classical velocity update is applied. Then, a cast (i.e. rounding) operation is carried out.

Other n-ary operators have been applied in other metaheuristics. In [164] a tree growth
algorithm (TGA) has been developed for AutoCNN. The n-ary operator consists in moving
N2 solutions yi to the distance between the closest best solutions x1 and x2, by producing
linear combinations: yi = λx1 + (1 − λ)x2. For discrete variables, the obtained values are
rounded to the closest integer value.

1

2

3

4

1

2

3

4

1

2

3

4

Parent 1 - VGG 1-01-001-0

Parent 2 - DensNet: 1-11-111-0

Generated offspring
ResNet: 1-01-101-0

Shared connections

Fig. 10. An example of crossover operator inherting and recombining building blocks [117].

4.5.4 Indirect operators. The solutions of the population participate in the construction of a shared
knowledge. This shared kowledge will be the main input in sampling the new population of DNNs.
The recombination in this class of algorithm between solutions is indirect through this shared
memory. ACO and EDA are the most popular algorithms belong to this class of Pmetaheuristics:

• Ant colony optimization (ACO): the shared knowledge is represented by the pheromone
matrix. ACO have been developed to design the LSTM cell structure of the network. LSTMs
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are generated by a given number of ants, and having them choose a path through the fully
connected DNN biased by the amount of pheromone on each connection. The good quality
generated DNNs are used to update the pheromone, reinforcing the features (i.e. connection
between operations) that provide good solutions [43][48]. The same approach has been
developed for CNN [22]. For a given depth of the CNN, each ants constructs a complete CNN
by selecting the next operation by using the global pheromone.

• Estimation of distribution algorithms (EDA): the shared knowledge is represented by a
probabilistic learning model. In [117], a Bayesian optimization algorithm (BOA) has been
developed to find inherent correlations between the decision variables. In AutoDNN, this
translates to correlations in the blocks and paths across the different segments. Exploitation
uses past information across all networks evaluated to guide the final part of the search. More
specifically, if we have a network with three segments s1, s2 and s3, by using the history of
generated solutions, the operator constructs a Bayesian Network relating those variables.
It consists in modeling the probability of networks beginning with a particular segment s1,
the probability that s2 follows s1, and s3 follows s2. Those estimates are updated during the
search, and new offsprings are generated by sampling from this Bayesian Network.

Other optimization approaches use indirect operators. A Bayes Monte Carlo procedure has been
used [28]. A set of DNNs are sampled. Then, a probability distribution over high-performing DNNs
is learned.

5 SURROGATE-BASED OPTIMIZATION
Surrogate-based optimization8 (SBO) is a popular approach to deal with the AutoDNN problem.
These algorithms are iterative sampling procedures relying on surrogate models (i.e. metamodels,
approximation) of the considered objective function which are generally characterized by an
expensive computational cost [9][152]. They iteratively determine and explore the most promising
solutions of the design space, thus simultaneously refining the surrogate model and converging
towards the problem optimum [89]. First, a set of diversified observations Dn are generated using
for instance Design of Experiments (DoE) or Latin Hypercube. Using this set of observations Dn , a
surrogate s(f ) : A −→ R of the objective function f is constructed. Then, it consists in sampling
iteratively, using the surrogate, the most promising solution xn+1 ∈ arд max qs(f ) based on an infill
sampling criterion (i.e. acquisition function) qs(f ) : A −→ R. Usually the acquisition function uses
exploiting and exploring sampling principles. The solution xn+1 is evaluated using the real objective
function yn+1 = f (xn+1) and is added to the set of observations Dn+1 = Dn ∪ (xn+1,yn+1). The
surrogate is updated s(f /Dn+1) using the new acquisition function qs(f /Dn+1), and a new solution is
sampled, and so on, until a given budget of evaluated solutions is finished (Fig.11). Notice that the
evaluation of the acquisition function q is much cheaper the the original function f which makes
that the optimization effort is reduced.

The various surrogate-based metaheuristics for AutoDNN can be characterized by:
• Surrogate model: there are at least two desired properties for a surrogate: correlation with
the true objective and sample efficiency. The most popular surrogate model in AutoDNN
is the Gaussian process [94][82][13][158][61]. A Gaussian process G = (µ,σ ), is defined by
a mean µ(.) and a covariance function σ 2(, ). Gaussian processes are suited to continuous
optimization problems and are characterized by poor scalability to high dimensions [160][159].
Then, other models have been investigated such as neural networks [157][160][159], radial
basis functions [27][84], polynomial regression models [120], Tree Parzen Estimator (TPE)

8Also known as Bayesian Optimization
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Add the most promising
solution in the data set

    Evaluation of the
real objective function

 Build the
 surrogate

Optimization of
the infill criteria

Initial set of
  solutions

Stopping
 criteria No

Yes

Fig. 11. The general framework of surrogate-based optimization algorithms.

[13], RNNs [27][46], graph neural networks [120] and random forest [82]. A recent trend
consists in using multiple surrogates (i.e. ensembles of metamodels) to improve the accuracy
of the surrogates [27].

• Acquisition function: the acquisition function determines the utility of different DNN
candidates. They are based on a tradeoff between exploration by searching where predicted
variance is high, and exploitation by searching where expected value is minimized. Different
infill criteria have been used for updating the surrogate: lower confidence bound (LCB), upper
confidence bound (UCB) [158][88], probability of improvement (PI), expected improvement
(EI) [94][27][13][120], independent Thompson sampling [187], and predictive entropy search
(PES) [72].

• Target optimization problem: several techniques exist in SBO of continuous functions.
Hence, SBO has been widely used in solving the HPO problem. For instance, it has been
applied to tune the number of layers and the size of hidden layers in DBNs [13] and deep
neural networks [169], the size of the filter bank, and other hyperparameters (e.g. learning
rate) in CNNs [86][194][14][125][158].
Although SBO has seen great success in the HPO problem, several issues arise when it comes
to solve the NAS and AutoDNN problems because of the discrete variables. Only few methods
have been developed for mixed continuous/discrete problems [136]. Indeed, using SBO for
AutoDNN requires so far specifying a distance function between DNN architectures, in order
to define a surrogate model (i.e. kernel function). The kernel function, which measures the
similarity between network architectures, is fundamental for selecting the architectures to
evaluate during the search process [27][94][187]. As modern DNNs can have multiple layers,
multiple branches and multiple skip connections, comparing two DNNs is non-trivial. In
[27], the authors propose to map a diverse range of discrete architectures to a continuous
embedding space through the use of RNNs and then define the kernel function based on the
learned embedding space. In [94], the authors develop a distance metric in the space of CNN
architectures which is computed via an optimal transport algorithm.

• Optimization algorithms: there are two different optimization algorithms to be defined:
(1) the algorithm which optimizes the surrogate. Many optimization algorithms have been
investigated such as EAs [94][120], gradient [27], and beam search [104]; (2) the algorithm
which optimizes the acquisition function. Many global optimization algorithms have been
applied such as EDA [13], CMA-ES [13], random procedure [187], and simulated annealing
[88].
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6 MULTI-OBJECTIVE OPTIMIZATION
Most of the work on AutoDNN formulate the problem as a single-objective problem based on
the accuracy. However, many applications do not only require high accuracy on unseen data
but also other objectives (e.g. inference time, model size, energy consumption). A multi-objective
optimization problem (MOP) can be defined as [126]:mina∈A(f1(a), f2(a), ..., fk (a)), where k (k ≥ 2)
is the number of objectives, and A denotes the set of feasible DNNs. Contrary to single-objective
optimization, the solution of a MOP is not a single solution, but a set of solutions known as Pareto
optimal set, which is called Pareto front when it is mapped in the objective space. Any solution
of this set is optimal in the sense that no improvement can be made on one objective without
worsening at least another objective. A solution a dominates a solution b if and only if:

∀i ∈ [1..k] : fi (a) ≤ fi (b) and ∃ ∈ [1..k] : fi (a) < fi (b)

The Pareto optimal solutions are not dominated by any other solutions in the feasible space. A
solution a is Pareto optimal iff: ∀b ∈ A,∀i ∈ [1..k], fi (a) ≤ fi (b) and f (a) , f (b).

6.1 Multi-objective single-task learning
In classical single-task learning problems, DNNs give high accuracy at the cost of high-computational
complexity (e.g. billions of FLOPs). Recently, AutoDNN approaches have been applied to applications
requiring light-weight models and fast run-time. It can be infeasible to run real-time applications on
resource constrained platforms such as IoT, smartphones, robots, drones, autonomous vehicles and
embedded systems. Indeed, those platforms are often constrained by hardware resources in terms
of power consumption, available memory, available FLOPs, and latency constraints. Optimizing
those multiple objectives will enable efficient processing of DNNs to improve energy efficiency and
throughput without sacrificing application accuracy or increasing hardware cost. This is a critical
aspect to the wide deployment of DNNs in AI systems. Many device-related and device-agnostic
objectives have been investigated in the literature for the optimization and/or the inference steps:

• Energy consumption: in using DNN models in low-power mobile and embedded areas,
there is a need to optimize the energy consumption (i.e. power) [134][82]. Power can be
estimated via analytical models [23][145], simulation software [71] or measured on the target
device (i.e. hardware-aware) [82]. It depends if the platform where the DNN is designed and
the platform on which it is deployed are connected.

• Inference speed: the inference time is an important objective for real-time applications
[96]. To measure this objective, it is necessary to deploy DNNs on the target hardware device
[82][46].

• Computational and memory cost: this cost can be estimated by the number of floating-
point operations (FLOPs) [117], and memory usage that a network performs during a forward
phase [157][78][46]. This measure can concern both training and inference [180].

• Hardware cost: the cost of the hardware on which training and/or designing are carried
out can also be taken into account [112].

• Number of parameters: minimizing the number of parameters of DNNs has been used in
[113][174][87] as a second objective for an efficient deployment of DNNs on constrainted
hardware (e.g. mobile devices [49]).

• Size of the network: it is mainly evaluated by the number of connection in the network
[59]. The connecting sparsity has been considered in designing DBNs [110] and RNNs
[156]. In [67], an objective consists in minimizing the number of non-zero weights. The
resulting compressed networks will have lower bandwidth requirements and require fewer
multiplications due to most weights being equal to zero.
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• Diversity: ensemble models using diverse DNNs tends to achieve better generalization [21].
Diversity measures the discrepancy between the output of a DNN and the outputs of other
DNNs. An example of such diversity wich measures the total correlation between the output
of one DNN and the output of each of the other DNNs is [29]:

Min Dm =

N∑
i=1

(oim −O i )

M∑
j=1,i,j

(oij −O i )

whereM is th number of DNN models, N the number of samples, oim , oij represents the output
of themth and the jth DNN for the ith training sample, and O i denotes the average output
for all DNNs. In [29], the Pareto DBNs networks are combined to form an ensemble model,
where combination weights are optimized via a single-objective DE for a given learning task.

The aim of solving MOPs is to help a DNN designer to find a Pareto DNN which copes with his
preferences. One of the fundamental questions in MOPs resolution is related to the interaction
between the problem solver (e.g. metaheuristic) and the designer. Indeed, the Pareto DNNs cannot be
ranked globally. The role of the designer is to specify some extra information to select his favorite
solution. This interaction can take one of the three following forms: a priori [78], a posteriori
[29][156], and interactive. To our knowledge there is no work dealing with interactive design of
DNNs, where there is a progressive interaction between the designer and the optimizer. Different
optimization approaches have been designed for multi-objective autoDNN:

• Scalarization approaches: those approaches transform the MOP problem into a single-
objective one or a set of such problems. Among these methods one can find the aggregation
methods, weighted metrics, Tchebycheff method, goal programming methods, achievement
functions, goal attainment methods and the ϵ-constraint methods [126]. In [78], a weighted
sum function α f1+(1−α)f2 which agregates accuracy and energy consumption has been used
to solve a bi-objective optimization problem. In [3], the authors provide a balance between
the compression ratio and the accuracy using the function f (x) = C(x)(2 −C(x)) × A(x )

A(r ef )
where C(x) is the compression ratio of the architecture x , A(x) is the validation performance
of x and A(re f ) is the validation performance of the reference network. The compression
ratio C(x) is defined as C(x) = 1 − #param(x )

#param(r ef ) .
• Pareto approaches: dominance-based approaches9 use the concept of dominance and Pareto
optimality to guide the search process. Population-based metaheuristics are particularly
suitable to solve MOPs, because they deal simultaneously with a set of solutions which allows
to find several Pareto DNNs in a single run of the algorithm. The main differences between the
various proposed approaches arise in the following search components: fitness assignment,
diversity management, and elitism [173]. Pareto EAs (e.g. NSGA-II: Non-Sorting Genetic
Algorithm) have mostly been used in the literature for designing CNNs [96][117][113], RNNs
[156] and LSTMs [10]. Other Pareto optimization algorithms have also been considered such
as PSO (e.g. diversity based on crowding and dominance based on ϵ-Pareto dominance [180]),
and local search [157].

• Decomposition-based approaches: most of decomposition-based algorithms in solving
MOPs operate in the objective space. One of the well-known frameworks for MOEAs using
decomposition is MOEOA/D [195]. It uses scalarization to decompose the MOP into multiple
scalar optimization subproblems and solve them simultaneously by evolving a population
of DNNs. Subproblems are solved using information from the neighbouring subproblems

9Also named Pareto approaches.

ACM Comput. Surv., Vol. 00, No. 00, Article 00. Publication date: 2020.



1079

1080

1081

1082

1083

1084

1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

1126

1127

Optimization of deep neural networks: a survey and unified taxonomy 00:23

[121]. This approach has been developed using Tchebycheff scalarization in designing DBNs
[110][29].

Most of the proposed MOP formulations are bi-objective. Very few many-objective models (i.e.
more than 3 objectives) have been investigated. In [49], a 5-objective MOP has been formulated:
accuracy on data set CIFAR-10, accuracy on data set CIFAR-100, number of parameters, number
of add-multiply operations and inference time. Compared to accuracy, the proposed additional
objectives (e.g. inference time, energy consumption) are generally cheap to evaluate. Hence, devel-
oping new MOP approaches which take into account this high heterogeneity in the computational
cost of the objectives is essentiel. An approach based on decoupled objective evaluations has
been proposed to enable independent evaluations across objectives [71]. In [82][49], a sequential
approach is developed in handling cheap and expensive objective functions. First, cheap objectives
are used to sample new solutions. Then, in a second phase, expensive objectives participate in the
search process to generate Pareto DNNs for the whole MOP.

In surrogate-based MOP, new acquisition functions have to be developed. To identify Pareto-
optimal DNNs, an acquisition function based on the hypervolume indicator has been proposed
in [82]. In [82], the authors consider surrogate-based MOP with heterogeneous cost objectives.
The acquisition function selects the objective across which the configuration will be evaluated
in addition to selecting the next DNN to evaluate. A trade-off is made between the additional
information obtained through an evaluation with the cost of obtaining it.

6.2 Multi-objective multi-task learning
Multi-task learning (MTL) allows to learn multiple different yet related tasks simultaneously. MTL
has recently been explored in a variety of DNNs solving problems in computer vision [16] and
NLP [41]. The number of parameters in a multi-task DNN would be less than in multiple DNNs
optimized for their own single task. In addition, the trained DNNs for MTL should be able to
synergize, enabling superior performance over learning each task independently using smaller
datasets per task [93]. The MTL problem is inherently multi-objective, in which the various tasks
may conflict. Hence, some trade-off models represented by Pareto solutions have to be found. In
the literature MTL is mostly solved as a single objective optimization problem via hard or soft
parameter sharing [146]. In hard parameter sharing, a subset of parameters is shared between tasks,
while other parameters are task specific. In soft parameter sharing, all parameters are task specific,
but they are jointly constrained via a Bayesian prior or a joint dictionary. In the design of a global
model that shares some parameters across tasks, the parameters can be learned by solving a MOP
that takes into account all uncertainties on the defined tasks.

Very few works in the literature investigate a multi-objective approach to solve the MTL problem.
Various objectives (i.e. loss functions for different tasks) can be handled in the formulation of
the problem: MinΘ (L1(a,θc ,θ 1s ), ..., LT (a,θc ,θTs )), t = 1, 2, . . . ,T , where Li is the loss function
function of task i , T is the total number of tasks, θc are the shared parameters, and θ ts are the
specific task parameters. Hence, Pareto solutions representing potential optimal architectures will
be generated to solve the MTL problem. To our knowledge only scalarization approaches have been
proposed. In [150][103], a weighted linear aggregation of the per-task losses has been applied and
solved using gradient-based algorithms. In [62], many weighting approaches have been evaluated
including uniform combination of losses, dynamic weight average (DWA) [111] and uncertainty
weighting methods [95] with various sizes of datasets per-task.
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7 PARALLEL OPTIMIZATION
On one hand, AutoDNN problems are more and more complex (e.g. dataset and network size) and
their resource requirements in terms of computation and memory are ever increasing. Although
the use of metaheuristics allows to significantly reduce the computational complexity of the search
process, it remains time-consuming. On the other hand, the rapid development of technology
in hardware design (e.g. GPU, TPU) makes the use of parallel computing increasingly popular.
State-of-the-art DNNs required 3,150 and 2,000 GPU days [143][204]. Parallel optimization can
be used for the following reasons: speedup the search, improve the quality of DNNs, reduce the
energy, improve the robustness, and solve large scale and/or complex learning tasks. In this paper
we make a clear distinction between the parallel design aspect and the parallel implementation
aspect.

7.1 Parallel design
In terms of designing parallel metaheuristics for AutoDNN, three major parallel hierarchical models
are identified (Fig.12):

Algorithmic-level

Iteration-level

Solution-level

   Auto-DNN 
metaheuristics

Set of DNNs

 Single DNN Function-based
 decomposition

  Data-based
decomposition

   Pipeline
decomposition

   Combined
decomposition

Independent
   models

Cooperative
   models

Competitive
   models

 
Neighborhood
decomposition

   Population
decomposition

Synchronous
 evaluation

Asynchronous
  evaluation

Objective function
        level

Model 
 level

Operation
   level

Fig. 12. Parallel models of metaheuristics for AutoDNN.

• Algorithm-level: in this parallel model, independent, cooperating or competitive self-
contained metaheuristics are used. If the different metaheuristics are independent, the search
will be equivalent to the sequential execution of the metaheuristics. However, cooperative and
competitive models can alter the behavior of the metaheuristics and enable the improvement
of the quality of DNNs by providing better convergence and diversity. Very few algorithm-
level parallel models have been investigated in the literature. A parallel independent approach
has been investigated for transfer learning [55]. A set of parallel asynchronous agents learn
how to reuse the architecture of an existing DNN for new learning tasks. An agent based on
an EA is used to evolve a subpart (i.e. PathNets) of a giant DNN. PathNet may be thought of
as a form of “evolutionary dropout” in which instead of randomly dropping out nodes and
their connections, “thinned” DNNs are evolved in parallel for various learning tasks.
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Some parallel cooperative models has been developed for neural network design [44][127].
The algorithm is based on the popular “Island Parallel EA” in which a set of parallel EAs are co-
operating to solve the problem [172]. In [127], two populations of DNN cells and topologies are
evolving in parallel. During evaluation, the cells are combined into topologies to create a larger
assembled DNNs. An example of algorithm-level competitive parallel model can be found in
designing generative neural networks (GANs). GANs are composed of two adversarial DNNs:
a generator and a descriminator [64]. The two networks are confronted in a zero-sum game.
The generator creates fake noisy input data to deceive the discriminator, while the discrimi-
nator learns to distinguish between real and fake samples. In contrast to conventional GANs,
which alternate the update of the generator and a discriminator, some algorithm-level parallel
EA models have been proposed [37][182]. In [37], a co-evolutionary approach has been used,
in which the discriminator and generator population of networks are trained simultaneously
as adversaries. Two populations of generators and discriminators evolve in parallel following
its own optimization process. The discriminator D (resp. generatorG) networks optimize the
following loss function: LD (D,G) = −Ex data[loдD(x)] − Ez noisy [loд(1 − D(G(z)))] (resp.)
−Ez noisy [loд(D(G(z)))] where data represents the input dataset, z (resp. noisy) represents
the noisy data (resp. noise distribution).

• Iteration-level: in this model, an iteration of a metaheuristic is parallelized. The behavior
of the metaheuristic is not altered. The main goal is to speedup the algorithm by reducing
the search time. Indeed, the iteration cycle of metaheuristics requires a large amount of
computational resources for training. The most popular iteration-level parallel model consists
in evaluating in parallel the generated DNNs. In the synchronous mode, a master manages
the search process. At each iteration, the master distributes the set of new generated DNNs
among the workers and waits for the results of all DNNs (e.g. EAs [143][122][193], (1 + λ)ES
[123], PSO [115][180], multi-armed bandits [53]). While the results are collected, the search
process is iterated. In the asynchronous mode, the evaluation phase is not synchronized with
the other parts of the search process in EAs [108] and ACO [48]. The master does not wait
for the return back of all DNNs evaluations to start the next iteration. The steady-state EA is
a good example illustrating the asynchronous model [108].

• Solution-level: in this model, the parallelization process handles the training of a single
DNN which is the most costly operation [11]. Training broadly comprises iterations over
two dataflows steps: the forward step for training the sample data, and the backward step
for updating weights (e.g. computing gradients). Four solution-level parallel models may be
carried out for training:
– Data-based decomposition: the same DNN model is duplicated among different workers
with different portions of the training data [42]. The computations are carried out in parallel
on different data partitions. In [138], each worker stores an identical copy of the model
and computes gradients only on a partition of the training examples, and these gradients
are aggregated to update the model.

– Function-based decomposition: theDNNmodel is partitioned into different sub-functions.
Each sub-function is evaluated in parallel using the same training data. Then, a reduction
is performed on the results returned back by the computed sub-functions. By definition,
this model is synchronous, so one has to wait the termination of all workers calculating
the operations. Three different levels of function decomposition can be applied: (1) Ob-
jective level in which different objective functions are evaluated in parallel such as in
multi-objective AutoDNN (2) Model level in which different sub-models (e.g. operations)
are handled in parallel. For example, in [98], different workers train different parts of the
model. A convolution with k filters can be splitted in n operations, each of which convolves
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its input with k
n filters. (3) Operation level in which a given operation (e.g. convolution) is

handled in parallel. For instance, a FC layer can be modeled as matrix-matrix multiplication
and is well suited to be performed in parallel [11].

– Pipeline decomposition: it consists in designing a pipeline of the layers composing a
DNN, where one or more consecutive layers of a DNN form a chunk. The layers in a chunk
are executed on one worker, and thus, different workers compute the DNN in a pipelined
manner [80][69]. This parallel computing model is efficient for large DNNs and/or large
datasets.

– Combined decomposition: the previous strategies can be combined. For instance, the
function, data parallel and pipeline models can be used jointly. A combined parallelisation
mixing functional and data parallelism has been proposed in [98][191]. In [98] the authors
use data parallelism in the convolutional layers (i.e. compute intensive) and function
parallelism in the FC layers (i.e. memory-intensive). Very few papers combine pipelining,
function parallelism, and data parallelism [69].

7.2 Parallel implementation
Parallel implementation of AutoDNN metaheuristics deals with the efficient mapping of a parallel
model of metaheuristics on a given parallel architecture. Computational throughput, power con-
sumption and memory efficiency are three important indicators in parallel architectures. Parallel
architectures are evolving quickly and are dominated by two types of architectures: shared memory
architectures (e.g. multi-core CPU, accelerators such as GPU) and distributed memory architectures
(e.g. clusters of CPUs).

Shared-memory architectures: accelerators and multi-core CPUs represent the most popular
shared-memory architectures. Accelerators are often connected with a server through PCIe bus.
They can be classified as temporal or spatial architectures. Popular temporal architectures are
multi-cores and GPUs. They use SIMT (Single Instruction Multiple Threads) and SIMD (Single
Instruction Multiple Data) as parallel computing models. They use a centralized control for a
large number of ALUs, which can only fetch data from the memory hierarchy. Due to their high
throughput support and an architecture designed specifically for data parallel workflows, GPUs are
well adapted for DNN computational requirements. Using CUDA API, these frameworks boost their
scale-up efficiency using threads to utilize multiple GPUs in a single node (single address space).
However, conventional CPUs and GPUs are energy-inefficient due to their effort for flexibility,
and then they are not preferred for power constrained applications [54]. Spatial architectures
use dataflow processing, where a processing sequence is composed of ALUs transfer data from
one to another. FPGA and ASICS (Application-Specific integrated Circuits) are the most widely
used spatial architectures. FPGA allows to implement irregular parallelism, customized data type
and application-specific hardware, offering great flexibility to accommodate new DNN models.
However, their drawbacks are the on-chip memory limitation, and the lack of efficient high-level
APIs. A major improvement in cost-energy performance comes from domain-specific hardware
such as TPUs (Tensor Processing Units). They are AI-dedicated ASIC which targets a high volume
of low-precision (e.g. 8-bit) arithmetic while maintaining low power consumption. However, they
have less flexibility and longer development cycle than FPGAs [181].

Distributed-memory architectures:Clusters of CPUnodes represent themost popular distributed-
memory architecture. The computer nodes are connected by high speed networks such as modern
Ethernet and InfiniBand. The most important metrics for the interconnection network are latency
and bandwidth. MPI (Message Passing Interface) is the omnipresent programming model for dis-
tributed memory architectures. The performance of single-node multi-GPU is nearing saturation
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for large datasets and DNN models. Thus, scale-out efficiency with large clusters of heterogeneous
nodes (e.g. CPU-GPU) is an emerging topic. Most of the top high-performance computing (HPC)
systems10 are composed of clusters of heterogeneous nodes (CPU and GPU) mixing shared-memory
and distributed-memory models. Hence, traditional HPC applications have been successfully re-
designed to scale-out using a hybrid programming model mixing MPI and CUDA.

Parallel implementation of AutoDNN metaheuristics on parallel hardware has to be consider
maximizing accuracy and throughput, while minimizing energy and cost. The throughput of a
parallel metaheuristic on a given parallel architecture depends mainly on its granularity. It computes
the ratio between the computation cost and the communication cost. The three parallel models
have a decreasing granularity from large-grained to fine-grained:

• Algorithm-level: this model has the largest granularity. There is a relatively low communi-
cation requirements. It is the most suited parallel model to conventional parallel architectures
such as HPC systems and clusters of multi-cores. In terms of scalability, its degree of concur-
rency is limited by the number of metaheuristics involved in solving the problem. In [55], an
implementation on a cluster of CPUs using 64 asychronous independent algorithms has been
carried out.

• Iteration-level: a medium granularity is associated to the iteration-level parallel model. As
the objective function is very expensive, this model has been widely implemented on multi-
GPUs and clusters of multi-cores. It has been deployed efficiently for EAs [180][122][193],
PSO [115] on GPUs powered clusters using MPI-CUDA, and ACO on clusters of multi-core
CPUs using MPI [48]. The degree of concurrency of this model is limited by the size of the
neighborhood for S-metaheuristics or the size of the population for P-metaheuristics. The
use of very large neighborhoods and large populations will increase the scalability of this
parallel model. Introducing asynchronous communications in the model will increase the
efficiency of parallel metaheuristics [122].

• Solution-level: this model has the finer granularity and is therefore adapted for accelerators
such as GPUs, FPGAs and TPUs [187]. The degree of concurrency of this parallel model is
limited by the number of objective functions, data partitions and layers of DNNs. Most of the
existing parallel implementations have been carried out on single GPUs. Few parallel models
have been implemented on specific hardware such as FPGAs [128] (e.g. CNNs [181][68],
LSTMs [197]), and Arm processors [112]. The size of DNNs raises some problems accord-
ing to the GPU memory. The system would crash because of a shortage of GPU memory.
Many approaches have been proposed to find memory-efficient DNNs [174]. Some parallel
implementation have been developed on a single server with multiple GPUs having disjoint
memory spaces [191][132]. The single server implementation scales only to 8 GPUs before
the host server becomes overburdened by I/O, power, cooling, and CPU compute demands.
Multiple servers where each server represents a cluster of multi-core and/or multiple GPU
represent a more scalable implementation [35]. As communication is the major bottelneck in
large clusters of GPUs, many techniques have been proposed to overlap communication and
computation [47][83][151]. Many solution-based parallel models have been investigated:
– Data-based decomposition: each node (e.g. GPU) trains on its own data partition while
synchronizing weights with other nodes, using either collective communication primitives
[65] or sharing memory with servers [39]. Data-based decomposition requires synchronous
communication between nodes, since each node must communicate both gradients and
parameter values on every update step [35]. Moreover, the mini-batch size gets multiplied
by the number of used nodes.

10Top500.
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– Function-based decomposition: it has been implemented on large clusters of CPUs [42],
and HPC clusters of heterogenoeus nodes (i.e. multi-core CPU/GPU) using CUDA and
MPI [131]. The operation level is always handled by single node accelerators. For instance,
convolution in CNN and gate systems in RNNs (i.e. matrix-matrix multiplication) are
generally implemented on fine grained architectures such as vector accelerators of CPUs
or many-core architectures (e.g. GPU) [11]. The model level is generally implemented on
clusters of GPUs and/or CPUs [35][11]. The objective level is generally implemented on
heterogenous architectures. For multi-objective AutoDNN, one can decouple the evaluation
of heterogeneous objectives on different hardware platforms. For instance, one can evaluate
the accuracy on non-dedicated hardware and energy consumption on specific hardware
[71].

– Pipeline decomposition: limited network bandwidth hardware induces high communication-
to-computation ratios. Pipelining different micro-batches on sub-functions of layers allows
to benefit memory utilization and thus make fitting giant models feasible. GPipe provides
the flexibility of scaling a variety of different networks to gigantic sizes efficiently, and has
been implemented on a single server with TPUv3s and NVIDIA P100 GPU [80]. Pipelining
can also be applied between training different DNNs where the optimizer generates the
next DNN to be trained and starts the training on GPU. Then, instead of waiting for the
training to finish, it starts to generate the next DNN [88]. The idle time of nodes (e.g. GPU,
CPU) is then reduced.

DNN librairies (e.g. cuDNN, Cuda-convnet) and frameworks (e.g. Tensorflow, Caffe, Torch,
Thenao) have been developed to facilitate parallel implementation. Most DNN frameworks are
limited to a single node (e.g. GPU) and have not been designed to be efficient of large clusters
of heterogeneous nodes using MPI and CUDA [6]. TensorFlow maps the nodes of a dataflow
graph across many machines in a cluster, and within a machine across multiple computational
devices, including multicore CPUs, general purpose GPUs, and custom-designed ASICs such
as Tensor Processing Units (TPUs) and ARM-based platforms [1].

8 CONCLUSIONS AND PERSPECTIVES
In this paper, a survey and taxonomy for DNN optimization has been presented. A unified way to
describe the optimization algorithms allowed to focus on common and important search components
for all AutoDNN approaches. We have also extended this unifying view to important optimization
methodologies dealing with surrogate-based, multi-objective and parallel optimization. Most of the
proposed AutoDNN approaches have been applied to image classification. The proposed survey
and taxonomy can help to extend the proposed taxonomy to other less explored applications in
computer vision (e.g. image restoration, semantic segmentation), NLP (e.g. langage translation) and
Industry 4.0 (e.g. predictive maintenance). It can also be reused for other types of deep learning
architectures such as spiking neural networks (SNNs).

An important issue is the definition of efficient and effective encodings, objective function(s) and
constraints. From a landscape analysis using measures such as FDC (i.e. fitness-distance correlation)
[90], and autocorrelation (i.e. autocorrelation of the accuracies of visited DNNs in a random walk)
[161], we can extract some knowledge for designing and understanding the behavior of optimization
algorithms. Designing multi-fidelity surrogates for variable space mixed optimization problems
represents an important research issue. The AutoDNN problem is intrinsically multi-objective. To
our knowledge there is no work dealing with interactive multi-objective design of DNNs, in which
there is a progressive interaction between the designer and the optimizer. Indeed, one can use his
knowledge in helping the optimizer to converge towards interesting design subspaces.
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HPC is evolving toward Exascale supercomputers composed of millions of cores provided in
heterogeneous devices mainly multi-core processors with various architectures. To our knowledge
there is no work using in conjunction the three hierarchical parallel models introduced in this
paper. The massively parallel implementation of the three hierarchical parallel models on Exascale
supercomputers is an interesting challenge. Moreover, highly energy-efficient hardware accelerators
are required for a broad spectrum of challenging applications. Future works also need to assess the
performance benefits according to the energy overheads.

The coupling of software frameworks dealing with optimization and deep learning is an important
issue for the future. This enables to reduce the complexity of developing optimization approaches for
new AutoDNN problems and makes them increasingly popular. Finally, some efforts must be done
in the definition of performance evaluation methodologies for the comparison of different AutoDNN
methodologies. Particularly, we notice the lack of information needed to exactly reproduce the
published results.
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