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Global Stabilization of Discrete-Time Linear Systems Subject
to Input Saturation and Time Delay

Xuefei Yang Bin Zhou, Senior Member, IEEE, Frédéric Mazenc James Lam, Fellow, IEEE

Abstract—This paper studies the problem of global stabilization of
discrete-time linear systems subject to input saturation and time delay.
The considered time-delay systems are first transformed into delay-free
systems based on prediction technique. Then, by utilizing saturation
functions technique, the corresponding global stabilizing controllers
are proposed for two special discrete-time linear systems---a chain of
integrators and oscillators, and explicit conditions guaranteeing stability
are also given. Both current and delayed feedback information are
utilized in the controller design, and some free parameters are also
introduced into these controllers. These advantages can help improve
the control performance significantly. Subsequently, a systematic control
design procedure for globally stabilizing general discrete-time linear
systems subject to multiple inputs and/or multiple inputs delays is
proposed. The design procedure is in an explicit and recursive way with
explicit conditions guaranteeing stability being given, and thus is easier
to use than the existing one. Finally, the effectiveness of the proposed
approaches are illustrated by three numerical examples.

Index Terms—Bounded controls, Discrete-time systems, Global stabi-
lization, Input delay, Nonlinear feedback.

I. INTRODUCTION

In this paper, we consider the global stabilization problem of a
discrete-time linear system subject to input saturation and time delay:

x (k + 1) = Ax (k) +Bσ (u (k − r)) , x ∈ Rn, u ∈ Rm, (1)

where r ≥ 1 is a known integer denoting the input delay, and
σ : Rm → Rm represents actuator saturation defined as σ(u) =
[σ(u1), σ(u2), . . . σ(um)]T with σ(ui) = sign(ui)min{1, |ui|}.
Here, we have slightly abused the notation by using σ to denote
both the scalar-valued and vector-valued function. Without loss of
generality, the unity saturation level was also assumed. For solving
the considered problem, we also assume that the matrix pair (A,B)
is asymptotically null controllable by bounded controllers (ANCBC),
namely, it is stabilizable in the ordinary sense and the open-loop
poles are inside or on the unit circle (see, for example, [18]). It has
been shown that multiple integrators with length n ≥ 3, which is
a special ANCBC system, cannot be stabilized by bounded linear
feedback [11]. Thus nonlinear feedback is necessary for general
ANCBC systems.

The global stabilization problem was first investigated for
continuous-time systems. When the delay is absent in the control,
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in 1992, Teel first proposed a nonlinear controller for globally
stabilizing a chain of integrators by establishing the nested saturation
technique [12]. Subsequently, Sussmann et al. successfully utilized
the nested saturation technique to solve the global stabilization
problem of general ANCBC linear systems [10]. Since controllers
designed by Teel’s method often perform unsatisfactorily, a number
of modifications have been made to improve the control performance
(see, for example, [5], [22]). When the delay is present in the control,
Mazenc et al. first extended Teel’s nested saturation technique to
solve the problem of global stabilization of a chain of integrators by
establishing a family of nested saturation nonlinear controllers [7].
Later on, Yakoubi et al. utilized the same approach to solve the same
problem for general ANCBC linear systems [15]. However, due to
the existence of time delay in the input, the decoupling property in
Teel’s recursive design cannot be maintained in [7] and [15], which
yields complex stability analyses and slightly conservative results.
Recently, the same problem for multiple integrators and multiple
oscillators were revisited in [23] and [17], respectively, and some
families of nonlinear control laws containing both current and delayed
state information were proposed based on some new special canonical
forms. The approaches can take advantage of the decoupling property
in the recursive design, which yields easier stability analyses and less
conservative results. Teel’s recursive design has also been extended
to feedforward nonlinear systems subject to input saturation and/or
time-delay [3], [8], [19], [20].

The global stabilization problem of discrete-time systems has also
received considerable attention in the literature [6], [9], [14], [16],
[18]. When the delay is absent in the control, Yang et al. in [18] s-
tudied the global stabilization of general ANCBC discrete-time linear
systems by extending the results for continuous-time systems in [10],
and two families of nonlinear controllers consisting of nested and
cascade saturations were proposed. Probably due to the complexity
of the stability analysis there, no explicit conditions guaranteeing
stability were provided in [18]. Subsequently, combining the works
with static saturation level in [18] and state-dependent saturation
level in [5], Marchand et al. in [6] proposed a family of non-
linear controllers composed of state-dependent saturation functions
for discrete-time multiple integrators. These methods were further
improved in [24]. When the delay is present in the control, according
to the results in [15] and [18], Yakoubi et al. given two explicit
expressions of nonlinear feedbacks, including nested saturation type
and cascade saturation type, for globally stabilizing general discrete-
time linear systems [16]. However, explicit conditions guaranteeing
stability still were not given in [16]. Recently, the methods in [23]
have been extended to the discrete-time multiple integrators case
[24], in which two types of nonlinear controllers were proposed, and
explicit conditions guaranteeing stability were also given.

In this paper, we revisit the above mentioned global stabilization
problem by utilizing prediction technique and saturation functions
technique. The main contribution of this paper can be stated as
follows. First, we transform the considered time-delay system subject
to input saturation into a delay-free system based on prediction
technique, and then we design the stabilizing controller for the trans-
formed delay-free system. Compared with the results in [16] and [24],
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the main merit of this treatment is that the destabilizing influence of
time delay on the design process of controllers can be avoided, which
can make the stability analysis much easier. Second, we provide
explicit solutions to the above mentioned global stabilization problem
based on some special canonical forms for systems characterized by
both a chain of discrete-time integrators and oscillators, and also
establish explicit conditions with low conservatism to guarantee the
stability of closed-loop systems. Both current and delayed feedback
information are utilized in the controller design, and a number of
free parameters are also introduced into these controllers. These
advantages can help improve the control performance significant-
ly. Third, we provide a systematic control design procedure for
globally asymptotically stabilizing general discrete-time time-delay
linear systems subject to multiple inputs by combining the results
for discrete-time integrators and oscillators mentioned above. Our
design procedure is recursive based on explicit stability conditions
given, and thus is easier to use than the existing design procedure.
Finally, it is worth mentioning that the proposed approach can also be
applied to solve the global stabilization problem of general discrete-
time linear systems with multiple input delays, which, to the best of
our knowledge, seems to be an open problem.

The rest of this paper is organized as follows. The model trans-
formation is given in Section II. The control designs of two special
ANCBC linear systems including multiple integrators and multiple
oscillators are given in Section III. In Section IV, we consider
general discrete-time linear systems subject to input saturations
and time delays. Numerical examples are given to demonstrate the
effectiveness of the proposed approaches in Section V, and Section
VI concludes the paper.

Notation: The notation used in this paper is fairly standard.
For two integers p and q with p ≤ q, the symbol I [p, q] refers
to the set {p, p+ 1, . . . , q} . For a positive constant ε, σε(x) ,
sign(x)min{|x| , ε}, particularly, σ(x) = σ1(x) denotes the stan-
dard saturation function. Ik, k = 1, 2, 3, . . . , refers to the identity
matrix in Rk×k. The notation |·| refers to both the induced matrix
2-norm and the usual Euclidean vector norm. The notation ⊗ denotes
the Kronecker product. For the matrix pair (A,B) (A ∈ Rn×n, B ∈
Rn×m), Qc (A,B) , [B,AB, . . . , An−1B].

II. THE MODEL TRANSFORMATION

In this paper, we focus on the global stabilization problem of
system (1). In order to weaken the destabilizing influence of time
delay in the control design, we will first transform system (1) into
a delay-free system by extending the predictor-based control scheme
for discrete-time time-delay linear system in [2] (see (6)-(7) there) to
our cases with bounded controls, which can be described as follows.

Consider the following new state vector:

y (k) = Arx (k) +

k−1∑
i=k−r

Ak−i−1Bσ (u (i)) . (2)

By using (2), system (1) can be expressed as

y (k + 1) =Ay (k) +Bσ (u (k)) , (3)

which is delay-free now. The relation between systems (1) and (3) can
be stated as follows: if system (3) is globally stabilized by a controller
u(k), then limk→∞ |y(k)| = 0 and limk→∞ |u(k)| = 0. From (2)
we further have limk→∞ |x(k)| = 0, which implies that system (1)
can also be globally stabilized by the same controller u(k). On the
other hand, it follows from (2) that y(k) just requires the current
information of x(k) and the delayed information of u(i), i ∈ I[k −
r, k − 1], then the controller u(k) for system (1) is implementable.

Thus, it remains to design a stabilizing controller u(k) for system
(3).

Remark 1: For globally asymptotic stabilization of system (1),
Yakoubi et al. in [16] have given two families of nonlinear controllers
consisting of nested and cascade saturation functions with the aid of
some canonical forms introduced by Yang et al. in [18]. However,
because of the presence of delay in the control, the decoupling
property in the recursive design for delay-free systems (see [12],
[18]) is no longer valid, which makes the theoretical analysis in [16]
rather involved. Probably due to the complexity of analysis there, in
[16] the authors just proved the existence of controllers for globally
stabilizing for system (1) by induction, not giving explicit conditions
to guarantee the stability of the closed-loop system. In this paper, with
the aid of model transformation (see (2)), we just need to consider
the problem of global stabilization of delay-free system (3), which
avoids the destabilizing influence of time delay in the control design,
and will result in a quite easier analysis. Moreover, explicit conditions
guaranteeing stability will be also given.

Remark 2: For globally asymptotically stabilizing system (3),
Yang et al. in [18] also have established two families of nonlinear con-
trollers by utilizing Teel’s recursive design (see [18]). As discussed
in [18], the performances of designed controllers can be divided
into two parts: the first part in the nonlinear region (some saturation
elements are saturated) and the second part in the linear region (none
of the saturation elements is saturated). However, probably due to
the complexity of trajectory analysis there, no explicit conditions
were provided in [18] to guarantee the designed controllers working
in the linear region. In this paper, based on some new canonical
forms and by utilizing invariant set theory, we will not only give
explicit conditions guaranteeing stability, but also introduce some
free parameters in the controller design for improving the control
performance.

III. TWO SPECIAL LINEAR SYSTEMS

For convenience, in this section we first consider two special
ANCBC linear systems: a chain of integrators and oscillators. Based
on some special canonical forms of considered systems, globally
stabilizing controllers with explicit conditions will be established.

A. A Chain of Integrators

In this subsection, we consider the following discrete-time multiple
integrators system:

x (k + 1) = Asx (k) + bsσ (u (k − r)) , x ∈ Rn, u ∈ R, (4)

where

As =



1 1 0 · · · 0

1
. . .

. . .
...

. . . 1 0
1 1

1

 , bs =


0
...
0
0
1

 . (5)

By using the new state vector

y (k) = Ar
sx (k) +

k−1∑
i=k−r

Ak−i−1
s bsσ (u (i)) , (6)

system (4) can be rewritten as

y (k + 1) = Asy (k) + bsσ (u (k)) . (7)

Thus, as discussed in the above section, we just need to design a
stabilizing controller u(k) for system (7). To this end, similar to the
treatment for delay-free cases in [24], the following lemma is needed.
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Lemma 1: [6] Consider the following discrete-time system:

z (k + 1) = Astz (k) + bstσ (u (k)) , (8)

where

Ast =



1 λ2 · · · λn−1 λn

1
. . .

...
...

. . . λn−1 λn

1 λn

1

 , bst =


1
...
1
1
1

 , (9)

in which λi, i ∈ I[2, n], are a series of given non-zero numbers. Then
(7) can be transformed into system (8) by the following invertible
transformation:

z (k) = Qc (Ast, bst)Q
−1
c (As, bs) y (k) . (10)

It follows from Lemma 1 that system (7) is globally diffeomorphic
to system (8). Thus we finally just need to design a stabilizing
controller u(k) for system (8). Motivated by the work in [24], we
have the following theorems, whose proofs are obvious by Theorems
1--2 in [24] and are omitted.

Theorem 1: Let λi, i ∈ I[1, n], be a set of given positive
constants satisfying

0 < λi < 1, i ∈ I [1, n] , (11)

and εi, i ∈ I[1, n], be a set of positive constants satisfying
i−1∑
j=1

εj < εi, i ∈ I [2, n] ,
n∑

j=1

εj ≤ 1. (12)

Then the global stabilization problem for system (4) can be solved
by u(k) = −un(k), in which{

ui (k) = σei(k) (λizi (k)) + ui−1 (k) , i ∈ I [2, n] ,
u1 (k) = σe1(k) (λ1z1 (k)) ,

where z (k) = [z1(k), z2(k), . . . , zn(k)]
T satisfies (10) and (6),

en(k) = εn and ei−1(k), i ∈ I[2, n], are determined by

ei−1 (k) =

{
ε∗i−1 (k) , if |λizi (k)| ≤ εi,
εi−1, if |λizi (k)| > εi,

in which ε∗i−1 (k) = εi−1 +
(
ei (k)−

∣∣σei(k) (λizi(k))
∣∣) .

Theorem 2: Let λi, i ∈ I[1, n], be a set of given positive
constants satisfying (11), and εi, i ∈ I[1, n], be a set of positive
constants satisfying

εi−1 <
1

2
εi, i ∈ I [2, n] , εn ≤ 1. (13)

Then the global stabilization problem for system (4) can be solved
by u(k) = −un(k), in which{

ui (k) = σei(k) (λizi (k) + ui−1 (k)) , i ∈ I [2, n] ,
u1 (k) = σe1(k) (λ1z1 (k)) ,

where z (k) = [z1(k), z2(k), . . . , zn(k)]
T satisfies (10) and (6),

en(k) = εn and ei−1(k), i ∈ I[2, n], are determined by

ei−1 (k) =

{
ei (k)− |λizi (k)| , if |λizi (k)| ≤ εi − εi−1.
εi−1, if |λizi (k)| > εi − εi−1.

(14)
We end this section with one remark.

Remark 3: Compared with the results in Theorems 3-4 in [24],
the controllers proposed in Theorems 1-2 in this paper not only utilize
the delayed information (see (6)) for feedback, but also introduce
the so-called state-dependent saturation functions into these two
types of control laws to replace the standard saturation functions.

Moreover, the ranges of parameters {λi, εi} (see (11), (12) and
(13)) in Theorems 1-2 cover those (see (45), (47) and (55) there)
in Theorems 3-4 in [24]. These advantages can improve the transient
performance of the closed-loop system significantly.

B. A Chain of Oscillators

In this subsection, we consider the following discrete-time linear
system:

x (k + 1) = Aox (k) + boσ (u (k − r)) , x ∈ Rn, u ∈ R, (15)

where (Ao, bo) is controllable and all eigenvalues of Ao are in the
following form:

λ (Ao) = αi ± βij, α2
i + β2

i = 1, βi ̸= 0, i ∈ I [1, p] , (16)

in which p = n/2. Linear systems that satisfy (16) contain multiple
oscillators. In this subsection, we are interested in designing nonlinear
controllers that stabilize system (15) globally. Similar to the case of
multiple integrators, we first introduce the following state vector:

y (k) = Ar
ox (k) +

k−1∑
i=k−r

Ak−i−1
o boσ (u (i)) , (17)

by which system (15) can be rewritten as

y (k + 1) = Aoy (k) + boσ (u (k)) . (18)

Then, we further need a special state space description of system (18),
as stated in the following lemma, whose proof is placed in Appendix
for sake of continuity.

Lemma 2: Consider the following discrete-time system:

z (k + 1) = Aotz (k) + botσ (u (k)) , (19)

where

Aot =


A1 −bF2 · · · −bFp−1 −bFp

A2 · · · −bFp−1 −bFp

. . .
...

...
Ap−1 −bFp

Ap

 , bot =


b
b
...
b
b

 ,

(20)
in which

Fi = −γi
(
1 + bTb

)−1

bTAi, i ∈ I [1, p] , (21)

and
Ai =

[
αi −βi

βi αi

]
, i ∈ I [1, p] , b =

[
0
1

]
, (22)

where {αi, βi}, i ∈ I [1, p] , satisfy (16) and γi ∈ (0, 2], i ∈ I [1, p] .
Then system (18) can be transformed into (19) by using the following
invertible transformation

z (k) = Qc (Aot, bot)Q
−1
c (Ao, bo) y (k) . (23)

To sum up, if system (19) is globally stabilized by a controller
u(k), then system (15) can be also globally stabilized by the same
controller u(k). Thus, it remains to design a stabilizing controller
u(k) for system (19). To this end, we need the following technical
lemma whose proof is also given in Appendix.

Lemma 3: Assume that the matrix pair (A,B) ∈
(Rn×n,Rn×m) is controllable and A is orthogonal (i.e.,
ATA = In), which implies that there exists a P > 0 satisfying

ATPA− P = 0. (24)

Let γ > 0 be an arbitrary number and define

Ac = A+BF, F = −γ
(
In +BTPB

)−1

BTPA. (25)
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Then (Ac, F ) is observable. Moreover, if γ ∈ (0, 2], Ac is asymp-
totically stable, and there exist a Po > 0 and a λ ∈ (0, 1) such
that

AT
c PoAc ≤ λ2Po. (26)

Let
Aci = Ai + bFi, i ∈ I [1, p] , (27)

with {Ai, b, Fi} being given by Lemma 2. Then it follows from
Lemma 3 that, there exist Pi > 0 and λi ∈ (0, 1) , i ∈ I [1, p] ,
satisfying Lyapunov inequalities

AT
ciPiAci ≤ λ2

iPi, i ∈ I [1, p] . (28)

For future use, we denote

p−i = λmin (Pi) , p+i = λmax (Pi) , i ∈ I [1, p] . (29)

With the aid of above preliminary results, we are ready to give the
main results in this subsection.

Theorem 3: Let γi ∈ (0, 2], i ∈ I[1, p], λi ∈ (0, 1) , i ∈ I[1, p],
and εi, i ∈ I[1, p], be a series of positive constants satisfying εp ≤ 1
and (

3γip
+
i

2 (1− (1 + ηi)λi) p
−
i

+ 1

)
εi−1 < εi, i ∈ I [2, p] , (30)

where ηi ∈ (0, (1 − λi)/λi), i ∈ I[2, p], and {p−i , p
+
i }, i ∈ I[2, p],

are given by (29). Then the global stabilization problem for system
(15) is solved by u(k) = up(k), in which{

ui (k) = σεi (Fizi (k) + ui−1 (k)) , i ∈ I [2, p] ,
u1 (k) = σε1 (F1z1 (k)) ,

(31)

where z (k) = [zT1 (k), z
T
2 (k), . . . , z

T
p (k)]

T with zi(k) ∈ R2, i ∈
I [1, p] , satisfies (23) and (17).

Proof: Please refer to Appendix.
We end this section with two remarks.

Remark 4: Benefit from the design scheme for removing the
saturation function in Lemma 4 (see Appendix), Teel’s forwarding
design (see [3], [7], [12]) can be easily extended to Theorem 3, name-
ly, we just need to handle a planar system at each step as all other
state components are canceled in the recursive design. Moreover, in
the controller design, some free parameters are introduced that can
be well designed to improve the control performance.

Remark 5: We give a brief discussion about the effect of free
parameters on control performance. On the one hand, in order to
fully utilize the control energy, it follows from (30) that the values
of Ei , 3γip

+
i /((1− (1 + ηi)λi) p

−
i ), i ∈ I [2, p] , should be as

small as possible. Since {p+i , p
−
i , λi}, i ∈ I [2, p] , are all functions

of γi by (28), then for given γi, i ∈ I [2, p] , we can find minimal
values of Ei, i ∈ I [2, p] , via numerical simulation. On the other
hand, the trajectories of the closed-loop system can be divided into
two parts: the first part in the nonlinear region and the second part in
the linear region. It is well known that the transient performance of
the second part depends on the pole locations of the linearized closed-
loop system. However, the transient performance of the first part is not
easy to characterize properly due to the fact that the nonlinear region
is only attractive. To the best of our knowledge, there is no existing
results that can be used to deal with such a optimal problem in theory.
Therefore, a trial-and-error procedure via numerical simulation seems
necessary.

IV. GENERAL LINEAR SYSTEMS

Now we consider the global stabilization problem of general linear
system (1). Since system (1) is ANCBC, there exists a nonsingular

matrix T such that system (1) is transformed into the following
system: {

ϑp (k + 1) = Apϑp (k) +Bpσ (u (k − r)) ,
ϑq (k + 1) = Aqϑq (k) +Bqσ (u (k − r)) ,

(32)

where [ϑT
p (k) , ϑT

q (k)]T = Tx (k) and

TAT−1 =

[
Ap

Aq

]
, TB =

[
Bp

Bq

]
,

in which Aq ∈ Rnq×nq is asymptotically stable, all eigenvalues of
Ap ∈ Rnp×np are on the unit circle, and np + nq = n. It is clear
that (A,B) is stabilizable if and only if (Ap, Bp) is controllable. As
Aq is asymptotically stable, the second subsystem in (32) does not
affect the stabilizability of the whole system. Thus, without loss of
generality, we can impose the following assumption on system (1).

Assumption 1: The matrix pair (A,B) is controllable and all
eigenvalues of A are on the unit circle.

As discussed in Section II, system (1) can be transformed into
system (3) by utilizing (2), and then it remains to design the
stabilizing controller for system (3).

A. Single-input Case

Under Assumption 1, when m = 1, by using Proposition 1 in
[21], there exists a nonsingular matrix T such that system (3) is
transformed into the following system:

z (k + 1) = Atz (k) +Btσ (u (k)) , (33)

with

At =

[
A11 A12

A22

]
, Bt =

[
b01
b02

]
, (34)

where (A11, b01) ∈ (R2p1×2p1 ,R2p1×1) is in the same form of
(Aot, bot) (see (20)) with p = p1, (A22, b02) ∈ (Rp2×p2 ,Rp2×1)
is in the same form of (Ast, bst) (see (9)) with n = p2, A12 =
[λ1, λ2, . . . , λp2 ] ⊗ b01 ∈ R2p1×p2 , in which 2p1 + p2 = n, λi ∈
(0, 1), i ∈ I[1, p2]. As discussed above, if system (33) is globally
stabilized by a controller u(k), then system (1) can be also globally
stabilized by the same controller u(k). Thus, it remains to design a
stabilizing controller u(k) for (33), which can be stated as follows.

Step 1: Let z (k) = [zT1 (k), z
T
2 (k)]

T with z1 =
[zT11, z

T
12, . . . , z

T
1p1 ]

T ∈ R2p1×1 and z2 = [z21, z22, . . . , z2p2 ]
T ∈

Rp2×1. We first consider the z2-subsystem of (33), namely,
z2 (k + 1) = A22z2 (k) + b02σ (u (k)) , which is in the form of
system (8) with n = p2. Then by using Theorem 2, the stabilizing
control can be designed as u (k) = −u2p2 (k) with{

u2i (k) = σe2i(k) (λiz2i (k) + u2,i−1 (k)) , i ∈ I [2, p2] ,
u21 (k) = σe21(k) (λ1z21 (k)− u1p1 (k)) ,

(35)
where u1p1 (k) is to be designed later, and the parameters can be
determined accordingly. Similar to the proof of Theorem 2, we
conclude that there exists a finite number K2 ≥ 0 such that the
closed-loop system consisting of (33) and (35) can be simplified as,
for all k ≥ K2,

z (k + 1) =

[
A11

Ã22

]
z (k) +

[
b01
b02

]
u1p1 (k) , (36)

in which all eigenvalues of Ã22 are 1 − λi ∈ (0, 1), i ∈ I[1, p2],
since λi ∈ (0, 1), i ∈ I[1, p2].

Step 2: We consider z1-subsystem of (36), namely, z1 (k + 1) =
A11z1 (k) + b01u1p1 (k) , which is in the form of (19) with p = p1.
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Then by using Theorem 3, the subcontroller u1p1 (k) can be designed
as{

u1i (k) = σεi (Fiz1i (k) + u1,i−1 (k)) , i ∈ I [2, p1] ,
u11 (k) = σε1 (F1z11 (k)) ,

(37)

where the parameters can be determined accordingly. Similar to the
proof of Theorem 3, we conclude that there exists a finite number
K1 ≥ K2 such that the closed-loop system can be simplified as

z (k + 1) =

[
Ã11

Ã21 Ã22

]
z (k) , ∀k ≥ K1, (38)

where Ã11 and Ã21 are some suitable matrices with |λ(Ã11)| < 1.
As a result, system (38) is asymptotically stable.

Step 3: Combining (35) and (37) gives the global stabilizing
controller u(k) for system (1) with m = 1, where z (k) satisfies
z (k) = Qc (At, Bt)Q

−1
c (A,B) y (k) with y (k) given by (2). The

case by utilizing Theorem 1 can be considered similarly.

B. Multi-input Case

Under Assumption 1, when m ≥ 2, system (3) can be further
transformed into a series of linear systems with a single input by the
Wonham canonical form decomposition [13], namely, there exists an
invertible transformation z = Ty such that system (3) is transformed
into

z (k + 1) = Āz (k) + B̄σ (u (k)) , (39)

where (Ā, B̄) is in the following form

Ā =


Ā1 Ā12 · · · Ā1l

Ā2 · · · Ā2l

. . .
...
Āl

 , B̄ =


b̄1 ∗

b̄2 ∗
. . .

...
b̄l ∗

 ,

in which (Āi, b̄i) ∈ (Rni×ni ,Rni×1), i ∈ I[1, l], are all controllable
and l ≤ m. As each subsystem (Āi, b̄i) has a single input, we
can utilize the proposed methods above to design the corresponding
global stabilizing controller ui. However, these l subsystems are
coupled with each other, which brings some difficulties in the design.
To solve this problem, inspired by the treatment for the continuous-
time case in [22], we give the design procedure in an explicit and
recursive way as follows.

Step 1: We first consider the l-th subsystem of (39), namely,
zl (k + 1) = Ālzl (k)+ b̄lσ (ul (k)) . which is a single-input system.
Then by utilizing the design method in Section IV-A, a nonlinear
controller ul = ul(zl) with |ul| ≤ 1 can be easily designed.
Moreover, there exists a Kl > 0 such that ul(k) = klzl (k) ,
∀k ≥ Kl. As a result, the closed-loop system can be simplified
as zl (k + 1) =

(
Āl + b̄lkl

)
zl (k) , Āc

l zl (k) , where Āc
l is Schur

stable.
Step 2: We next consider the (l−1)-th subsystem of (39), namely,{
zl−1 (k + 1) = Āl−1zl−1 (k) + Āl−1,lzl (k) + b̄l−1σ (ul−1 (k)) ,

zl (k + 1) = Āc
l zl (k) .

(40)
Since λ(Āl−1) ∩ λ(Āc

l ) = ∅, then the Sylvester matrix equation
Āl−1Tl−1,l − Tl−1,lĀ

c
l = Āl−1,l has the unique solution Tl−1,l.

Now denote[
wl−1

wl

]
=

[
Inl−1 Tl−1,l

Inl

] [
zl−1

zl

]
, (41)

by which, one can easily verify that system (40) is algebraically
equivalent to{

wl−1 (k + 1) = Āl−1wl−1 (k) + b̄l−1σ (ul−1 (k)) ,
wl (k + 1) = Āc

lwl (k) .
(42)

Again, by utilizing the design method in Section IV-A for the first
subsystem in (42), a nonlinear controller ul−1 = ul−1(wl−1) with
|ul−1| ≤ 1 can be designed. Moreover, there exists a Kl−1 > Kl

such that ul−1(k) = kl−1wl−1 (k) , ∀k ≥ Kl−1, where wl−1 =
zl−1 + Tl−1,lzl, and kl−1 is such that (Āl−1 + b̄l−1kl−1) is Schur
stable. Let zl̃ = [zTl−1, z

T
l−1]

T. Then we can write the zl̄-system as
zl̃ (k + 1) = Āc

l−1zl̃ (k) , ∀k ≥ Kl−1, where Āc
l−1 is Schur stable.

Step 3: We then consider the (l−2)-th subsystem of (39), namely,{
zl−2 (k + 1) = Āl−2zl−2 (k) + Ãl−1,lzl̃ (k) + b̄l−2σ (ul−2 (k)) ,

zl̃ (k + 1) = Āc
l−1zl̃ (k) ,

which is exactly in the form of (40), where Ãl−1,l =
[Āl−2,l−1, Āl−2,l]. Therefore, repeating the above process produces
finally the controllers ui, i = l, l − 1, . . . , 1.

C. Multi-input-delay Case

We finally mention that the proposed approaches can be extended
to solve the global stabilization problem of general discrete-time
linear systems with multiple input delays by bounded controls. A
brief discussion is given as follows. Consider the discrete-time linear
system with multiple input delays:

x (k + 1) = Ax (k) +

p∑
i=1

Biσai (u (k − ri)) , (43)

where A ∈ Rn×n, Bi ∈ Rn×m, i ∈ I[1, q], ri, i ∈
I[1, q], are some positive integers denoting input delays, and
σai (u) ,i ∈ I[1, q], are the vector-valued saturation functions with
the saturation levels indicated respectively by the vectors ai =
[ai1, ai2, . . . , aim] with aij > 0, i ∈ I[1, q],j ∈ I[1,m], name-
ly, σai (u) = [σai1 (u1) , σai2 (u2) , . . . , σaim (um)]T, in which
u = [u1, u2, . . . , am]T. Without loss of generality, we impose the
following assumption on system (43).

Assumption 2: All eigenvalues of A are on the unit circle and the
matrix pair (A,B) is controllable, where

B = A−r1B1 +A−r2B2 + . . .+A−rpBp. (44)

Consider the following new state vector:

y (k) = x (k) +

p∑
i=1

k+rj−1∑
j=k

Ak−j−1Biσai (u (j − ri)) . (45)

Then by using (45), system (43) can be expressed as

y (k + 1) =Ay (k) +

p∑
i=1

A−riBiσai (u (k)) . (46)

Let a = [minj∈I[1,m]{a1j}, . . . ,minj∈I[1,m]{apj}]T, and define
u = σa(v). Then system (46) can be continued as y (k + 1) =
Ay (k) +

∑p
i=1A

−riBiσa (v (k)) = Ay (k) + Bσa (v (k)) , where
we have noticed (44), which has the same form as (3), and then the
rest is similar to the above analysis for discrete-time systems with a
single input delay.

V. THREE ILLUSTRATIVE EXAMPLES

A. A Chain of Integrators

In this subsection, we use the 4-th order discrete-time multiple
integrators in the form of (4) to illustrate the proposed methods in
Section III-A. For saving space, here we just take Theorem 2 as an
example. Let r = 2. For convenience, we define

T1 =


ω11 ω12 ω13 1
0 ω22 ω23 1
0 0 ω33 1
0 0 0 1

 , (47)
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Fig. 1. Comparison of trajectory of 4-th order chain of integrators with
different controllers.

where ω11 = λ2λ3λ4, ω12 = λ2λ3 + λ2λ4 + λ3λ4, ω13 = λ2 +
λ3+λ4, ω22 = λ3λ4, ω23 = λ3+λ4, ω33 = λ4, and λi, i ∈ I [2, 4] ,
are some given positive scalars. Consider the following two control
design methods.

• Control Law 1: This control law is based on Theorem 2 and
takes the form u1 = −σe4(λ4z4 + σe3(λ3z3 + σe2(λ2z2 +
σe1 (λ1z1)))), where λi, i ∈ I [1, 4] , satisfy (11), z =
[z1, z2, z3, z4]

T satisfies z = T1(A
2
sx (k) + bsσ(u1(k − 1)) +

Asbsσ(u1(k − 2))), in which (As, bs) is in the form of (5)
with n = 4, ei, i ∈ I [1, 4] , satisfy (14) with εi, i ∈ I [1, 4] ,
satisfying (13). By Theorem 2, we choose ε4 = 1, ε3 = η/2,
ε2 = η2/4 and ε1 = η3/8 with η = 0.99.

• Control Law 2: This control law is based on
Theorem 4 in [24] and takes the form u2 =
−σε4 (λ4y4 + σε3 (λ3y3 + σε2 (λ2y2 + σε1 (λ1y1)))) , where
{yi, εi, λi}, i ∈ I [1, 4] , are the same with Control Law 7 in
[24].

We first determine the parameters λi, i ∈ I[1, 4], in Control Laws
1-2 to achieve the best control performance. Let λi = λ, i ∈ I[1, 4].
For the given initial condition x(0) = [−5,−5, 5, 5]T and u(θ) =
0, θ ∈ I[−2,−1], simulation results show that, λ = 0.1 for Control
Law 1 and λ = 0.05 for Control Law 2 lead to the best control
performance, respectively.

Finally, we give a comparison among Control Laws 1-2. Let
λi = 0.1, i ∈ I[1, 4], in Control Law 1 and λi = 0.05, i ∈ I[1, 4],
in Control Law 2. The resulting 2-norm of the state trajectories
of the closed-loop systems are recorded in Fig. 1. It follows that
Control Law 1 established in this paper outperforms Control Law 2
as discussed in Remark 3.

B. A Chain of Oscillators

To illustrate Theorem 3, we consider discrete-time linear system
(15) with r = 2, and

Ao =


√

2
2

−
√

2
2

0 0√
2

2

√
2

2
1 0

0 0 0 −1
0 0 1 0

 , bo =


0
0
0
1

 . (48)

It follows that λ(Ao) = {
√

2
2
±

√
2

2
j,±j} and (Ao, bo) is controllable.

Let

T2 =


γ2
2
− 1 1

√
2

2
0

−1 γ2
2
− 1 −

√
2

2
1

0 0 1 0
0 0 0 1

 , (49)
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Fig. 2. State and control signals of the closed-loop system under controller
(50).

in which γ2 ∈ (0, 2]. Based on Theorem 3, the corresponding
stabilizing controller can be designed as:

u3 = σε2

(
−γ2

2
z3 + σε1

(
−
√
2γ1
4

z2 −
√
2γ1
4

z1

))
, (50)

where z = [z1, z2, z3, z4]
T satisfies z =

T2

(
A2

ox (k) + boσ(u3(k − 1)) +Aoboσ(u3(k − 2))
)
. By Theorem

3, we can choose γ1 = γ2 = 0.3, λ2 = 0.93, η2 = 0.001,
µ = 0.99, P2 = [6.2072, 0; 0, 7.2072], p+2 = 7.2072 and
p−2 = 6.2072. Let the initial condition be x(0) = [−5,−5, 5, 5]T

and u(θ) = 0, ∀θ ∈ I[−2,−1]. The state and control signals the
closed-loop system are recorded in Fig. 2. It follows that the states
converge to the origin, which indicates asymptotic stability of the
closed-loop system.

C. A General Linear System

In this subsection, we consider the following discrete-time system:

x (k + 1) = Ax (k) + bσ (u (k − 2)) , (51)

where

A =


0 −1 0 0 0
1 0 1 0 0
0 0 1 1 0
0 0 0 1 1
0 0 0 0 1

 , b =


0
0
0
0
1

 . (52)

It follows that λ(A) = {1, 1, 1,±j} and (A, b) is controllable. Let

At =


0 −1 0 0 0
1 0 λ1 λ2 λ3

0 0 1 λ2 λ3

0 0 0 1 λ3

0 0 0 0 1

 , bt =


0
1
1
1
1

 ,

and T3 = Qc (At, bt)Q
−1
c (A, b). Then combining Theorems 2-

-3 (Theorem 1 is also valid, which is omitted for brevity), the
corresponding stabilizing controller for (51) can be designed as

u4 = −σe4

(
λ3z5 + σe3

(
λ2z4 + σe2

(
λ1z3 − σε1

(
−γ

2
z1
))))

,

(53)
where z = [z1, z2, z3, z4, z5]

T satisfies z = T3(A
2x (k)+bσ(u4(k−

1))+Abσ(u4(k−2))) with (A, b) satisfying (52), e4 = ε4, e1 = ε1,
and for i ∈ I [3, 4] , ei−1 = ei − |λizi| , if |λizi| ≤ εi − εi−1, and
ei−1 = εi−1. By Theorems 2--3, we can choose λi = 0.15, i ∈
I[1, 3], γ = 0.2, ε4 = 1, ε3 = η/2, ε2 = η2/4 and ε1 = η3/8
with η = 0.99. Let the initial condition be x(0) = [−5,−5, 5, 5, 5]T

and u(θ) = 0, ∀θ ∈ I[−2,−1]. The state and control signals of the
closed-loop system are recorded in Fig. 3. It follows that the states
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Fig. 3. State and control signals of the closed-loop system consisting of (51)
and (53).

converge to the origin, which indicates asymptotic stability of the
closed-loop system.

VI. CONCLUSION

This paper has investigated the global stabilization of discrete-
time time-delay linear systems with bounded controls. By utilizing
prediction technique, the considered time-delay system was first
transformed into a delay-free system. Then, by further utilizing
saturation functions technique, nonlinear controllers, which use both
current and delayed feedback information, have been established for
global stabilizing systems characterized by both a chain of discrete-
time integrators and oscillators, and explicit conditions to guarantee
the stability of closed-loop systems have been given. Based on the
above results, a recursive design procedure for general discrete-time
linear systems with multiple inputs and/or multiple input delays
has also been proposed. Finally, the effectiveness and superiority of
the developed methods in this paper have been illustrated by the
simulation results.

APPENDIX

Proof of Lemma 2

By using Proposition 1 in [21], we only need to show that (Aot, bot)
is controllable since λ(Aot) = λ(Ao). It follows from Lemma 3
that Aci, i ∈ I [1, p] (see (27)) are all asymptotically stable, namely,
|λ (Aci)| < 1, i ∈ I [1, p] , which implies that λ (Aci)∩ λ (Aj) = ∅,
j ∈ I[1, i − 1],i ∈ I[2, p]. Moreover, one can verify that (Ai, b),
i ∈ I[1, p], are all controllable. Thus, by using Proposition 2 in [22],
we conclude that (Aot, bot) is controllable. The proof is finished.

Proof of Lemma 3

It follows from (24) that, for any i ∈ I[1, n − 1], PAi =

ATPAi+1 =
(
AT
)2

PAi+2 = · · · =
(
AT
)n−i

PAn, by which
and (25), we can obtain

Qo (A,F ) ,
[

FT ATFT · · ·
(
AT
)n−1

FT
]T

= diag{D1, D1, . . . , D1}D2PAn, (54)

where D1 = −γ
(
I +BTPB

)−1
and D2 =[

An−1B,An−2B, . . . , AB,B
]T

. Since (A,B) is controllable
and det(A) ̸= 0, it follows from (54) that (A,F ) is observable,
by which we also know that (Ac, F ) is observable. Moreover, if
γ ∈ (0, 2], by using (24) and (25), we have

AT
c PAc − P = ATPA− P + 2ATPBF + FTBTPBF

= FT

(
− 2

γ
I +

(
− 2

γ
+ 1

)
BTPB

)
F

≤ − 2

γ
FTF,

which implies that Ac is asymptotically stable since (Ac, F ) is
observable and P > 0. The rest of the proof is trivial and omitted.

Proof of Theorem 3

Before presenting the proof, we need the following preliminary
results. Let α and β be two real constants satisfying α2 + β2 = 1,
β ̸= 0, γ ∈ (0, 2], {Fγ , Aϖ, b} be in the forms of (21)-(22) with
{γi, αi, βi} being replaced by {γ, α, β}, and Aϖc = Aϖ + bFγ . It
follows from Lemma 3 that Aϖc is asymptotically stable, and there
exist a Pc > 0 and a λ ∈ (0, 1) such that AT

ϖcPcAϖc ≤ λ2Pc.
Denote p− = λmin (Pc) and p+ = λmax (Pc) . Then we have the
following lemma, whose proof will be given later.

Lemma 4: Let {Aϖ, Aϖc, Fγ , Pc, b, γ, λ, p
−, p+} be defined

above. Consider the following planar nonlinear system{
ϖ (k + 1) = Aϖϖ (k) + bu (k) ,

u (k) = σε2 (Fγϖ (k) + σε1 (d (k))) ,
(55)

where ε1 ≥ 0, ε2 > 0 are given scalars, d is an external signal. If(
3γp+

2 (1− (1 + η)λ) p−
+ 1

)
ε1 < ε2, (56)

where η ∈ (0, (1− λ)/λ), then there exists a finite number K > 0
such that for all k ≥ K, (55) can be simplified as{

ϖ (k + 1) = (Aϖ + bFγ)ϖ (k) + bσε1 (d (k)) ,
u (k) = Fγϖ (k) + σε1 (d (k)) .

(57)

Now we are ready to give the detailed proof of Theorem 3. We
first consider the p-th subsystem of (19), namely,{

zp (k + 1) = Apzp (k) + bup (k) ,
up (k) = σεp (Fpzp (k) + up−1 (k)) ,

(58)

which is exactly in the form of (55) where we have noticed that
σ (up) = up by εp ≤ 1. Notice that from (31), we have |ui (k)| ≤ εi,
i ∈ I [1, p] . Thus, by using Lemma 4, if (30) with i = p holds true,
there exists a finite number Kp > 0 such that, up (k) = Fpzp (k) +
up−1 (k) , ∀k ≥ Kp. As a result, system (19) reduces to

z1 (k + 1) = A1z1 (k)−
p−1∑
i=2

bFizi (k) + bup−1 (k) ,

...
zp−1 (k + 1) = Ap−1zp−1 (k) + bup−1 (k) ,

zp (k + 1) = Acpzp (k) + bup−1 (k) ,

where up−1 (k) satisfies (31). Repeat the above process with the
subcontrollers ui(k), i = p − 1, p − 2, . . . , 1, we know that there
exists a finite number K1 > K2 such that, for all k ≥ K1, there
holds 

z1 (k + 1) = Ac1z1 (k) ,

z2 (k + 1) = Ac2z2 (k) +
1∑

i=1

bFizi (k) ,

...

zp (k + 1) = Acpzp (k) +
p−1∑
i=1

bFizi (k) ,

which is exponentially stable if and only if the set of planar systems
φi (k + 1) = Aciφi (k) , i ∈ I [1, p] , with Aci, i ∈ I [1, p] ,
satisfying (27), are all exponentially stable. This is obvious by Lemma
3 since γi ∈ (0, 2], i ∈ I[1, p]. The proof is finished.
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Proof of Lemma 4

Let ϖ̃ = Fγϖ+σε1 (d) , which is a scalar. Then system (55) can
be rewritten as

ϖ (k + 1) = Aϖϖ (k) + bσε2 (ϖ̃ (k)) . (59)

Now we choose the Lyapunov function V0 (ϖ) = ϖTϖ, whose time-
shift along the trajectories of system (59) satisfies

▽V0 =(Aϖϖ + bσε2 (ϖ̃))T (Aϖϖ + bσε2 (ϖ̃))−ϖTϖ

=2ϖTAT
ϖbσε2 (ϖ̃) + σ2

ε2 (ϖ̃)

=− 2

γ
ϖ̃σε2 (ϖ̃) +

(
− 2

γ
ϖ̃ + σε2 (ϖ̃)

)
σε2 (ϖ̃)

+
4

γ
σε1 (d)σε2 (ϖ̃)

≤− 2

γ
ϖ̃σε2 (ϖ̃) +

4

γ
ε1ε2, (60)

where we have noticed that AT
ϖAϖ − I2 = 0, bTb = 1, ϖTAT

ϖb =
−2 (ϖ̃ − σε1 (d)) /γ and (−2ϖ̃/γ + σε2 (ϖ̃))σε2 (ϖ̃) ≤ 0.
Rewrite system (59) as

ϖ (k + 1) = Aϖcϖ (k) + b (σε1 (d (k))− ϖ̃ (k) + σε2 (ϖ̃ (k))) .
(61)

We choose V1 (ϖ) = |P 1/2
c ϖ| where P

1/2
c denotes the unique

symmetric positive definite matrix X satisfying X2 = Pc. The time-
shift of V1 (ϖ) along system (61) gives

▽V1 =

∣∣∣∣P 1
2
c (Aϖcϖ + b (σε1 (d)− ϖ̃ + σε2 (ϖ̃)))

∣∣∣∣− ∣∣∣∣P 1
2
c ϖ

∣∣∣∣
≤− (1− λ)

∣∣∣∣P 1
2
c ϖ

∣∣∣∣+ ∣∣∣∣P 1
2
c

∣∣∣∣ |ϖ̃ − σε2 (ϖ̃)|+
∣∣∣∣P 1

2
c

∣∣∣∣ ε1, (62)

where we have noticed that AT
ϖcPcAϖc ≤ λ2Pc and |b| = 1. On the

other hand, for any ϖ̃ ∈ R, there holds |ϖ̃ − σ (ϖ̃)| ≤ ϖ̃σ (ϖ̃) [10].
Hence, for any ε2 > 0 and ϖ̃ ∈ R, |ϖ̃ − σε2 (ϖ̃)| ≤ ϖ̃σε2 (ϖ̃) /ε2,
by which inequality (62) can be continued as

▽V1 ≤ − (1− λ)

∣∣∣∣P 1
2
c ϖ

∣∣∣∣+ 1

ε2

∣∣∣∣P 1
2
c

∣∣∣∣ ϖ̃σε2 (ϖ̃) +

∣∣∣∣P 1
2
c

∣∣∣∣ ε1. (63)

Now consider the Lyapunov function V (ϖ) = γ
2ε2

|P 1/2
c |V0 (ϖ) +

V1 (ϖ) , and define two class K functions π1 and π2 as π1 (|ϖ|) =
γ

2ε2
|P 1/2

c ||ϖ|2 +
√

p−|ϖ| and π2 (|ϖ|) = γ
2ε2

|P 1/2
c ||ϖ|2 +√

p+|ϖ|. Obviously, there holds π1 (|ϖ|) ≤ V (ϖ) ≤ π2 (|ϖ|) and
π−1
1 (π2 (|ϖ|)) ≤

√
p+|ϖ|/

√
p−. By (60) and (63), the time-shift

of V (ϖ) along the trajectories of system (59) or (61) satisfies

▽V ≤− (1− λ)

∣∣∣∣P 1
2
c ϖ

∣∣∣∣+ 3

∣∣∣∣P 1
2
c

∣∣∣∣ ε1
≤− (1− λ)

√
p− |ϖ|+ 3

√
p+ε1

,− ηλ
√

p− |ϖ| − (1− (1 + η)λ)
√

p− |ϖ|
+ 3
√

p+ε1, (64)

where η ∈ (0, 1−λ
λ

). When −(1−(1+η)λ)
√

p− |ϖ|+3
√

p+ε1 ≤ 0,

namely, |ϖ| ≥ 3
√

p+ε1/((1− (1 + η)λ)
√

p−), it follows from
(64) that ▽V (ϖ) ≤ −ηλ

√
p− |ϖ| . Then, parallel to Theorem 4.18

in [4], we can conclude that the trajectory of closed-loop system (55)
will enter the set {|ϖ| ≤ rd} with

rd ≤ π−1
1

(
π2

(
3
√

p+ε1

(1− (1 + η)λ)
√

p−

))
≤ 3p+ε1

(1− (1 + η)λ) p−
,

after a finite number K ≥ 0 and remains therein for all future
time. As a result, we have |Fγϖ + σε1 (d)| ≤ γ |ϖ| /2 + ε1 =
(3γp+/(2 (1− (1 + η)λ) p−)+1)ε1 ≤ ε2, ∀k ≥ K, where the last

inequality is guaranteed by (56). Therefore, the system and control
in (55) can be naturally simplified as (57) for all k ≥ K. The proof
is finished.
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