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Advances in Geometric Statistics

for manifold dimension reduction*

Xavier Pennec

Abstract

Geometric statistics aim at shifting the classical paradigm for inference from points in
a Euclidean space to objects living in a non-linear space, in a consistent way with the un-
derlying geometric structure considered. In this chapter, we illustrate some recent advances
of geometric statistics for dimension reduction in manifolds. Beyond the mean value (the
best 0-dimensional summary statistics of our data), we want to estimate higher dimensional
approximation spaces fitting our data. We first define a family of natural parametric geomet-
ric subspaces in manifolds that generalize the now classical geodesic subspaces: barycentric
subspaces are implicitly defined as the locus of weighted means of k+1 reference points with
positive or negative weights summing up to one. Depending on the definition of the mean,
we obtain the Fréchet, Karcher or Exponential Barycentric subspaces (FBS/KBS/EBS).
The completion of the EBS, called the affine span of the points in a manifold is the most
interesting notion as it defines complete sub-(pseudo)-spheres in constant curvature spaces.
Barycentric subspaces can be characterized very similarly to the Euclidean case by the sin-
gular value decomposition of a certain matrix or by the diagonalization of the covariance and
the Gram matrices. This shows that they are stratified spaces that are locally manifolds of
dimension k at regular points.

Barycentric subspaces can naturally be nested by defining an ordered series of refer-
ence points in the manifold. This allows the construction of inductive forward or backward
properly nested sequences of subspaces approximating data points. These flags of barycen-
tric subspaces generalize the sequence of nested linear subspaces (flags) appearing in the
classical Principal Component Analysis. We propose a criterion on the space of flags, the
accumulated unexplained variance (AUV), whose optimization exactly lead to the PCA de-
composition in Euclidean spaces. This procedure is called barycentric subspace analysis
(BSA). We illustrate the power of barycentric subspaces in the context of cardiac imaging
with the estimation, analysis and reconstruction of cardiac motion from sequences of images.

1 Introduction

Statistical computing on simple manifolds like spheres or flat tori raises problems due to the
non-linearity of the space. For instance, averaging points on a sphere using the properties of
the embedding Euclidean space leads to a point located inside the sphere and not on its surface.
More generally, the classical mean value of random numeric values with distribution P is defined
through an integral x̄ =

∫
xdP (x), which can be rewritten as an implicit barycentric equation∫

(x−x̄)dP (x). Notice that this notion is intrinsically affine. However, since an integral is a linear
operator, this definition of the mean is bound to fail for general non-linear spaces. Geometric
statistics were born out of this observation by Maurice Fréchet in the 1940’s.

Geometric statistics is a rapidly evolving domain at the confluent of several mathematical
and application domains. It was driven in the 80’s by Kendall’s shape spaces, which encode
the configuration of k points under a transformation group, often rigid body transformations
or similarities, see e.g [24, 9, 29, 46]. Applied mathematicians and computer scientists got
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2 MEANS ON MANIFOLDS 2

interested in the 90’s in computing and optimizing on specific matrix manifolds, like rotations,
rigid body transformations, Stiefel and Grassmann manifolds [10, 42, 17, 16, 34]. In the context
of computer vision and medical image analysis applications, the Fréchet mean was used to
develop a practical toolbox for statistics on manifolds in the 90ies [36, 37], with applications to
the uncertainty of medical image registration and statistics on shapes. For instance, statistical
distances such as the Mahalanobis distance were developed to define some simple statistical
tests on manifolds. With the example of diffusion tensor images, this statistical toolbox was
generalized in [41] to many manifold valued image processing algorithms such as interpolation,
filtering, diffusion and restoration of missing data. Some of these statistics were generalized to
even more non-Euclidean data like trees and graphs with object-oriented data analysis [32].

In this chapter, we illustrate some recent advances for dimension reduction in manifolds.
Beyond the mean value, which is a good 0-dimensional summary statistic of our data, we want
to estimate higher dimensional approximation spaces fitting our data. In [39], we have proposed a
new and general family of subspaces in manifolds, barycentric subspaces, implicitly defined as the
locus of weighted means of k+1 reference points. Barycentric subspaces can naturally be nested
and allow the construction of inductive forward or backward nested subspaces approximating
data points. We can also consider the whole hierarchy of embedded barycentric subspaces
defined by an ordered series of points in the manifold (a flag of affine spans): optimizing the
accumulated unexplained variance (AUV) over all the subspaces actually generalizes PCA to non
Euclidean spaces, a procedure named Barycentric Subspaces Analysis (BSA). We illustrate the
power of barycentric subspaces in the context of cardiac imaging with the estimation, analysis
and reconstruction of cardiac motion from sequences of images.

2 Means on manifolds

The Fréchet mean Maurice Fréchet was the first to try to generalize the notion of mean,
median and other types of typical central values to abstract spaces for statistical purposes. In
a preparatory work [14] he first investigated different ways to compute mean values of random
triangles, independently of their position and orientation in space. In the same paper he reports
a series of experiments with careful measurements to reproduce the theoretical values. In this
respect, he was really pioneering the statistical study of shapes. In a second study, motivated
by the study of random curves, he first introduced a mean value and a law of large numbers
defined by a generalization of the integral to normed vector (Wiener of Banach) spaces. Finally,
Fréchet considered in [15] the generalization of many central values (including the mean and the
median) to random elements in abstract metric spaces.

Definition 1 (Fréchet mean in a metric space) [15, p.233] The p-mean (typical position
of order p according to Fréchet) of a distribution µ (a random element) in an abstract metric
space M is set of minimizers of the mean p-distance (MpD):

Meanp(µ) =

{
arg min
y∈M

1
p

∫
M dist(x, y)p dµ(x)

}
. (1)

In a Euclidean space, this defines the usual arithmetic mean for p = 2, the median (valeur
équiprobable in Fréchet’s words) for p = 1 and the barycenter of the support of the distribution
for p =∞.

The first key contribution of Fréchet was to consider many different types of typical elements,
including of course the mean but also the median. Fréchet considered mainly the case p ≥ 1,
but he observed that many of the properties could be also generalized to 0 < p < 1. The
second key contribution of Fréchet was to consider the mean as a set of elements rather than
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one unique element1. This key innovation was later developed by Ziezold [54] with a strong law
of large numbers for sets of random elements in separable finite quasi-metric spaces. These two
innovations justify the name naming of Fréchet mean that is used in geometric statistics.

The Riemannian center of mass In a complete metric space, the existence of the Fréchet
p-mean is ensured if the MpD is finite at one point, thus at all points thanks to the triangle
inequality. The uniqueness is a much more difficult problem. For smooth differential geometric
spaces like Riemannian spaces, and restricting to the classical mean with p = 2, it has been
argued in [2, p.235] that the existence of a unique center of mass in the large for manifolds with
non-positive curvature was proven and used by Élie Cartan back in the 1920’s. In order to find
the fixed point of a group of isometries, Cartan indeed showed in [4]2 that the sum of the square
distance to a finite number of points has a unique minimum in simply connected Riemannian
manifolds with non-positive curvature (now called Hadamard spaces). This result was extended
in [5] to closed subgroups of isometries3: ”Let us apply to the point at origin O the displacements
defined by the transformations of γ. The group γ being closed, we obtain a closed manifold V
(that can be reduced to a point). But in a Riemann space without singular point at finite distance,
simply connected, with negative or zero curvature, given points in finite number, we can find a
fixed point invariant by all the displacements that exchanges these points: this is the point for
which the sum of square distances to the given point is minimal ([4, p.267]). This property is
still true if, instead of a finite number of points, we have an infinite number forming a closed
manifold: we arrive at the conclusion that the group γ, which leave evidently the manifold V
invariant, also leaves invariant a fixed point of the space. Thus, this point belongs to the group
or (isometric) rotations around this point. But this group is homologous to g in the continuous
adjoint group, which demonstrate the theorem.” It is obvious in this text that Cartan is only
using the uniqueness of the sum of square distances as a tool in the specific case of negative
curvature Riemannian manifolds and not as a general definition of the mean on manifolds as is
intended in probability or statistics.

In 1973, for similar purposes, Grove and Karcher extended Cartan’s idea to positive curva-
ture manifolds. However, they restricted their definition to distribution with sufficiently small
support so that the mean exists and is unique [18]. The notion was coined as the Riemannian
center of mass. In this publication and in successive ones, Karcher and colleagues used Jacobi
field estimates to determine the largest convex geodesic ball that support this definition. The
Riemannian barycenter is commonly refereed to as being introduced in [22]. However, the most
complete description of the related properties is certainly found in [3], where a notion of barycen-
ter in affine connection manifolds is also worked out. A good historical note on the history of
the Riemannian barycenter is given in [1] and by Karcher himself in [23].

Exponential barycenters In all the above works, the Riemannian center of mass is by def-
inition unique. Considering a set-valued barycenter on an affine connection manifold was the
contribution of Emery and Mokobodzki [11]. In a Riemannian manifold, at the points x ∈ M
where the cut locus has null measure for the measure µ, the critical points of the mean square

1Page 259: ”It is not certain that such an element exists nor that it is unique.”
2Note III on normal spaces with negative or null Riemannian curvature, p.267.
3Appliquons au point origine O les différents déplacements définis par les transformations de γ. Le groupe

γ étant clos, nous obtenons ainsi une variété fermée V (qui peut se réduire à un point). Or, dans un espace de
Riemann sans point singulier à distance finie, simplement connexe, a courbure negative ou nulle, on peut trouver,
étant donnés des points en nombre fini, un point fixe invariant par tous les déplacements qui échangent entre eux
les points donnés : c’est le point pour lequel la somme des carrés des distances au point donné est minima ([4,
p.267]). Cette propriété est encore vraie si, au lieu d’un nombre fini de points, on en a une infinité formant une
variété fermée : nous arrivons donc à la conclusion que le groupe γ qui laisse évidemment invariante la variété V,
laisse invariant un point fixe de l’espace, il fait done partie du groupe des rotations (isométriques) autour de ce
point. Mais ce groupe est homologue à g dans le groupe adjoint continu, ce qui démontre le théoreme.
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distance are characterized by the barycentric equation:

M1(x) =

∫
M

logx(y)dµ(y) = 0, (2)

where logx(z) is the initial tangent vector of the minimizing geodesic joining x to z (the Rie-
mannian log). This barycentric equation was taken as the definition of exponential barycenters
of the probability measure [11] in more general affine connection spaces. Notice that the notion
remains purely affine, provided that the distribution has a support on a convex neighborhood in
which the logarithm can be defined uniquely. The non-uniqueness of the expectation of a random
variable considerably extended the usability of this definition, in particular in positive curvature
spaces. In the Riemannian case, exponential barycenters contain in particular the smooth local
(and the global) minimizers of the means square distance (MSD) σ2(x) =

∫
M dist2(x, y)µ(dy)

(except those at which the MSD is not differentiable). Exponential barycenters were later used
in [35, 7] and in [40, 31, 43] for bi-invariant means on Lie groups endowed with the canonical
symmetric Cartan-Schouten connection.

Uniqueness of the Fréchet mean Conditions for the uniqueness of the minimum of the sum
of square distance have been studied by Karcher [22, 3] and further optimized in [25, 27, 28].

Theorem 1 (Karcher & Kendall Concentration (KKC) Conditions) LetM be a geodesi-
cally complete Riemannian manifold with injection radius inj(x) at x. Let µ is a probability
distribution on M whose support is contained a closed regular geodesic ball B̄(x, r) of radius
r < 1

2 inj(x). We assume moreover that the upper bound κ = supx∈B(x,r)(κ(x)) of the sectional

curvatures in that ball satisfies κ < π2/(4r)2. This second condition is always true on spaces
of negative curvature and specifies a maximal radius r∗ = π

2
√
κ

when there is positive sectional

curvature. These concentration assumptions ensure that the MSD has a unique global minimum
that belongs to the ball B̄(x, r).

The result has been extended to Fréchet p-means defined as the minimizers of the mean p-
distance in [1, 51, 52].

In order to differentiate the different notions of means in Riemannian manifolds, it has been
agreed in geometric statistics to name Fréchet mean the set of global minimizers of the MSD,
Karcher mean the set of local minimizers, and exponential barycenters the set of critical points
satisfying the implicit equation M1(x) = 0. It is clear that all these definition boils down for
the classical 2-mean to the same unique point within the ball B(x, r) of the KKC conditions.
Notice that we may still have local minima and critical points located outside this ball.

3 Statistics beyond the mean value: generalizing PCA

The mean value is just a zero-dimensional summary statistics of the data. If we want to retain
more information, we need to add more degrees of freedom, and Principal Component Analysis
(PCA) is the ubiquitous tool for that. In a Euclidean space, the principal k-dimensional affine
subspace of the PCA procedure is equivalently defined by minimizing the variance of the residuals
(the projection of the data point to the subspace) or by maximizing the explained variance within
that affine subspace. This double interpretation is available through Pythagoras’ theorem, which
does not hold in more general manifolds. A second important observation is that principal
components of different orders are nested, enabling the forward or backward construction of
nested principal components.

Tangent PCA Generalizing PCA to manifolds and to potentially more general stratified
spaces is currently a very active research topic. The first step is the generalization of affine sub-
spaces in manifolds. For the zero-dimensional subspace, the Fréchet mean is the natural intrinsic
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generalization of the mean around which PCA is performed. The one-dimensional component
can naturally be a geodesic passing through the mean point. Higher-order components are
more difficult to define. The simplest generalization is tangent PCA (tPCA), which amounts
unfolding the whole distribution in the tangent space at the mean, and computing the princi-
pal components of the covariance matrix in the tangent space. The method is thus based on
the maximization of the explained variance, which is consistent with the entropy maximization
definition of a Gaussian on a manifold proposed by [37]. tPCA is actually implicitly used in
most statistical works on shape spaces and Riemannian manifolds because of its simplicity and
efficiency. However, if tPCA is good for analyzing data which are sufficiently centered around a
central value (unimodal or Gaussian-like data), it is often not sufficient for distributions which
are multimodal or supported on large compact subspaces (e.g. circles or spheres).

Principal Geodesic Analysis (PGA) Instead of an analysis of the covariance matrix, [13]
proposed the minimization of squared distances to subspaces which are totally geodesic at a
point, a procedure coined Principal Geodesic Analysis (PGA). These Geodesic Subspaces (GS)
are spanned by the geodesics going through a point with tangent vector restricted to a linear
subspace of the tangent space. In fact, the tangent vectors also need to be restricted to the
interior of the tangential cut locus within this linear subspace if we want to generate a sub-
manifold of the original manifold [39]. The idea of minimizing the unexplained variance (i.e.
the norm of the residuals) is really interesting and corresponds exactly to what we want to do
in manifold dimension reduction. However, the non-linear least-squares procedure to optimize
the geodesic subspace is computationally expensive, so that [13] approximated in practice PGA
with tPCA. This is really unfortunate because this led many people to confuse PGA ant tPCA.
A real implementation of the original PGA procedure was only recently provided by [48]. PGA
is allowing to build a flag (sequences of embedded subspaces) of principal geodesic subspaces
consistent with a forward component analysis approach. Components are built iteratively from
the mean point by selecting the tangent direction that optimally reduces the square distance of
data points to the geodesic subspace.

Geodesic PCA In the PGA procedure, the mean always belongs to geodesic subspaces even
when it is outside of the distribution support. To alleviate this problem, Huckemann et al.
[20, 19] proposed to start at the first order component directly with the geodesic that best fits the
data, which is not necessarily going through the mean. The second principal geodesic is chosen
orthogonally at a point of the first one, and higher order components are added orthogonally
at the crossing point of the first two components. The method was named Geodesic PCA
(GPCA). Further relaxing the assumption that second and higher order components should
cross at a single point, Sommer proposed a parallel transport of the second direction along
the first principal geodesic to define the second coordinates, and iteratively define higher order
coordinates through horizontal development along the previous modes [47].

Principal Nested Spheres All the previous extensions of PCA are intrinsically forward
methods that build successively larger approximation spaces for the data. A notable exception
to this principle is the concept of Principal Nested Spheres (PNS), proposed by [21] in the context
of planar landmarks shape spaces. A backward analysis approach determines a decreasing family
of nested subspheres by slicing a higher dimensional sphere with affine hyperplanes. In this
process, the nested subspheres are not of radius one, unless the hyperplanes passe through the
origin. Damon and Marron have recently generalized this approach to manifolds with the help
of a “nested sequence of relations” [6]. However, such a sequence was only known so far for
spheres or Euclidean spaces.
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3.1 Barycentric subspaces in manifolds

The geodesic subspaces used for tPCA, PGA and GPCA are described by one point and k
tangent vectors at that point. This give a special role to this reference point which is not
found in the higher dimensional descriptors. Moreover, these spaces are totally geodesic at the
reference point but generally nowhere else. This asymetry may not be optimal for multimodal
distributions that do not have a single ’pole’.

Fréchet, Karcher and Exponential barycentric subspaces In order to have a fully sym-
metric and ’multi-pole’ description of subspaces, we have proposed in [39] a new and more
general type of subspaces in manifolds: barycentric subspaces are implicitly defined as the lo-
cus of weighted means of k + 1 reference points with positive or negative weights summing up
to one. This time the descriptors are fully symmetric (they are all standard points) Depend-
ing on the definition of the mean, we obtain the Fréchet, Karcher or exponential barycentric
subspaces (FBS/KBS/EBS). The Fréchet (resp. Karcher) barycentric subspace of the points
(x0, . . . xk) ∈ Mk+1 is the locus of weighted Fréchet (resp. Karcher) means of these points, i.e.
the set of global (resp. local) minimizers of the weighted MSD: σ2(x, λ) = 1

2

∑k
i=0 λi dist2(x, xi):

FBS(x0, . . . xk) =

{
arg min

x∈M
σ2(x, λ), λ ∈ Rk+1,1>λ = 1

}
.

The EBS is the locus of weighted exponential barycenters of the reference points (critical points
of the weighted MSD) defined outside their cut-locus as follows.

Definition 2 (Exponential Barycentric Subspace (EBS) and Affine Span) A set of k+
1 points {x0, . . . xk} ∈ Mk+1 is affinely independent if no point is in the cut-locus of another
and if all the k + 1 sets of k vectors {logxi(xj)}0≤j 6=i≤k ∈ TxiMk are linearly independent.

The EBS of k+ 1 affinely independent points (x0, . . . xk) is the locus of weighted exponential
barycenters of the reference points:

EBS(x0, . . . xk) = {x ∈M \ Cut(x0, . . . xk) | ∃λ ∈ Rk+1,1>λ = 1 :
∑

i λi logx(xi) = 0}.

The affine span is the closure of the EBS in M: Aff(x0, . . . xk) = EBS(x0, . . . xk). Because we
assumed that M is geodesically complete, this is equivalent to the metric completion of the EBS.

Thus, outside the cut locus of the reference points, we clearly see the inclusion FBS ⊂
KBS ⊂ EBS. The completeness of the affine span allows ensuring that a closest point exists
on the subspace, which is fundamental in practice for optimizing the subspaces by minimizing
the distance of the data to their projection. This definition works on metric spaces more general
than Riemannian manifolds. In stratified metric spaces, the barycentric subspace spanned by
points belonging to different strata naturally maps over several strata [50].

Barycentric subspaces can be characterized very similarly to the Euclidean case by the sin-
gular value decomposition of a certain matrix or by the diagonalization of the covariance and
the Gram matrices. Let Z(x) = [logx(x0), . . . logx(xk)] be the matrix field of the log of the
reference points xi in a local coordinate system. This is a smooth field outside the cut locus
of the reference points. The EBS is the zero level-set of the smallest singular value of Z(x).
The associated right singular vector gives the weights λ that satisfy the barycentric equation∑

i λi logx(xi) = 0. Denoting G(x) the matrix expression of the Riemannian metric, we can also
define the smooth (k+ 1)× (k+ 1) Gram matrix field Ω(x) = Z(x)TG(x)Z(x) with components
Ωij(x) = 〈 −→xxi | −→xxj 〉x and the (scaled) n × n covariance matrix field of the reference points

Σ(x) =
∑k

i=0
−→xxi −→xxiT = Z(x)Z(x)T. With these notations, EBS(x0, . . . xk) is the zero level-set

of det(Ω(x)), the minimal eigenvalue σ2k+1 of Ω(x), the k+ 1 eigenvalue (in decreasing order) of
the covariance Σ(x).



3 STATISTICS BEYOND THE MEAN VALUE: GENERALIZING PCA 7

Figure 1: Signature of the weighted Hessian matrix for different configurations of 3 reference
points (in black, antipodal point in red) on the 2-sphere: the locus of local minima (KBS) in
brown does not cover the whole sphere and can even be disconnected (first example). Reproduced
from [39]

Example in constant curvature spaces It is interesting to look at the barycentric subspaces
in the most simple non-linear spaces: constant curvature spaces. The sphere can be represented
by the classical embedding of the unit sphere Sn ⊂ Rn+1 and the hyperbolic space as the unit
pseudo-sphere of the Minkowski space R1,n. With this model, the affine span of k + 1 reference
points is particularly simple: it is the great subsphere (resp great sub-pseudosphere) obtained
by the intersection of the (pseudo) sphere with the hyperplane generated by the reference points
in the embedding space. Notice that the EBS in the sphere case is the great subsphere (the
affine span) minus the antipodal points (the cut locus) of the reference points. However, even
if the affine span is simple, understanding the Fréchet / Karcher barycentric subspaces is much
more involved. In order to find the local minima among the critical points, we have to compute
the Hessian matrix of the weighted MSD, and to look at the sign of its eigenvalues: at the
critical points with a non-degenerate Hessian (regular points), local minima are characterized
by a positive definite Hessian. In fact, the zero-eigenvalues of the Hessian subdivide the EBS
into a cell complex according to the index (the number of positive eigenvalues) of the Hessian.
This index is illustrated on Fig. (1) for a few configuration of 3 affinely independent reference
points on the 2-sphere: we clearly see that the positive points of the KBS do not in general cover
the full subsphere containing the reference points. It may even be disconnected, contrarily to
the affine span which consistently covers the whole subsphere. For subspace definition purposes,
this shows that the affine span is a more interesting definition than KBS / FBS.

Properties of barycentric subspaces For k + 1 affinely independent reference points, the
affine span is a smooth submanifold of dimension k in a neighborhood of each of the reference
points. Further away from the reference points, one can show that the EBS is a stratified spaces
of maximal dimension k at the regular points [39]. At the degenerate points where the Hessian
has null eigenvalues, pathological behavior with an increasing dimension may perhaps appear
although this has not been observed in constant curvature spaces.

When the reference points belong to a sufficiently small regular geodesic ball (typically
satisfying the KKC conditions of Theorem 1), then the FBS with positive weights, called the
barycentric simplex, is the graph of a k dimensional function. The barycentric k-simplex contains
all the reference points and the geodesics segments between the reference points. The (k − l)-
faces of a simplex are the simplices defined by the barycentric subspace of k − l + 1 points
among the k+ 1. They are obtained by imposing the l remaining barycentric coordinates to be
zero. Barycentric simplexes were investigated in [50] as extensions of principal subspaces in the
negatively curved metric spaces of trees under the name Locus of Fréchet mean (LFM).

Making the k+ 1 reference points become closer together, we may imagine that at the limit
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they coalesce at one point x along k directions (v1, . . . vk) ∈ TxMk. In that case, one can show
that the EBS converges to the geodesic subspace generated by geodesics starting at x with
tangent vectors that are linear combination of the vectors (v1, . . . vk) (up to the cut locus of x).
More generally, the reference points may converge to a non local jet4, which may give a new
way to define multi-dimensional splines in manifolds.

3.2 From PCA to barycentric subspace analysis

The nestedness of approximation spaces is one of the most important characteristics for gener-
alizing PCA to more general spaces [6]. Barycentric subspaces can easily be nested by adding
or removing one or several points at a time, which corresponds to put the barycentric weight
of this (or these) point(s) to zero. This gives a family of embedded submanifolds called a flag
because this generalizes flags of vector spaces.

Forward and backward approaches With a forward analysis, we compute iteratively the
flag of affine spans by adding one point at a time keeping the previous ones fixed. Thus, we begin
by computing the optimal barycentric subspace Aff(x0) = {x0}, which is the set of exponential
barycenters. This may be a Fréchet mean or more generally a critical value of the unexplained
variance. Adding a second point amounts to computing the geodesic passing through the mean
that best approximates the data. Adding a third point now generally differs from PGA. In
practice, the forward analysis should be stopped at a fixed number or when the variance of the
residuals reaches a threshold (typically 5% of the original variance). We call this method the
forward barycentric subspace (FBS) decomposition of the manifold data. Due to the greedy
nature of this forward method, the affine span of dimension k defined by the first k + 1 points
is not in general the optimal one minimizing the unexplained variance.

The backward analysis consists in iteratively removing one dimension. Starting with a set of
points x0, . . . xn which generates the full manifold, we could start to chose which one to remove.
However, as the affine span of n+ 1 linearly independent points generate the full manifold, the
optimization really begins with n points. Once they are fixed, the optimization boils down to
test which point should be removed. In practice, we may rather optimize k + 1 points to find
the optimal k-dimensional affine span, and then reorder the points using a backward sweep to
find inductively the one that least increases the unexplained variance. We call this method the
k-dimensional pure barycentric subspace with backward ordering (k-PBS). With this method,
the k-dimensional affine span is optimizing the unexplained variance, but there is no reason why
any of the lower dimensional ones should.

Barycentric Subspace Analysis: optimizing a criterion on the whole flag of subspaces
In order to obtain optimal subspaces which are embedded consistency across dimensions, it
is necessary to define a criterion which depends on the whole flag of subspaces and not on
each of the subspaces independently. In PCA, one often plots the unexplained variance as a
function of the number of modes used to approximate the data. This curve should decreases
as fast as possible from the variance of the data (for 0 modes) to 0 (for n modes). A standard
way to quantify the decrease consists in summing the values at all steps. This idea gives the
Accumulated Unexplained Variances (AUV) criterion [39], which sums the unexplained variance
(the sum of squared norm of the residuals) by all the subspaces of the flag. AUV is analogous
to the Area-Under-the-Curve (AUC) in Receiver Operating Characteristic (ROC) curves. In
practice, one can stop at a maximal dimension k like for the forward analysis in order to limit
the computational complexity. This analysis limited to a flag defined by k+ 1 points is denoted

4p-jets are equivalent classes of functions up to order p. Thus, a p-jet specifies the Taylor expansion of a
smooth function up to order p. Non-local jets, or multijets, generalize subspaces of the tangent spaces to higher
differential orders with multiple base points.
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k-BSA. Let us denote by σ2out(Aff(x0, ..xk)) the sum of the squared distance of the data points
to the affine subspace Aff(x0, ..xk) (the variance unexplained by this subspace). The AUV of
the flag Aff(x0) ⊂ Aff(x0, x1) ⊂ . . .Aff(x0, ..xk) is

AUV (x0, x1, . . . , xk) = σ2out(Aff(x0)) + σ2out(Aff(x0, x1)) + . . .+ σ2out(Aff(x0, ..xk)). (3)

In a Euclidean space, minimizing the unexplained variance with respect to a k-dimensional
affine subspace leads to select the hyperplane going through the mean of the data and spanned
by the eigenvectors (v1, . . . vk) of the covariance matrix associated to the smallest k eigenvalues.
However, this subspace is independent of the ordering of the k selected eigenvectors, and nothing
in this criterion helps us to select an optimal smaller dimensional subspace. Thus, the PCA
ordering of the subspaces that produces a hierarchy of embedded subspaces of larger dimension
is not specified by the unexplained variance criterion (nor by the explained variance) alone. If
we now consider the AUV criterion on a flag of subspaces (say up to order k), then one can show
that the unique solution is the flag generated with the increasing ordering of the eigenvalues.
This shows that PCA is actually optimizing the AUV criterion on the space of affine flags. The
generalization to the optimization of the AUV criterion on the space of flags of affine spans in
Riemannian manifolds is called Barycentric Subspaces Analysis (BSA).

Forward, backward and optimal flag estimation In summary, we may consider three
main algorithms to estimate a flag of barycentric subspaces of maximal dimension k:

� The Forward Barycentric Subspace decomposition (k-FBS) iteratively adds the point that
minimizes the unexplained variance up to k + 1 points. With this method, only the first
(usually 0 or 1 dimensional) subspace optimized is optimal and all the larger ones are
suboptimal for the unexplained variance.

� The optimal Pure Barycentric Subspace with backward reordering (k-PBS) estimates the
k + 1 points that minimize the unexplained variance for a subspace of dimension k, and
then reorders the points accordingly for lower dimensions. Here only the largest subspace
si optimal, and all the smaller ones are suboptimal.

� The Barycentric Subspace Analysis of order k (k-BSA) looks for the flag of affine spans
defined by k + 1 ordered points that optimized the AUV. Here none of the subspaces are
optimal for the unexplained variance of the corresponding dimension, but the whole flag
is optimal for the AUV criterion.

3.3 Sample-limited Lp barycentric subspace inference

Sample-limited inference In order to compute the optimal subspaces or flags of subspaces,
we need to set-up an optimization procedure. This can be realized by standard gradient descent
techniques for optimization on manifolds. However, to avoid gradient computations but also to
avoid finding optima that are far away from any data point, it has been proposed to limit the
inference of the Fréchet mean to the data-points only. For instance, in neuroimaging studies,
the individual image minimizing the sum of square deformation distance to other subject images
was found to be a good alternative to the mean template (a Fréchet mean in deformation and
intensity space) because it conserves the original characteristics of a real subject image [30].
Beyond the Fréchet mean, Feragen et al. proposed to define the first principal component mode
as the unexplained variance minimizing geodesic going through two of the data points [12].
The method named set statistics was aiming to accelerate the computation of statistics on tree
spaces. [53] further explored this idea under the name of sample-limited geodesics in the context
of PCA in phylogenetic tree space. In both cases, defining principal modes of order larger than
two was seen as an unsolved challenging research topic.
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With barycentric subspaces, the idea of sample-limited statistics naturally extends to any
dimension by restricting the search to the (flag of) affine spans that are parametrized by points
sampled from the data. The implementation boils down to an enumeration problem. With this
technique, the reference points are never interpolated as they are by definition sampled from
the data. This is a important advantage for interpreting the modes of variation since we may
go back to other information about the samples like the medical history and disease type. The
search can be done exhaustively for a small number of reference points. The main drawback is
the combinatorial explosion of the computational complexity with the dimension for the optimal
order-k flag of affine spans, which is involving O(Nk+1) operations, where N is the number of
data points. In [38] we perform an exhaustive search, but approximate optima can be sought
using a limited number of randomly sampled points [12].

Adding robustness with Lp norms Since barycentric subspaces minimize the weighted
MSD, one could think of taking a power p of the metric to define the mean p-distance (MpD)
σp(x) = 1

p

∑k
i=0 distp(x, xi). We recall that the global minimizers of this criterion defines the

Fréchet median for p = 1, the Fréchet mean for p = 2 and the barycenter of the support of
the distribution for p =∞. This suggests to further generalize barycentric subspaces by taking
the locus of the minima of the weighted unexplained MpD σp(x, λ) = 1

p

∑k
i=0 λi distp(x, xi).

However, it turns out that the critical points of the weighted MpD are necessarily included in
the EBS since the gradient of the MpD is (except at the reference points and their cut loci):

∇xσp(x, λ) = ∇x 1
p

∑k
i=0 λi( dist2(x, xi))

p/2 = −∑k
i=0 λi distp−2(x, xi) logx(xi).

Thus, we see that the critical points of the MpD satisfy the equation
∑k

i=0 λ
′
i logx(xi) = 0 for

the new weights λ′i = λi distp−2(x, xi). Thus, they are also elements of the EBS and changing
the power of the metric just amounts to a reparameterization of the barycentric weights. This
stability of the EBS / affine span with respect to the power of the metric p shows that the affine
span is really a central notion.

While changing the power does not change the subspace definition, it has a drastic impact
on its estimation: minimizing the sum of Lp distance to the subspace for non-vanishing residuals
obviously changes the relative influence of points [38]. It is well known that medians are more
robust than least-squares estimators: the intuitive idea is to minimize the power of residuals
with 1 ≤ p ≤ 2 to minimize the influence of outliers. For 0 < p < 1, the influence of the closest
points becomes predominant, at the cost of non-convexity. In general, this is a problem for
optimization. However, there is no gradient estimation in the sample-limited setting as we have
to rely on an an exhaustive search for the global minimum or on a stochastic approximation
by testing only a subset of reference configurations. At the limit of p = 0, all the barycentric
subspaces containing k+1 points (i.e. all the sample-limited barycentric subspaces of dimension
k that we consider) have the same L0 sum of residuals, which is a bit less interesting.

For a Euclidean space, minimizing the sum of Lp norm of residuals under a rank k constraint
is essentially the idea of the robust R1-PCA [8]. However, an optimal rank k subspace is not in
general a subspace of the optimal subspace of larger ranks: we loose the nestedness property.
An alternative PCA-L1 approach, which maximizes the L1 dispersion within the subspace, was
proposed in [26]. On manifolds, this would lead to a generalization of tangent-PCA maximizing
the explained p-variance. In contrast, we proposed in [38] to minimize the Accumulated Unex-
plained p-Variance (Lp AUV) over all the subspaces of the flag under consideration. Since the
subspace definition is not affected by the power p, we can compare the subspaces’ parameters
(the reference points) for different powers. It also allows to simplify the algorithms: as the
(positive) power of a (positive) distance is monotonic, the closest point to an affine span for
the 2-distance remains the closest point for the p-distance. Thus, the forward barycentric sub-
space analysis (k-FBS), the pure subspace with backward reordering analysis (k-PBS) and the
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Figure 2: Analysis of 3 clusters on a 5D hyperbolic space, projected to the expected 2-pseudo-
sphere, with p = 2 (left), p = 1 (middle) and p = 0.5 (right). For each method (FBS in blue,
1-PBS in green, 1-BSA in red), the 1d mode is figured as a geodesic joining the two reference
point (unseen red, blue or green geodesics are actually hidden by another geodesic). The three
reference points of 2-PBS are represented with dark green solid circles, and the ones of 2-BSA
with deep pink solid boxes. Reproduced, with permission from [38].

barycentric subspace analysis (k-BSA) can be seamlessly generalized to their robust Lp version
in the sample-limited setting.

4 Example applications of Barycentric subspace analysis

4.1 Example on synthetic data in a constant curvature space

The Lp variant of the forward (FBS), backward (PBS) and BSA algorithms were evaluated on
synthetically generated data on spheres and hyperbolic spaces in [38]. The projection of a point
of a sphere on a subsphere is almost always unique and corresponds to the renormalization
of the projection on the Euclidean subspace containing the subsphere. The same property
can be established for hyperbolic spaces, which can be viewed as pseudo-spheres embedded
in a Minkowski space. Affine spans are great pseudo-spheres (hyperboloids) generated by the
intersection of the plane containing the reference points with the pseudo-sphere, and the closest
point on the affine span is the renormalization of the unique Minkowski projection on that plane
[39]. In both cases, implementing the Riemannian norm of the residuals is very easy and the
difficulty of sample-limited barycentric subspace algorithms analysis resides in the computational
complexity of the exhaustive enumeration of tuples of points.

We illustrate in Fig.2 the results of the Lp barycentric subspace algorithms on a set of 30
points in the 5D hyperbolic space generated at follows: we draw 5 random points (tangent Gaus-
sian with variance 0.015) around each vertex of an equilateral triangle of length 1.57 centered
at the bottom of the 5D hyperboloid embedded in the (1,5)-Minkowski space. As outliers, we
add 15 points drawn according to a tangent Gaussian of variance 1.0 truncated at a maximum
distance of 1.5 around the bottom of the 5D hyperboloid. This simulates three clusters living
on a lower dimensional 2-pseudo-sphere with 50% of outliers (Fig.2). With the L2 hyperbolic
distance, the 1-FBS and 1-BSA methods select outliers for their two reference points. 1-PBS
manages to get one point in a cluster. For the two dimensional approximation again with the
L2 distance, the 2-FBS and the 2-PBS select only one reference points within the clusters while
2-BSA correctly finds the clusters (Fig.2 left, dark green points). With the L1 distance, FBS,
PBS and BSA select 3 very close points within the three clusters (Fig.2 center). Lowering the
power to p = 0.5 leads to selecting exactly the same points optimally centered within the 3
clusters for all the methods (Fig.2 right). Thus, it seems that we could achieve some kind of
Principal Cluster Analysis with the sample-limited Lp barycentric subspace analysis.
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BARYCENTRIC SUBSPACE

Image

Projection

Figure 2: Barycentric subspace of dimension 2 built from 3 references images (R1, R2, R3). Î
is the projection of the image I within the barycentric subspace such that ‖ v̂ ‖2 is minimum
under the conditions

∑
j λj v̂j = 0 and v̂ + v̂j = vj .

2. Methodology: Barycentric Subspaces

In this section, we detail the methods and algorithms to introduce Barycen-
tric Subspaces in the context of medical images. Barycentric Subspaces were
first presented for generic Riemannian Manifolds in Pennec (2015) and then
adapted in the context of medical imaging in Rohé et al. (2016). We review
here the main steps and notations defined in the previous works to adapt the
theoretical framework from Riemannian Manifolds to the context of computa-
tional anatomy (image deformation analysis). We follow the generic framework
of Joshi et al. Joshi et al. (2004): we work in the space of images M and we
use the notation I for a particular point of the manifold, which in our case
corresponds to a specific frame within a 3D+t sequence of images of cardiac
motion during a cycle. Two images I1 and I2 are mapped one onto the other
by deformations: the geodesic which is the optimal path from one image to an-

other. Geodesics are represented by the initial velocity field
−−→
I1I2 of the geodesic

path. In practice, the geodesic is the result of the registration of the two images
which gives us an inexact matching that approximates the tangent vector of the
geodesic shooting one image to another. In the following, we will place ourselves
in stationary velocity fields (SVF) framework Vercauteren et al. (2008) which
gives a simple and yet effective way to parametrize smooth deformations along
geodesics using one-parameter sub-group. We use vi,j as the notation to repre-
sent the stationary velocity field parametrization of the deformation mapping
image Ii to Ij and we suppose that this SVF is inverse consistent: the inverse
mapping of Ij to Ii can be obtained by taking the opposite: vj,i = −vi,j .

2.1. Definition of the Subspace

A Barycentric Subspace of dimension k is defined with respect to a set of
(k+1) reference images (Rj)j=1,...,k+1. While traditional subspaces are defined

explicitly, Barycentric Subspaces are defined implicitly as the set of points Î

5

Figure 3: Barycentric subspace of dimension 2 built from 3 references images (R1, R2, R3). Î is
the projection of the image I within the barycentric subspace such that ‖ v̂ ‖2 is minimal under
the conditions

∑
j λj V̂j = 0 and V̂ + V̂j = Vj . Reproduced from [45].

4.2 A symmetric group-wise analysis of cardiac motion in 4D image se-
quences

Understanding and analyzing the cardiac motion pattern in a patient is an important task in
many clinical applications. The cardiac motion is usually studied by finding correspondences
between each of the frames of the sequence and the first frame corresponding to the end-diastole
(ED) image. This image registration process yields a dense displacement field that tracks the
motion of the myocardium over the image sequence. Taking the ED image as a reference is
natural as it is the starting point of the contraction of the heart which is the most important
phase in evaluating the efficiency of the cardiac function. However, this specific choice can lead
to important biases in quantifying the motion, especially at end-systole (ES) where the defor-
mations to be evaluated are large. In [45], we proposed to build a multi-reference registration
to a barycentric subspaces of the space of images representing cardiac motion instead of taking
a unique reference image to evaluate the motion.

In the context of diffeomorphic medical image registration, 3D images are the “points” of
our manifold while “geodesics” are the optimal deformations found by image registration to
map one image to the other. In the Large Diffeomorphic Metric Mapping (LDDMM) at well
as in the Stationary Velocity Field (SFV) registration frameworks, diffeomorphic deformations
are obtained by the flow of velocity fields, and the tangent vector (i.e. a vector field over the
image) at the initial point of the deformation trajectory registering image I to image J may be
interpreted as logI(J). We refer the reader to [43, 31] for a more in-depth description of the
SVF framework and its application in medical image registration.

The barycentric subspace of dimension k spanned by k+1 reference images R1 to Rk+1 is then
defined as the set of images Î for which there exists weights λi such that

∑k+1
j=1 λj logÎ(Rj) = 0.

Thus, projecting image I on this subspace amounts to find the smallest SVF V̂ deforming image
I to image Î such that the SVFs V̂1,V̂2 and V̂3 encoding the deformation from this projected
image to the three references R1, R2 and R3 are linearly dependent (Figure 3). The weights
λj are the barycentric coordinates of image I in the “basis” (R1, R2, R3). This process can be
repeated for each image I1 to IN of the temporal sequence of one subject. This allows us to
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Figure 4: Cardiac motion signature of 10 sequences of control subjects (in blue) and 16 sequences
of Tetralogy of Fallot subjects (in red). Left: the time-index of the three optimal references
superimposed on the average cardiac volume curve for each population. Right: the curve of
barycentric coordinates of the images along the sequence of each subject, projected on the plane∑

i λi = 1. Modified from [45, 44].

compute the unexplained variance σ2(R1, R2, R3) =
∑N

i=1 ‖V̂ (Ii)‖2 and to choose the optimal
basis by repeating the experiment for all possible triplets of reference images within our sequence.

This methodology was used in [45] to compare the cardiac motion signature of two different
populations. The first group consists of 10 healthy subjects from the STACOM 2011 cardiac
motion tracking challenge dataset [49], and the second group is made of 10 Tetralogy of Fallot
(ToF) patients [33]. Short axis cine MRI sequences were acquired with T = 15 to 30 frames. For
each subject, we projected each of the frames of the cardiac sequence to a barycentric subspace
of dimension 2 built by 3 reference images belonging to that sequence. A significant differences in
the time-index of the optimal references frames can be seen between the two populations (Fig. 4,
left). In particular, the second reference - corresponding to the end-systole - is significantly later
for the ToF patients showing that this population has on average longer systolic contraction.
The barycentric coefficients (Fig. 4, right) also show significant differences between the groups,
especially in the region λ1 < 0. This demonstrates that this signature of the motion is encoding
relevant features. Last but not least, the reconstruction based on the 3 reference images and
the 30 barycentric coefficients along the sequence (a compression rate of 1/10) turned out to
achieve a reconstruction error in intensity which is 40% less than the one of a classical tangent
PCA with two deformation modes at the mean image of the sequence (compression rate 1/4
only). This demonstrates that the multi-reference approach based on barycentric subspaces can
outperform the classical statistical shape analysis methods on real medical imaging problems.

5 Conclusion and perspectives

We have drafted in this chapter a summary of some of the recent advances on manifold dimension
reduction and generalization of principal component analysis to Riemannian manifolds. The first
observation is that generalizing affine subspaces to manifolds with a minimization procedure (i.e.
Fréchet or Karcher barycentric subspaces) leads to small disconnected patches that do not cover
complete lower dimensional subspheres (resp. sub-pseudospheres) in constant curvature spaces.
Considering the completion (the affine span) of all critical points (the exponential barycentric
subspace) is needed to cover the full sub-(pseudo)-sphere. The fact that changing the mean
square distance for the mean p-distance does not change the affine span is an unexpected stability
result which suggests that the notion is quite central. The second important point is that geodesic
subspaces that were previously proposed for PGA or GPCA are actually particular cases of
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barycentric subspaces that can be obtained by taking reference points highly concentrated with
respect to the distribution of our data points. The framework is thus more general. Last
but not least, following [6], any interesting generalization of PCA should rely on sequences of
properly nested spaces. Generalizing linear flags in Euclidean space, an ordering of the reference
points naturally defines a flag of nested affine spans in a manifold. Now instead of defining the
subspaces of the flag iteratively in a forward or backward manner, which is sub-optimal for each
subspace considered independently, it turns out that PCA can be rephrase as an optimization of
the AUV criterion (the sum of all unexplained variances by all the subspaces of the hierarchy)
on the space of flags. Such a method coined Barycentric Subspace Analysis can be naturally
extended to the Lp norm of residuals to account for outliers or different type of noises. BSA can
also be performed by restricting reference points defining the subspaces to be a subset of the
data points, thus considerably extending the toolbox of sample-limited statistics to subspaces
of dimension larger than one, and an example application on 3D image sequences of the heart
showed that many insights ca be brought by this new methodology.
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