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Abstract: This report introduces an upper bound on the absolute difference between: (a) the
cumulative distribution function (CDF) of the sum of a finite number of independent and identically
distributed random variables; and (b) a saddlepoint approximation of such CDF. This upper bound,
which is particularly precise in the regime of large deviations is used to study the dependence testing
(DT) bound and the meta converse (MC) bound on the decoding error probability (DEP) in point-
to-point memoryless channels. Often, these bounds cannot be analytically calculated and thus,
lower and upper bounds become particularly useful. Within this context, the main results include
new upper bounds and lower bounds on the DT and MC bounds. A numerical analysis of these
bounds is presented in the case of the binary symmetric channel, the additive white Gaussian noise
channel, and the additive symmetric a-stable noise channel, in which the new bounds are observed
to be tight.

Key-words: saddlepoint approximations, normal approximation, decoding error probability,
memoryless channels



Résumé : Ce rapport propose une borne supérieure sur I’erreur induite par I’approximation
du point de selle de la fonction de répartition de la somme des variables aléatoires identiquement
distribuées. Cette borne est particuliérement précise sur la queue de la distribution. Ce résultat
est appliqué pour étudier la borne "dependence testing (DT)" et celle du "meta converse (MC)"
sur la probabilité d’erreur minimale de décodage d’un canal sans mémoire. Dans ce contexte,
les résultats principaux sont les nouvelles bornes supérieures et inférieures sur les bornes DT et
MC. Une analyse numérique de ces bornes est présentée pour les canaux binaires symétriques,
les canaux avec un bruit blanc gaussien additif et les canaux avec un bruit impulsionnel additif.
Les bornes obtenues par notre méthode sont meilleures que celles obtenues & 'aide du Théoréme
de Berry-Esseen.

Mots-clés : approximation du point de selle, approximation Gaussienne, probabilité d’erreur
de décodage, canal sans mémoire
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1 Introduction

This report focuses on approximating the cumulative distribution function (CDF) of sums of a
finite number of real-valued independent and identically distributed (i.i.d.) random variables.
More specifically, let Y7, Ya, ..., Y, with n an integer and 1 < n < oo, be real-valued random
variables with probability distribution Py. Denote by Fy the CDF associated with Py, and if
it exists, denote by fy the corresponding probability density function (PDF). Let also

X, = anyn (1)

be a random variable with distribution Px,. Denote by Fx, the CDF and if it exists, denote
by fx, the PDF associated with Py, . The objective is to provide a positive function that
approximates Fx, and an upper bound on the resulting approximation error. In the following,
a positive function g : R — R is said to approximate F'x, with an approximation error that is
upper bounded by a function € : R — R, if for all x € R,

[Fx, (2) — g(z)] < e(2). (2)

The case in which Y, Y5, ..., Y, in are stable random variables with Fy analytically
expressible is trivial. This is essentially because the sum X,, follows the same distribution of
a random variable aY + b, for some (a,b) € R? and Y a random variable whose CDF is Fy.
Examples of this case are random variables following the Gaussian distribution, the Cauchy
distribution or the Levy distribution [1].

In general, the problem of calculating the CDF of X, boils down to calculating n—1 convolutions.
More specifically, it holds that

@)= [ T o (e — ) f (), (3)

where fx, = fy. Even for discrete random variables and small values of n, the integral in
often requires excessive computation resources [2].
When the PDF of the random variable X,, cannot be conveniently obtained but only the r first
moments are known, with 7 € N, an approximation of the PDF can be obtained by using an
Edgeworth expansion. Nonetheless, the resulting relative error in the large deviation regime
makes these approximations inaccurate [3].
When the cumulant generating function (CGF) associated with Fy, denoted by Ky : R — R, is
known, the PDF fx,  can be obtained via the Laplace inversion lemma [2]. That is, given two reals
a_ < 0and oy > 0, if Ky is analytic for all z € {a+ib € C: (a,b) € R and a_ <a < ay} CC,
then,
1 ~y+ioco
fx, (z) = 5 / exp (nKy (z) — zzx) dz, (4)
U y—1i00

with i = v/—1 and v € (a_, ;). Note that the domain of Ky in (4) has been extended to
the complex numbers and thus, it is often referred to as the complex CGF. With an abuse of
notation, both the CGF and the complex CGF are identically denoted.
In the case in which n is sufficiently large, an approximation to the Bromwich integral in
can be obtained by choosing the countour to include the unique saddlepoint of the integrand as
suggested in [4]. The intuition behind this lies on the following observations:
(i) the saddlepoint, denoted by zp, is unique, real and zg € (a—, ay);
(74) within a neighborhood around the saddlepoint of the form |z — 29| < ¢, with 2 € C and € > 0
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sufficiently small, Im [nKy (z) — zz] = 0 and Re [nKy (z) — zx] can be assumed constant; and
(#i1) outside such neighborhood, the integrand is negligible.

From (7), it follows that the derivative of nKy (t) — tx with respect to ¢, with ¢ € R, is equal to
zero when it is evaluated at the saddlepoint zy,. More specifically, for all ¢ € R,

% Ky (t) = Ep, [Y exp (1Y — Ky (t))], (5)
and thus,

Epy [Y exp (20Y — Ky (20))] = (6)

which shows the dependence of zg on both x and n.
An expansion in Taylor series of the exponent nKy (2) — zz in the neighborhood of 2y, leads to
the following asymptotic expansion in powers of % of the Bromwich integral in :

0| =

Fro ()=o) [ 14

K (20) _E(K’(?)(ZO))Q 1
(K@(%)f 24(K)(/2)(ZO))3 +O< ) 7

A 1
fx, ()= /m exp (nKy (z0) — z02) , (8)

and for all £k € N and ¢ € R, the notation K}(,k)(t) represents the k-th real derivative of the CGF
Ky evaluated at t. The first two derivatives K§,1 ) and K)(,2 ) play a central role, and thus, it is
worth to provide explicit expresssions. That is,

where an ‘R — Ry is

KW (6)2Ep, [Y exp (1Y — Ky (1))], and 9)
K@ (6)2Ep, UY - I(§}>(w¢)‘2 exp (1Y — Ky (1)] . (10)

The function an in is referred to as the saddlepoint approzimation of the PDF fx  and was
first introduced in [4]. Nonetheless, fx is not necessarily a PDF as often its integral on R is
not equal to one. A particular exception is observed only in three cases [5]. First, when fy is
the PDF of a Gaussian random variable, the saddlepoint approximation fX is identical to fx,,,
for all n > 0. Second and third, when fy is the PDF associated with a Gamma distribution and
an inverse normal distribution, respectively, the saddlepoint approximation an is exact up to a
normalization constant for all n > 0.

An approximation to the CDF Fx,_ can be obtained by integrating the PDF in , c.f., 6,
7] and [8]. In particular, the result reported in [6] leads to an asymptotic expansion of the
complementary CDF of X, for all < nEy[Y], of the form:

P, (0)=Fs. (@) (1+0( =) ). (11)

where the function Fxn : R — R is the saddlepoint approximation of Fx . That is, for all x € R,

. 1
(0171 cgoay + (D00 exp (B () = s+ 3330k o)) @ (Lo ok (o)) 12
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where the function @ : R — [0,1] is the complementary CDF of a Gaussian random variable
with zero mean and unit variance. That is, for all ¢ € R,

Qt) = V% /:Cexp (-””5) da. (13)

Finally, from the central limit theorem [3], for large values of n and for all € R, a reasonable
approximation to Fx, (x)is 1 — Q(x). In the following, this approximation is referred to as the
normal approzimation of Fx .

1.1 Contributions

The main contribution of this work is an upper bound on the error induced by the saddlepoint
approximation F, in of the CDF Fx, of the sum in (Theorem . This result builds
upon two observations. The first observation is that the CDF Fx,_ can be written for all z € R
in the form,

Fx, (z)=1¢0<01Epg, [exp (nKy (20) — 2050) 115, <a}]
+1 (2501 (1 — Epg, [exp (nKy (20) — 2050) 1s,>2}]) » (14)

where, the random variable
n

5, =3 v (15)
t=1
has a CDF denoted by F, , and the random variables Yl(z"), Y2(Z°), ..., Y% are independent with
probability distribution Py (-,). The distribution Py--o) is an exponentially tilted distribution
[9] with respect to the distribution Py at the saddlepoint zy. More specifically, the Radon-
Nikodym derivative of the distribution Py (-, with respect to the distribution Py satisfies for all
y € suppPy,

dPY(zo)
dPy

(y) = exp (= (Ky (20) = 209)) - (16)

The second observation is that the saddlepoint approximation FXn in can be written for all
z € R in the form,

Fx,(2)=11.0<0}Ep,, [exp (nKy (20) — 20Zn) 1z, <a}]
501 (1 —Ep,, [exp (nKy (20) — 20Zn) ]l{Zn>z}]) , (17)

where, Z,, is a Gaussian random variable with mean =z, variance an )(zo), and CDF denoted
by Fz, . Note that the means of the random variable S,, in and Z,, in are equal to
nK)(/l) (z0), whereas their variances are equal to nK)(,Q)(zo). Note also that from (6], it holds that
x = nK}(,1 ) (20).

Using these observations, it holds that the absolute difference between F'y in and Fy, in
satisfies for all = € R,

|Fx, (@) = Px, ()] =
1i<0 |Epsn [exp (nKy (z0) — 205n) ]l{sngz}] —Ep,, [exp (nKy (z0) — 20Zn) ]l{anz}] }
+1 250 ‘Epsn [exp (nKy (z0) — 205n) ]l{sn>m}] —Ep,, [exp (nKy (20) — 20Zn) ]l{Zn>£}} | . (18)
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A step forward (Lemma [d]in Appendix [A) is to note that when z is such that zy < 0, then,
|Eps, [exp (nKy (20) — 2050) L{s, <z}] — Epy, [exp (nKy (20) — 20Zn) {2, <z}
< exp (nKy (z0) — zox) min <1, 2sup |Fs, (a) — Fz, (a)|) , (19)
acR
and when z is such tha zy > 0, it holds that

|Ep, [exp (nKy(20) — 2090) Lis, >z} — Epy, [exp (nKy (20) — 20Zn) 12, 52}] |

< exp (nKy (z0) — zox) min <1, 2sup |Fs, (a) — Fz, (a)|> . (20)
a€R

The final result is obtained by observing that sup,cp |Fs, (a) — Fz,(a)| can be upper bounded

using the Berry-Esseen Theorem (Theorem [I]in Section [2.1)). This is essentially due to the fact

that the random variable S,, is the sum of n independent random variables, i.e., , and Z, is

a Gaussian random variable, and both S,, and Z,, possess identical means and variances. Thus,
the main result (Theorem [3[in Section [2.2)) is that for all z € R,

Fx, (v) = Fx, (95)‘ < exp (nKy (20) — zo ¥) min | 1, 2céy (%)

Vi (K2 ¢) "

where £y (20) is the third absolute central moment with respect to the distribution Py (z).

; (21)

1.2 Applications

In the realm of information theory, the normal approximation has played a central role in the
calculation of bounds on the minimum decoding error probability (DEP) in point-to-point mem-
oryless channels, c.f., [10,/11]. Thanks to the normal approximation, simple approximations for
the dependence testing (DT) bound, the random coding union bound (RCU) bound, and the
meta-converse (MC) bound have been obtained in [10L{12] and [13]. The success of these approx-
imations stems from the fact that they are easy to calculate. Nonetheless, easy computation
comes at the expense of loose upper and lower bounds, and thus, uncontrolled approximation
€rrors.

On the other hand, saddlepoint techniques have been extensively used to approximate existing
lower and upper bounds on the minimum DEP. See for instance, [14] and [15] in the case of the
RCU bound and the MC bound. Nonetheless, the errors induced by saddlepoint approximations
are often neglected due to the fact that calculating them involves a large number of optimizations
and numerical integrations. Within this context, the main results of this report are used to
provide new lower and upper bounds on the DT bound and the MC bound. Numerical analysis
of these bounds are presented for the case of the binary symmetric channel (BSC), the additive
white Gaussian noise (AWGN) channel, and the additive symmetric a-stable noise (SaS) channel,
in which the new bounds are observed to be tight and obtained at low computational cost.

2 Sums of Independent and Identically Distributed Random
Variables

In this section, upper bounds on the absolute error of approximating Fx, by the normal approx-
imation and the saddlepoint approrimation are presented.

RR n° 9329
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2.1 Error Induced by the Normal Approximation

Given a random variable Y, let the function &y : R — R be for all t € R :
3
£y () 2Ep, “Y - K@(t)‘ exp (1Y — Ky (1)] . (22)
The following theorem, known as the Berry-Esseen theorem [3|, introduces an upper bound on

the approximation error induced by the normal approximation.

Theorem 1 (Berry-Esseen [3]|) Let Y1, Ys, ..., Y, be i.i.d random variables with probability
distribution Py . Let also Z, be a Gaussian random variable with mean nK}(})(O), variance
nK}(E) (0) and CDF denoted by Fyz,. Then, the CDF of the random variable X,, = Y1 + Y2 +

. + Y,, denoted by Fx,_, satisfies
0
sup | Fy. (a) — Fz (a)] < min | 1, <@ (23)
a 2
€ n(Ky?(0))?

where ¢ = 0.476 and the functions K}(,l), ) and &y are defined in @D, and .

The choice of ¢ = 0.476 in Theorem [1|is justified in [16]. An immediate result from Theorem
consists in the following upper and lower bounds on Fx  (a), for all a € R,

Fx, (a) < Fz,(a)+min | 1, L(O) £ %(a,n) and (24)
n(K{?(0))3

Fx, (a) > Fz, (a) —min [ 1, Lio) 2 $(a,n). (25)
n(KP(0))3

The main drawback of Theorem [I]is that the upper bound on the approximation error does not
depend on the exact value of a. More importantly, for some values of a and n, the upper bound
on the approximation error might be particularly big, which leads to irrelevant results.

2.2 Error Induced by the Saddlepoint Approximation

The following theorem introduces an upper bound on the approximation error induced by ap-
proximating the CDF Fx  of X, in by the function 7y : R®x N — R defined such that for
all (0, a,n) € R? x N,

nY(eaaﬂn)é
a+nbK P 0)—nkM(6)

]1{0>0}+(—1)1{9>°}6Xp( nb*K 2><e>+nKy(e>—neK$><e>) Q[teso ,
2 nk®(6)

(26)

where the function @ : R — [0, 1] is the complementary CDF of the standard Gaussian distribu-
tion defined in (13). Note that ny (8, n,a) is identical to Fx,(a), when 6 is chosen to satisfy the
saddlepoint Kg,l (0) = £. Note also that 7y (0,n,a) is the CDF of a Gaussian random variable

with mean nKl(/l)(O) and variance an)(O), which are the mean and the variance of X,, in (1)),
respectively.

RR n° 9329



An upper bound on the error induced by saddlepoint approzimations - Applications to IT 10

Theorem 2 Let Yy, Yo, ..., Y, be i.i.d. random variables with probability distribution Py and
cumulant generating function Ky . Let also Fx, be the CDF of the random variable X,, = Y7 +
Yo + ... + Y,. Hence, for all a € R and for all § € Oy, it holds that

2 ¢ & (0) ) |

(K)(0)3/2y/n 7

|Fx, (a) —ny (0,a,n)| < exp (nKy(0) — 0 a) min (1,

where, ¢ = 0.476;
Oy £ {t e R: Ky(t) < oo}; (28)

and the functions K}(,Q), &y, and ny are defined in , , and , respectively.

Proof: The proof of Theorem [2]is presented in Appendix [A] [ |
The relevance of Theorem |2| is that given a pair (a,n) € R x N, the value Fx _(a) can be
approximated by ny (0, a,n) up to an approximation error that is not bigger than exp (nKy (0)

B . 2¢éy(6) . . .
0 a) min (1,7(1(9)(9;3/2\/5). This observation leads to the following upper and lower bounds
on Fx_ (a), for all a € R,

: 2c&y(0)
Fx, (a)<ny (,a,n) + exp (nKy () — 6 a) min <1, m) , and (29)

Fx, (a)2ny (0,a,n) — exp (nKy (0) — 6 a)min | 1, _2c&(0) , (30)
(K (0)>2/n

with 6 € ©y.
The advantages of approximating F'x, by using Theorem [2| instead of Theorem [1| are twofold.
First, both the approximation 7y and the corresponding approximation error depend on the
exact value of a. In particular, the approximation can be optimized for each value of a via the
parameter 6. Second, the parameter 6 in can be optimized to improve either the upper
bound in or the lower bound in for some a € R. Nonetheless, such optimizations are
not necessarily simple.
An alternative to the optimization on 6 in and is to choose # such that it minimizes
nKy (0) — 0 a. This follows the intuition that, for some values of a and n, the term exp(nKy (0) —
0 a) is the one that influences the most the value of the right-hand side of (27). To build upon
this idea, consider the following lemma.

Lemma 1 Consider a random variable Y with probability distribution Py and CGF Ky . Given
n € N, let the function h : R — R be defined for all a € R satisfying = € intCy, with intCy
denoting the interior of the convex hull of supp Px. , as follows

n?

h(a) = 0ier(lafy nKy (0) — 0 a, (31)

where Oy is defined in . Then, the function h is concave and for all a € R,
h(a) < h(nEp, [Y]) = 0. (82)
Furthermore,

h(a) = nKy (0*) — 0 a, (33)

RR n° 9329
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where 0* is the unique solution in 0 to

nky(6) = a, (34)
with K)(,l) is defined in (9).
Proof: The proof of Lemmal[l] is presented in Appendix [B] [

Given (a,n) € R x N, the value of h(a) in is the argument that minimizes the exponential
term in . An interesting observation from Lemma is that the maximum of A is zero and it
is reached when a = nEp, [Y] = Ep, [X,]. In this case, #* = 0, and thus, from and (30),
it holds that

Fx, (a)<ny (0,a,n) + min (1 2 céy(0) >

L(EP(0)32/n

= a min —2053/(0) an
e (1’ <K§£><o>>3/%> ’ >

_ 2¢éy(0)
R )

= a) — min _ 2c&0) & (0)
e (1’ <K¥><o>>3/%> | o

where Fz is the CDF defined in Theorem Hence, the upper bound in (35) and the lower
bound in (36) obtained from Theorem [2] are worse than those in and (25) obtained from
Theorem |1} In a nutshell, for values of a around the vicinity of nEp, [Y] = Ep, [Xy], it is more
interesting to use Theorem [I] instead of Theorem [2]

Alternatively, given that h is non-positive and concave, when |a — nEp, [Y]| = |a— Ep,, [Xa]|
> v, with ~ sufficiently large, it follows that

exp Ky (6%) — 0 a) < min |1, O (37)

(K (0))3

with 6* defined in (34). Hence, in this case, the right-hand side of is always smaller than the
right-hand side of . That is, for such values of a and n, the upper and lower bounds in
and are better than those in and (25), respectively. The following theorem leverages
this observation.

Theorem 3 Let Y, Yo, ..., Y, be i.i.d. random variables with probability distribution Py and
CGF Ky . Let also Fx, be the CDF of the random variable X,, =Y, +Ys+...+Y,. Hence, for
all a € intCx,,, with intCx, the interior of the convex hull of suppPx, , it holds that

2c&y (60%)
Vi (K6

‘FXn(a) - Fxn(a)‘ < exp (nKy(0*) —6*a)min | 1, 573 | (38)

where 0* is defined in , c=0.476, and the functions Kg), FX", and &y are defined in ,
112), and , respectively.
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Proof: The proof of Theorem [3]is presented in Appendix [C] [
An immediate result from Theorem [3|consists in the following upper and lower bounds on Fx(a),
for all a € R,

2cy (07
3/2

(K@) va

2c&y (6%)
(£209)"" va

Fx, (a)<¢y (0%,a,n) + exp (nKy (0*) — 60" a) min | 1, £ Q(a,n), and (39)

(1>

Fx (a)=Cy(0*,a,n) — exp (nKy (0*) — 0" a) min | 1, Q(a,n). (40)

The following section presents two examples that highlight the observations mentioned above.

2.3 Examples

Example 1 (Discrete random variable) Let the random variables Yy, Yz, ..., Y, in be
i.i.d. Bernoulli random variables with parameter p = 0.2 and n = 100. In this case Ep, [X,] =
nEp, [Y] = 20. Figure || depicts the CDF Fx,,, of X100 in ; the normal approximation
Fz.0 11 ,' and the saddlepoint approximation FXlOO mn . Therein, it is also depicted the
upper and lower bounds due to the normal approzimation ¥ in and X in (23], respectively;
and the upper and lower bounds due to the saddlepoint approzimation Q in nd Qin ,
respectively. These functions are plotted as a function of a, with a € [5,35]. Figure@ and Figure
[3 depict the same functions as a function of a, with a € [0,5] and a € [50,60], respectively.

RR n° 9329



An upper bound on the error induced by saddlepoint approzimations - Applications to IT 13
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-------

~{- Saddlepoint approximation Fy,, (a)
=/ Lower bound (saddlepoint) £2(a, 100)
| | |

5 10 15 20 25 30 35
a

-0.2

Figure 1: Sum of 100 Bernoulli random variables with parameter p = 0.2. Note that E [X;00] =
20. The function F,,,(a) (asterisk markers *) in Example[l} the function Fy,,,(a) (star markers
x) in (23); the function Fy,,,(a) (diamond markers o) in (I2); the function ¥(a,100) (circle
marker o) in (24); the function X(a,100) (square marker [J) in (25)); the function Q(a,100)
(upward-pointing triangle marker A) in (89); and the function Q(a,100) (downward-pointing
triangle marker V) in as a function of a, with a € [5,35]. (X-linear axis and Y-logarithmic
axis)
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10710 —#%—Ground truth CDF Fy,,(a) .

- Normal approximation Fy,(a) )

-/ Upper bound (saddlepoint) Q(a, 100) |’

~)- Saddlepoint approximation F X0 (@)
| |

0 1 2 3 4 5
a

Figure 2: Sum of 100 Bernoulli random variables with parameter p = 0.2. Note that E [Xq0] =
20. The function Fx,,,(a) (asterisk markers %) in Exam the function Fz,,(a) (star markers
12); O

*) in (23)); the function Fx,,,(a) (diamond markers o) in ( (a, 100) (upward-pointing triangle
marker A) in as a function of a, with a € [0, 5]. (X-linear axis and Y-logarithmic axis)
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1072 w w w ;
=¥—=Ground truth complementary CDF 1 — Fx, (a)
- Normal approximation 1 — Fz  (a)

-0~ Saddlepoint approximation 1 — Fx,, (a) ]

1079%, 4 =7 Upper bound (saddlepoint) 1 — Q(a, 100) E
107° -
1078
1 O -10 L
10712 ¢
10714 ¢
10716 |

35 40 45 50 55 60

a

Figure 3: Sum of 100 Bernoulli random variables with parameter p = 0.2. Note that E [X;00] =
20. The complementary CDF 1 — Fx,,,(a) (asterisk markers *) in Example |1} the function
1— Fz,,,(a) (star markers «) in (23); the function 1— Fx,,, (@) (diamond markers ¢) in (12); The
function 1 — Q(a, 100) (downward-pointing triangle marker V) in as a function of a, with
a € [35,60]. X-linear axis and Y-logarithmic axis)

Example 2 (Continuous random variable) Let the random variables Y1, Yo, ..., Y, in
be i.i.d. chi-squared random variables with parameter k = 1 and n = 50. In this case Ep, [X,] =
nEp, [Y] = 50. Figure |4 depicts the CDF Fx,, of X509 in (1); the normal approzimation Fz,,
in ; and the saddlepoint approzimation Fx,, in . Therein, it is also depicted the upper
and lower bounds due to the normal approximation X in and X in (25)), respectively; and
the upper and lower bounds due to the saddlepoint approxzimation in and Q in ,
respectively. These functions are plotted as a function of a, with a € [0, 100]. Figure@ and Figure
@ depict the same functions as a function of a, with a € [0,25] and a € [100,170], respectively.
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{140~ Upper bound (normal) (a, 50)
- Normal approximation Fz(a)

-0 Lower bound (normal) X(a, 50)

=2 Upper bound (saddlepoint) Q(a, 50)

~

—{- Saddlepoint approximation Fy.,(a)
=/ Lower bound (saddlepoint) ©(a, 50)
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Figure 4: Sum of 50 Chi-squared random variables with parameter &k = 1. Note that E [X50] = 50.
The function Fx,,(a) (asterisk markers %) in Example [2} the function Fz, (a) (star markers *)
in (23); the function Fx,,(a) (diamond markers o) in (T2); the function ¥(a,50) (circle marker
o) in (24); the function X(a,50) (square marker [J) in (25); Q(a,50) (upward-pointing triangle
marker A) in (39)); and the function Q(a,50) (downward-pointing triangle marker V) in as
a function of a, with a € [0,100]. (X-linear axis and Y-logarithmic axis)
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10710 |
10715 |
10720 |
10725 |
10730 |

10738 |

I =%~ Ground truth CDF Fyx, (a) ]
10740 - -+ Normal approximation Fz (a) E
I -/ Upper bound (saddlepoint) Q(a, 50) |

~

-0~ Saddlepoint approximation Fy.,(a)
1 1 1 1

10 -45 i | | |
0 5 10 15 20 25 30 35 40

a

Figure 5: Sum of 50 Chi-squared random variables with parameter & = 1. Note that E [X350] = 50.
The function Fx,,(a) (asterisk markers *) in Example he function Fz_,(a) (star markers *)
1) 6

in (23); the function Fx.,(a) (diamond markers o) in (12)); Q(a,50) (upward-pointing triangle
marker A) in as a function of a, with a € [0,40]. (X-linear axis and Y-logarithmic axis)
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-1 T T T 3
10 —# Ground truth complementary CDF 1 — Fx, (a)
- - Normal approximation 1 — Fz (a) 1
S~ - - Saddlepoint approximation 1 — F s (@)
Tso =/ Upper bound (saddlepoint) 1 — Q(a, 50)

1072 ~

10 -7 | | | |
75 80 85 90 95 100

a

Figure 6: Sum of 50 Chi-squared random variables with parameter k¥ = 1. Note that E [X50] =
50. The complementary CDF 1 — F, (a) (asterisk markers *) in Example [2; the function
1 — Fz,,(a) (star markers ) in (23); the function 1 — Fx,,(a) (diamond markers o) in (12);
Q(a,50) (downward-pointing triangle marker V) in as a function of a, with a € [70,100].
(X-linear axis and Y-logarithmic axis)

3 Application to Information Theory: Channel Coding

This section focuses on the study of the DEP in point-to-point memoryless channels. The
problem is formulated in Section [3.I] The main results presented in this section consist in lower
and upper bounds on the DEP. The former, which are obtained building upon the existing DT
bound [10], are presented in Section The latter, which are obtained from the MC bound [10],
are presented in Section
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3.1 System Model

Consider a point-to-point communication in which a transmitter aims at sending information to
one receiver through a noisy memoryless channel. Such a channel can be modeled by a random
transformation

(Xnvyn7PY|X)a (41)
where n € N is the blocklength, and X and ) are the channel input and channel output sets.
Given the channel inputs © = (x4, zo, ..., x,) € ™, the outputs y = (y1, ¥2, ..., Yn) € V" are
observed at the receiver with probability

Pyx(yle) = [ ] Pyix(ulze), (42)
t=1

where, for all € X', Py|x—, € A (Y), with A ()) the set of all possible probability distributions
whose support is a subset of ). The objective of the communication is to transmit a message
index i, which is a realization of a random variable W that is uniformly distributed over the set

wW=2{1,2,...,M}, (43)

with 1 < M < oco. To achieve this objective, the transmitter uses an (n, M, A)-code, where \ €
[0, 1].

Definition 1 ((n, M,\)-code) Given a tuple (M, n, \) € N?x [0,1], an (n, M, )\)-code for
the random transformation in s a system

{ (. 20). (u@.2@))..... (uton), D) } (44)

where for all (j,0) € W2, with j # (:

u(]) :(ul(.j)?u2(])7’un(.7)) EXnv (450')
D(j) N D(¢) =0, (45b)
U pG) <y, and (45¢)
jew
| M
HZ]EPleﬂm [Lorgpan] <A (45d)
i=1

To transmit message index ¢ € W, the transmitter uses the codeword u(i). For all t € { 1,2,.. .,
n}, at channel use ¢, the transmitter inputs the symbol u:(¢) into the channel. Assume that at
the end of channel use ¢, the receiver observes the output y;. After n channel uses, the receiver
uses the vector y = (y1,¥2,. .-, yn) and determines that the symbol j was transmitted if y €
D(j), with j € W.

Given the (n,M,\)-code described by the system in , the DEP of the message index i is

Epy x—ui [ ﬂ{yg'D(i)}}. As a consequence, the average DEP is

1 M
Wi D Ery ixus [ﬂ{ywu)}}- (46)

i=1

Note that from (45d)), the average DEP of such an (n, M, \)-code is upper bounded by A. Given
a fixed pair (n,M) € N2, the minimum X for which an (n,M ,\)-code exists is defined hereunder.
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Definition 2 Given a pair (n,M) € N2, the minimum average decoding error probability for the
random transformation in , denoted by \*(n, M), is given by

A (n, M) =min{\ € [0,1] : I(n, M, X)-code} . (47)

When ) is chosen accordingly with the reliability constraints, an (n, M, A)-code is said to transmit
at an information rate R = % bits per channel use.

The remainder of this section introduces the DT bound and the MC bound. The DT bound is
one of the tightest existing upper bound on A*(n, M) in , whereas the MC bound is one of
the tightest lower bounds.

3.2 Dependence Testing Bound

This section describes an upper bound on \*(n, M), for a fixed pair (n, M) € N2. Given a
probability distribution Px € A (X™), let the random variable ¢ (X;Y") satisty

dPxy
X)), (49

where, the function d‘}f;‘gy : X" x Y™ — R denotes the Radon-Nikodym derivative of the joint
probability measure Pxy with respect to the product of probability measures Px Py, with
Pxy = Px Py x and Py the corresponding marginal. Let the function T : N2 x A (X™) — Ry
be for all (n,M) € N? and for all probability distributions Px € A (X™),

M-—1
T(n, M, Px)=Epy Py x [1{L(X;Y)<1n(%)}} + D) Epx Py {1{L(X;Y)>1n(%)}] - (49)

L(X;Y)éln(

Using this notation, the following lemma states the dependence testing bound.

Lemma 2 (Dependence testing bound [10]) Given a pair (n,M) € N2, the following holds
for all Px € A (X™), with respect to the random transformation in :

X(n, M) < T(n, M, Px), (50)
with the function T defined in .

Note that the input probability distribution Px in Lemma 2| can be chosen among all possible
probability distributions Px € A (X™) to minimize the right-hand side of , which improves
the bound. Note also that with some lost of optimality, the optimization domain can be con-
strained to the set of probability distributions for which for all x € X™,

Px(x) = [ [ Px(ae). (51)
t=1

with Px € A (X). Hence, subject to (42), the random variable «(X;Y") in can be written
as the sum of i.i.d. random variables, i.e.,

UX5Y) =D Xy Yi). (52)

This observation motivates the application of the results of Section [2]to provide upper and lower
bounds on the function 7" in (9), for some given values (n, M) € N? and a given distribution
Px € A(X™) for the random transformation in subject to (42). These bounds become
significantly relevant when the exact value of T'(n, M, Px) cannot be calculated with respect
to the random transformation in . In such a case, providing upper and lower bounds on
T(n, M, Px) helps in approximating its exact value subject to an error sufficiently small such
that the approximation is relevant.
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3.2.1 Normal Approximation

This section describes the normal approximation of the function 7" in . That is, the random
variable +(X;Y) is assumed to satisfy and follows a Gaussian distribution. That being said,
for all Px € A (X), let

H(Px) 2 Bpypy [ Y)] (53)
0(Px) = Epypy « [(L(X; Y) - M(PX))2}7 and (54)
E(Px) 2 Epyy i [[(XGY) = u(Px)[] (55)

be the first moment; the second central moment; and the third absolute central moment of the
random variables ¢(X1;Y1), ¢(X2;Y2) ... ¢«(X,;Y,). Using this notation consider the functions
D:N?2x A(X) — Ry and N : N2 x A(X) — R, such that for all (n, M) € N? and for all
Px e A (X),

n = Imax o (n — M an

D( aMaPX) <Ov (7M>PX) O'(Px)g\/’ﬁ) d (56)
—minl1am 3cé&(Px) 2ln (2)

N(n,M,Px) = (1, ( 7M7PX)+U(PX)%\/H+U(PX)% 2n77>’ (57)

where ¢ = 0.476 and

(58)

st P

no(Px)

Using this notation, the following theorem introduces a lower bound and an upper bound on T

in .

Theorem 4 Given a pair (n, M) € N2, for all input distributions Px € A\ (X™) subject to (51)),
the following holds with respect to the random transformation in subject to ,

D(n,M,Px) <T(n,M,Px) < N(n,M, Px), (59)
where the functions T, D and N are defined in , and , respectively.

Proof: The proof of Theorem M| is presented in [12]. Essentially, it consists in using
Theorem (1| for upper and lower bounding the terms Epy p,, {1{L(X;Y)<1n(%)}] in (49). The

upper bound on Ep, p,, [1{L(X;Y)>1n(%)}} in follows from Lemma 20 in [17]. |

In [12], the function «(n, M, Px) in is often referred to as the normal approximation of
T(n, M, Px), which is indeed a language abuse. In Section [2.1] a comment is given on the fact
that the lower and upper bounds, i.e., the functions D in and N in , are often too far
from the normal approximation « in .

3.2.2 Saddlepoint Approximation

This section describes an approximation of the function 7" in by using the saddlepoint
approximation of the CDF of the random variable +(X;Y"), as suggested in Section Given
a distribution Px € A (X)), the moment generating function of «(X;Y") is

@(PX79) éIEPXPYU( [eXp (9[’(X7Y))} ’ (60)
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with § € R. For all Px € A (X) and for all § € R, consider the following functions:

H(Px,0) 2 Epypy {L(X; Y):(X ;}fg)(X; LI 61)
V(Px,0) 2 Epypy (10X V)~ u( Py, "))QW (62)
and )

£(Py.0) 2 EPXPY.X[mx; Y)—u(Px.0)f W (63)

Using this notation, consider the functions 31 : N2> xR x A (X) — R4 and 3 : N2 xRx A (X) —
RJ’_:

ﬁl(naMaG»PX)

= ]l{@>0}—|—(—1)]l{9>0} exp(nln (¢(Px,0))—0ln <M2_ ) —‘r%@ZnV(Px, 9))@(\/ nV (Px, 9)|9|> and (64)
ﬁg(n, M, G,Px)

=1 n+ED)"o<exp(nln (p(Py,0)—(0+1)n ! —|—1(0+1)2nV(PX,0) QW nV (Px,0)6+1]).
2 2
(65)

Note that §; is the saddlepoint approximation of the CDF of the random variable «(X;Y) in
when X and Y follow the distribution Px Py |x. Note also that 3> is the saddlepoint
approximation of the complementary CDF of the random variable +(X;Y") in when X and
Y follow the distribution Px Py .

Consider also the following functions:

Gi(n, M,0,Px) = B1(n, M, 0, Px) — ‘m exp(nln (¢(Px,6)) — 6ln (M ; 1>> (66)

2c&(Px, 0 M-1
V(ija%expédn(wpx,e»(oﬂ)ln( 5 )) (67)

GQ(TL,M,&,PX) = 52(’”’7M707PX)7

G(n,M,0, Px) = max (0,G1(n, M,0, Px)) +

and

max (0, Ga(n, M, 0, Px)), (68)

. 4c&(Px, 0 ‘M —
S(n, M, 0, Px)= mln(l, Bn, M, 0, PX)+(V(P)§7(9;;3/2)\/E exp<nln (p(Px,0))—0ln ( 5 ))) (69)

The following theorem introduces new lower and upper bounds on 7T in (49).

Theorem 5 Given a pair (n, M) € N2, for all input distributions Px € /\ (X™) subject to (51)),
the following holds with respect to the random transformation in subject to ,

G(n,M,0,Px) <T(n,M,Px) < S(n,M,0, Px) (70)
where, 0 is the unique solution in t to
M-1
P t) = (), )

and the functions T, G and S are defined in , and , with ¢ = 0.476.
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Proof: The proof of Theorem [5]is povided in Appendix [F] In a nutshell, the proof consists
in using Theoremi

Erxry [Lixsm(iz )] in @. m
In the following, the function

for independently bounding the terms prleX []l{L(X;Y)gln(%)}} and

M-1
2

with 8; in and S in (63)), is referred to as the saddlepoint approzimation of the function T
in (49), which is indeed a language abuse.

B(n’ M’ 0’ PX):Bl(n7M’07PX)+ /82(n7M’07PX)’ (72)

3.2.3 Numerical Analysis

The normal approximation and the saddlepoint approximation of the DT bound as well as the
corresponding upper bounds and lower bounds presented in Section [3.2.1]and in Section [3.2.2| are
studied in the cases of the BSC, the AWGN channel and the SaS channel. The latter is defined
by the random transformation in subject to and for all (z,y) € X x Y:

Py x(y|lr) = Pz(y — x), (73)
where Py is a probability distribution satisfying for all ¢t € R,
Ep, [exp (it2)] = exp (~ |ot]"), (74)

with 4 = y/—1. The reals a € (0,2] and o € R, in are parameters of the SaS channel.

In the following figures, Figure |7|- Figure E[, the function T in , which is bounded by using
Theoremand Theorem is studied. On the first hand, its normal approximation « (n, onkt PX)
in is plotted in black diamonds, whereas the corresponding lower and upper bounds, i.e.,
D (n7 PR PX) in and N (n, ok PX) in , are respectively plotted in red circles and blue
squares. On the second hand, its saddlepoint approximation (n, nR g, PX) in , is plotted
in black stars whereas the corresponding upper and lower bounds, i.e., S (n,2"", 0, Px) in
and G (n,2"%,0, Px) in (68), are plotted in blue upward-pointing triangles and red downward-
pointing triangles respectively. These functions are plotted only when their values are positive.
The channel inputs are discrete X = {—1,1}, Px is the uniform distribution, and 6 is chosen to
be the unique solution in ¢ to the equality in .

Figure [7] concerns the case of a BSC with cross-over probability § = 0.11 and R = 0.32 bits
per channel use. The function T in can be calculated exactly and thus, it is plotted in
magenta asterisks. Therein, it can be observed that both the saddlepoint approximation § and
the function T overlap. These observations are in line with those reported in [14], in which
the saddlepoint approximations of the RCU bound and the MC bound are both shown to be
precise approximations. The new bounds provided in Theorem [5] show that the exact value of
T (n, M, Px) is between S (n, M, 0, Px) and G (n, M, 0, Px). Hence, approximating 7" in by
the function a (n, M, Px) in might lead to erroneous conclusions. Indeed, when n > 1000
for instance, our lower bound G (n, M, 6, Px) in becomes bigger than the approximation
a(n,M, Px) in and hence approximating T by « is too optimistic.

Figure [§ and Figure [J] concern the cases of a real-valued AWGN channel and a SaS channel,
respectively. Moreover, the signal to noise ratio (SNR) is SNR = 1 for both channels. The
information rate is R = 0.425 bits per channel use for the AWGN channel and R = 0.38 bits per
channel use for the SaS channel, with (a,0) = (1.4,0.6) . In both cases, the function 7" in (49)
can not be computed explicitly and hence does not appear in Figure [§land Figure[9] In addition,
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the lower bound D (n, M, Px) obtained from Theorem is non-positive in these cases, and thus,

does not appear on the figures.

Note that in Figure|7]- Figure E[, the upper bound N (n, M, Px) is several orders of magnitude
far away from the normal approximation « (n, M, Px ). From this perspective, a proper analysis

on the DT bound (Lemma[2) based on Theorem [ does not lead to relevant conclusions.
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Figure 7: Normal and saddlepoint approximations of the function T in as functions of the
blocklength n for the case of a BSC with cross-over probability 6 = 0.11 at information rate
R = 0.32 bits per channel use. The channel input distribution Px is chosen to be the uniform

distribution and 6 chosen to be the unique solution in ¢ to the equality in (7).
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1072 ¢
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||-O0=Upper bound (normal) N (n,2" %, Px)

- =&=Upper bound (saddlepoint) S(n,2"%, 6, Px)

| -s%=Saddlepoint approximation 3(n,2"%, 6, Px)

-|=0~Normal approximation a(n,2"%, Py)
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Figure 8: Normal and saddlepoint approximations of the function 7' in as functions of
the blocklength n for the case of a real-valued AWGN channel with discrete channel inputs,
X = {-1,1}, and SNR = 1 at information rate R = 0.425 bits per channel use. The channel
input distribution Py is chosen to be the uniform distribution and 6 chosen to be the unique
solution in ¢ to the equality in (7).
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Figure 9: Normal and saddlepoint approximations of the function T in as functions of the
blocklength n for a real-valued SaS channel with discrete channel inputs, X = {—1,1}, « = 1.4,
and ¢ = 0.6 at information rate R = 0.38 bits per channel use. The channel input distribution
Px is chosen to be the uniform distribution and 6 chosen to be the unique solution in ¢ to the
equality in (71)).

3.3 Meta Converse Bound

This section describes a lower bound on \*(n, M), for a fixed pair (n, M) € N2. Given two proba-
bility distributions Pxy € A (X" x V") and Qy € A (Y"), let the random variable I (X; Y |Qy)
satisfy

dPxy

[(X;Y|Qy) £1n (leXQY

(X, Y)) : (75)
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For all (n,M,y) € N?> x R and for all probability distributions Px € A (X™) and Qy € A (Y"),
let the function C': N? x A (X") x A (V") x R — R, be

1
C(n, M, Px,Qy,7) 2 Epypy x [L1z(x:v |0y )<in(n}] +7 GEPXQY [1{Z(X;YQy)>1n('y)}]_]\4>'(76)

Using this notation, the following lemma describes the MC bound.

Lemma 3 (MC Bound [10,[14]) Given a pair (n,M) € N2, the following holds for all Qy €
A(Y™), with respect to the random transformation in :

* > .
A (n,M)/Pxelgf(X”)glng(n M, Px,Qy,7), (77)

where, the function C is defined in .

Note that the output probability distribution @)y in Lemma [3| can be chosen among all pos-
sible probability distributions Qy € A (Y™) to maximize the right-hand side of , which
improves the bound. Note also that with some lost of optimality, the optimization domain can
be constrained to the set of probability distributions for which for all y € Y™,

= [T @rw), (78)

with Qy € A(Y). Hence, subject to (42)), for all x € X™, the random variable i(z; Y |Qy)
in can be written as the sum of the independent random variables, i.e.,

NIE

Hz; Y[Qy) = ) iz Vi Qy). (79)

#
Il
_

With some lost of generality, the focus is on a channel transformation of the form in @] for which
the following condition holds: The infimum in is achieved by a product distribution, i.e.,
Px is of the form in , when the probability distribution Qy satisfies . Note that this
condition is met by memoryless channels such as the BSC, the AWGN and SaS channels with
binary antipodal inputs, i.e. input alphabets are of the form X = {a,—a}, with a € R. This
follows from the fact that the random variable i(x; Y |Qy) is invariant of the choice of x € A™
when the probability distribution Qy satisfies and for all y € ),

Qv (y) = Py x(y| - a)2+ PY|X(Z/|Q).

Under these conditions, the random variable (X ;Y |Qy) in can be written as the sum of
i.i.d. random variables, i.e.,

(80)

(X;Y|Qy) =) i(Xe; YilQy). (81)
t=1

This observation motivates the application of the results of Section [2]to provide upper and lower
bounds on the function C in (76)), for some given values (n, M) € N? and given distributions
Px € A(X") and Qy € A (Y™). These bounds become significantly relevant when the exact
value of C'(n, M, Px,Qy,v) cannot be calculated with respect to the random transformation
in . In such a case, providing upper and lower bounds on C(n, M, Px,Qy,7) helps in
approximating its exact value subject to an error sufficiently small such that the approximation
is relevant.
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3.3.1 Normal Approximation

This section describes the normal approximation of the function C' in , that is to say, the
random variable I(X;Y|Qy) is assumed to satisfy and follows a Gaussian distribution.
That being said, for all (Px,Qy) € A (X) x A (), let

i(Px,Qy) £ Epycp, , [((X;Y[Qy)], (82)
5(Px,Qv) 2 Epycry | (10X YIQv) = i(Px, Qv))°], and (83)
E(Px, Qv) 2 Epypy, 10 YIQy) = i(Px, Qv)[7] (84)

be the first, the second central and the third absolute central moments, respectively, of the
random variables 7(X1;Y1|Qy), i(X2; Y2|Qy), . .. i(Xy; Y |Qy ). Using this notation consider the
functions D : N2 x A (X) x A(Y) x Ry — Ry and N : N2 x A (X) x A(Y) x Ry — Ry such
that for all (n, M,~) € N? x R and for all Px € A (X) and for all Qy € A (Y),

¢ &(Px,Qy) and
5(Px,Qy)2/n

D(TL,M,P)(,QY,’}/)maX(O,d(n,M,Px,QY,’Y) (85)

N(n,M, Px,Qy,v) = min (1,&(71’]\47 Py, Qy,7)+ 3c&(Px,Qy) 2In (2)

5(Px,Qy)2vn &(Px,Qy)? 2””) 0

where, ¢ = 0.476 and

M

& (n, M, P, Qy 1 7)20Q (”W x (;f]j)j QT;”) . (87)

Using this notation, the following theorem introduces a lower bound and an upper bound on C

in .

Theorem 6 Given a pair (n, M) € N2, for all input distributions Px € A (X™) subject to ,
for all output distributions Qy € A (Y™) subject to , and for all v > 0, the following holds
with respect to the random transformation in subject to ,

D(n7M7PX7QY7’Y) < C(n7M7PX7QY7’Y) < N(naMaPXvQY7fY)’ (88)
where the functions C, D and N are defined in , and , respectively.

Proof: The proof of Theorem |§| is partially presented in [10]. Essentially, it consists in

using Theorem [1| for upper and lower bounding the term Epy py , [Liz(x:v|0y)<in(y}] in (76);

and using Lemma 20 in [17] for upper bounding the term Ep, ¢, []l{;(X;Y‘QY)Mn(,Y)}] in .

|

The function &(n, M, Px,Qy,7) in is often referred to as the normal approzimation of

C(n, M, Px), which is indeed a language abuse. In Section a comment is given on the fact

that the lower and upper bounds on the normal approximation, i.e., the functions D in and
N in , are often too far from the normal approximation & in .

3.3.2 Saddlepoint Approximation

This section describes an approximation of the function C in by using the saddlepoint
approximation of the CDF of the random variable i(X;Y|Qy), as suggested in Section
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Given two distributions Px € A (X) and Qy € A (Y), let the random variable I(X;Y|Qy)
satisfy

. dPx Py x
XY A =2 (XY 89
xvien) 2 (SRR e ) (%)
where, Py |x is as in . The moment generating function of 7(X;Y|Qy) is
QZ(PXvQY’e) = EPXPY\X [exp (9 Z(X7Y|QY))] ) (90)

with @ € R. For all Px € A(X) and Qy € A (Y), and for all § € R, consider the following
functions:

U(X;Y|Qy)exp (01(X;Y]Qy))

P, Qv,0) £ Breryx { #(Px, Qy.0) ’ ] o1
. N . N xp (00(X;

V(P Q) & Br 70X ¥100) P @ )P S o
and .

- A ~ - xp (07(X;

f(anQY70) :EPXPyp([L(X;Y|QY)_M(PX7QY59)|3 € IZZ((PAE(),(Q);,CGQ)Y)) . (93)

Using this notation consider the functions 8; : N x RZ x A (X) x A (Y) = R, and S5 : N x R? x
A (X)) x A(Y) = Ry

B1(n,7,6, Px,Qy)

:]l{9>0}+(—1)ﬂ{6>0}exp611n @(Px,Qy,0)—6ln (7)+;92nV(PX,Qy,9))Q< nV(Px,Qy, e)ab (94)
and fBa(n, 7,0, Px, Qy)

=1 y+ED)" O exp (”111 (@(Px,Qy,0))—(@+1)n (7)+%(9+1)2“‘7(PX7 Qv, 9))

Q(\/nf/(PX, Qy, 0)9+1>. (95)

Note that 8; and B, are the saddlepoint approximation of the CDF and the complementary CDF
of the random variable 7(X; Y |Qy) in when (X, Y) follows the distribution Px Py x and
Px Qy respectively. Consider also the following functions:

G1(n,7,0, Px,Qy)

= Bl(n7’Y797PX7QY) - ‘~/2C§(PX7QY79)

(Px,Qy,0)32y/n

exp (nln (P(Px,Qy,0)) — 0ln (v) )7 (96)

G2(n,v,0, Px,Qy)

:~ ) ,G,P, -
B2(n, 7,0, Px,Qy) G

G(N,V,Q,PX,QY,M)
= max (O7é1(n77707PX7QY)> + 7 max <0762(n57797PX5QY)> -

2c£(PX7QY79)

(Px,Qy . 0)"/2/n exp (nln (¢(Px, Qy,0)) — (0 + 1)n(v)), (97)

Y

S(n,v,0,Px,Qy, M)
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=min |1, 3 (n,v,0, Px,Qy, M)+ N 4C£(PX7QY73€3
(V(PX,QYaa)) \/ﬁ

exp (nIn ((Px, Qy, ) —0In (7)) ,(99)

and

ﬂ(n37507PXaQYaM) = 51(”,%9,PX7QY) +’752(n77797PX7QY) - % (100)
The function 3(n,v,6, Px,Qy, M) in (100) is referred to as the saddlepoint approzimation of
the function C in , which is indeed a language abuse. The following theorem introduces a
new lower bound and a new upper bound on C.

Theorem 7 Given a pair (n, M) € N, for all input distributions Px € A (X™) subject to (51)),
for all output distributions Qy € A (V™) subject to such that for all x € X, Py|x—, is
absolutely continuous with respect to Qy, for all v > 0, the following holds with respect to the
random transformation in subject to ,

G(n,7,0, Px,Qy,M) < C(n,M, Px,Qy,v) < S(n,7,0, Px,Qy, M) (101)
where, 0 is the unique solution in t to
nu(Px.t) = In (7). (102)
and the functions C, G and S are defined in , and , with ¢ = 0.476.

Proof: The proof of Theorem [7]is povided in Appendix [G] [
Note that in (101]), the parameter v can be optimized as in .

3.3.3 Numerical Analysis

The normal approximation and the saddlepoint approximation of the MC bound as well as the
corresponding upper bounds and lower bounds presented in Section and in Section [3.3.2
are studied in the cases of the BSC, the AWGN channel and the SaS channel. In the following
figures, Figure - Figure the function C' in , which is bounded by using Theorem
and Theorem , is studied. On the first hand, its normal approximation & (n7 2"E Py, Qy,v
in is plotted in black diamonds, whereas the corresponding lower and upper bounds, i.e.,
D (n,2"%, Px,Qy,v) in (85) and N (n,2"%, Px,Qy,~) in (86), are respectively plotted in red
circles and blue squares. On the second hand, its saddlepoint approximation B (n, v,0, Px,Qy, 2”R)
in , is plotted in black stars whereas the corresponding upper and lower bounds, i.e.,
S (n,7,0, Px,Qy,2"%) in and G (n,7,0, Px,Qy,2"%) in ([9§), are plotted in blue upward-
pointing triangles and red downward-pointing triangles respectively. These functions are plotted
only when their values are positive. The channel inputs are discrete X = {—1,1}, Px is the
uniform distribution, Qy is equal to the distribution Py, i.e. the marginal of Px Py |x, v is
chosen to maximize the function C in , and 6 is chosen to be the unique solution in ¢ to the
equality in (102]).

Figure [10] concerns the case of a BSC with cross-over probability 6 = 0.11 and R = 0.42 bits
per channel use. The function C in (76]) can be calculated exactly and thus, it is plotted in
magenta asterisks. Therein, it can be observed that both the saddlepoint approximation B and
the function C overlap. These observations are in line with those reported in [14], in which the
saddlepoint approximations of the RCU bound and the MC bound are both shown to be precise
approximations.
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Figure [11] and Figure [I2] concern the cases of a real-valued AWGN channel and a SaS channel,
respectively. Moreover, the signal to noise ratio (SNR) is SNR = 1 for both channels. The
information rate is R = 0.425 bits per channel use for the AWGN channel and R = 0.38 bits
per channel use for the SaS channel, with (a,0) = (1.4,0.6) . In both cases, the function C' in
can not be computed explicitly and hence does not appear in Figure |11|and Figure In
addition, the lower bound D (n, M, Px, Qy,~) obtained from Theorem [6|is non-positive in these
cases, and thus, does not appear on the figures.

Note that in Figure |10|- Figure the upper bound N (n, B Py, Qy,’)/) is several orders of
magnitude far away from the normal approximation & (n, 2" Py, Qy, ’y). From this perspective,
a proper analysis on the MC bound (Lemma [3)) based on Theorem |§| does not lead to relevant
conclusions. These observations are in line with those reported in Figure [7]- Figure [9]
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| =B~ Upper bound (normal) N(n, 27 Py, Qy,7)

5 7-A-Upper bound (saddlepoint) S(n,'y,e, Px,Qy, 2" %)

107 —=#-Saddlepoint approximation 3(n, 7,8, Px, Qy,2" %)
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Figure 10: Normal and saddlepoint approximations to the function C' in as functions of
the blocklength n for the case of a BSC with cross-over probability § = 0.11 at information
rate R = 0.42 bits per channel use. The channel input distribution Px is chosen to be the
uniform distribution, the output distribution @}y chosen to be the channel output distribution
Py, v chosen to maximize C' in , and 6 chosen to be the unique solution in ¢ of the equality

in .
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10 - |=0~Upper bound (normal) N(n, 2" Py, Qy,7)

- =A=Upper bound (saddlepoint) S(n,~,8, Px, Qy,2"%)

| =A=Saddlepoint approximation ﬁ(n, 7,0, Px, Qy, 2" %)

| =)-Normal approximation &(n, 2"t Py Qy,7)

=/~Lower bound (saddlepoint) G(n,7,6, Px,Qy, 2" %)
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Figure 11: Normal and saddlepoint approximations to the function C' in as functions of
the blocklength n for the case of a real-valued AWGN channel with discrete channel inputs,
X = {-1,1}, and signal to noise ratio SNR = 1 at information rate R = 0.425 bits per channel
use. The channel input distribution Px is chosen to be the uniform distribution, the output
distribution @y chosen to be the channel output distribution Py, v chosen to maximize C
in , and @ chosen to be the unique solution in ¢ of the equality in .
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Figure 12: Normal and saddlepoint approximation to the function C in as functions of
the blocklength n for the case of a real-valued symmetric a-stable noise channel with discrete
channel inputs, X = {—1,1}, a shape parameter a = 1.4 and a dispersion parameter o = 0.6
at information rate R = 0.38 bits per channel use. The channel input distribution Px is chosen
to be the uniform distribution, the output distribution @)y chosen to be the channel output
distribution Py, v chosen to maximize C' in , and 6 chosen to be the unique solution in ¢ of
the equality in (102)).

4 Discussions and Further Work

One of the main results of this work is Theorem [3] which gives an upper bound on the error
induced by the saddlepoint approximation of the CDF of a sum of i.i.d. random variables.
This result paves the way to study channel coding problems at any finite blocklength and any
constraint on the DEP. In particular, Theorem [3] is used to bound the DT and MC bounds
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in point-to-point memoryless channels. This leads to tighter bounds than those obtained from
Berry-Esseen Theorem (Theorem, c.f., examples in Sectionand Section particularly
for the small values of the DEP.

The bound on the approximation error presented in Theorem [2| uses a triangle inequality in the
proof of Lemma [d] which is loose. This is essentially the reason why Theorem [2]is not reduced
to the Berry-Esseen Theorem when the parameter 6 is equal to zero. An interesting extension
of this work is to tighten the inequality in Lemma [ such that the Berry-Esseen Theorem can be
obtained as a special case of Theorem [2] i.e., when 6 = 0.
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Appendices

A Proof of Theorem [2

The proof of Theorem [2| relies on the notion of exponentially tilted distributions. Let ¢y be the

moment generating function of the distribution Py. Given 6 € Oy, let Yl(e), Y, 9), cen Y}Sg) be

random variables whose joint probability distribution, denoted by P ce)y.e) -0, satisfies for all
Oy Oy

(y17y27" 7yn) € Rn:

dPy@yo  yo exp (9 >t yj)

— L2 R (e, ) = - 103
dPyv,v,..v, (192 n) (v (0)) (103)

That is, the distribution Py.o)y.) .o is an exponentially tilted distribution with respect to
A Yo
Py,v,. v,. Using this notation, for all A C R and for all § € Oy,

Px, (A)=Ep,, [11x,ea] (104a)
=Epryvy. v [1{2?:1 YjeA}} (104b)
[ dPyy,.y, 0) +(0) 0
=E —— ety Oy v O, 104
PYl(e)YZ)(e)___YT(Le) dPyl(s)y;s),__yé") ( 1 412 y In ) {Z;Lzl Yj(e)e.A} ( C)
(AP, o) 00 o -1
— Yy Yy Yn (6) () 0)
—Epyl“’)yg(")...mﬁg) ( dPry, v, (Y77, 7, .Y, )) 1{2?:1 Y7(9>€A} 104d)

exp (9 2?21 Yj(t‘?))

:Epyl(e)yg(e)...Yy(Le) (‘PY (9))71 ]1{2?:1 Yj(g)EA} (1048)

- )

n
:((pY(a)) EPY1<9>Y2<9)...YT(LG> exp _GZY} 1{2?:1 Y,J-(Q)EA} (104f)
j=1

For the ease of the notation, consider the random variable

Snﬁ = Z Y;'(e)a (105)
j=1

whose probability distribution is denoted by Ps, ,. Hence, plugging (105) in (104f) yields,

Py, (A)=(ov ()" En,_, [exp (~0S,0)1(s, ,cay] (106)
The proof continues by upper bounding the following absolute difference

Py, (A) = (py (O)" Ep, , [ex0 (~0Z00)1(z, 4ea)] | (107)

where Z,, ¢ is a Gaussian random variable with the same mean and variance as S, 9, and prob-
ability distribution denoted by Pz, ,. The relevance of the absolute difference in is that
it is equal to the error of calculating Px, (A) under the assumption that the resulting random
variable S,, follows a Gaussian distribution. The following lemma provides an upper bound
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on the absolute difference in (107)) in terms of the Kolmogorov-Smirnov distance between the

distributions Pg, , and Pz, ,, denoted by
A (PSn,wPZn.e) 2 sup ‘PI‘ [Snﬂ < x] —Pr [ng < x” . (108)
' z€R

Lemma 4 Given 6 € Oy and a € R consider the following conditions:

(1) 0 <0 and A= (—o0,al, and

(1) 0 >0 and A = (a,00).

If at least one of the above conditions is satisfied, then the absolute difference in satisfies,

Px, (A) = (¢v(0))"Ep, |, [exp (—QZn,e)]l{znyeeA}]‘ < (ev(9) min (1,2A(Ps, ,, Pz, ,)) -
m exp(fa)
Proof: The proof of Lemma [ is presented in Appendix [ |
The proof continues by providing an upper bound on A (PS”,wPZn,e) in leveraging the
observation that S, ¢ is the sum of n independent and identically distributed random variables.
This follows immediately from the assumptions of Theorem [2] nonetheless, for the sake of com-
pleteness, the following lemma provides a proof of this statement.

Lemma 5 For all § € Oy, Yl(e), Yz(g), cen Y,ﬁ“’) are mutually independent and identically dis-
tributed random variables with probability distribution Py ). Moreover, Py ) is an exponential
tilted distribution with respect to Py. That is, Py satisfies for all y € R,

dPy o) exp (0y)
= . 109
dPy @) ey (0) (169)
Proof: The proof of Lemma [5] is presented in Appendix [E] [ |

Lemmapaves the way for obtaining an upper bound on A (Ps,, ,, Pz, ,) in via the Berry-
Essen Theorem (Theorem . Let pg, Vy and & be the mean, the variance and the third absolute
central moment of the random variable Y(?) whose probability distribution is Py oy in (109).
More specifically:

N9:EPY(9) [Y(e)]

[Y exp (GY)]
—Ep, | PV 110
o (0) (110)
Vo=, [ o)
[(Y — pg)? exp (9Y)}
) 7 111
Py (PY(G) ( )
&o :EPY(S) HY(O) - /’69|3]
I =P exp (o0
=E 112
A -
From Theorem [1] it follows that A (Ps, ,, Pz, ,) in ([109) satisfies:
A(Ps. ,, Py, )<min (1, —<20_ (113)
’ ’ n(Vp)?
< c% (114)

n(Ve)*
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where ¢ = 0.476. Plugging (114) in (109) yields,

}PX"(A)_%EPZW lexp (8 (b— Zp0))1{Zs0 € A}]‘é%min(l, 2;52)3) , (115)

under the assumption that at least one of the conditions of Lemma [ is met.
The proof ends by obtaining a closed-form expression of the term Ep, e[ exp (0(b— Zn))

Lz, ,eqy ] in (115 under the assumption that at least one of the conditions of Lemmais met.
First, assuming that condition (7) in Lemma {4] holds, it follows that:

]EPZn,e [eXp (—QZR,Q) ]]‘{Zn,ee.A}]

g 1 (- nw)
= —0 — ———]d 116
/_ _ exp (—0z) e exp ( Vs z (116a)
@ 1 2% —2z2npp +n*pd +2n0Vy 2
_ N d 116b
]C“>VQFRVEQXP( 2nVy ? (116b)
¢ 1 - OVy)? — n202VE + 2 0
:/ ———exp _ (2= nito + mbVo)” = 767V + 2npto nOVs dz (116c)
—oo V21V 2nVy
B 1 5 @ 1 (2 — nug +nbVy)?
=e —Onpug + an 62 “*"“it:e"f’ ! e r dt (116e)
= exp Ho 5"Ve . o Xp 5
1 a—npg +nbVy
= —0 —nVy6? ——2 7). 116f
eXp< i + 5nVo )Q( v ) (116f)
Second, assuming that condition (i7) in Lemma holds, it follows that:
Ep,, , [exp(=02n0) 1z, yeay]
/Ooe (—02) —— o < (2= ne)” "“")2) d (117a)
= xp (—0z) ———=exp | — z
. P N7 mVp
1 22—2znu9+n2u3+2n9V92)
= — - d 117b
/1 V2mnVy P < 2nVy z ( )
< 1 — 2 _ 202172 4 9
:/ e (2 = npe +nbVy)* — n20°Vi + 2npug nbVp & (117¢)
o V2mnVy 2nVy
1 < 1 (2 — nug +nbVy)?
= -0 —nVy6? e - d 117d
eXp( nho e )/ m“p< 207 = (g

1 0 1 2
= exp (Qn,ug + nV992) /_ ——=exp (> dt (117e)
2 1971"‘*'/99‘/9 2T 2

B 1 9 a—npg +nlVy
exp( Hn,ug+2nV30)Q( Ve >,

where @ in (116f) and (117f) is the complementary cumulative distribution function of the
standard Gaussian distribution defined in .

The expressions in ((116f) and (117f) can be jointly written as follows:

(117f)

1 a— npy + nlV;
EPZM [exp (—0Z,0) ]l{Zn,eeA}] = exp (—Gnug + 2nV992> Q <(—1)]1{9<°> \/;;790) ,(118)
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under the assumption that at least one of the conditions () or (i7) in Lemma {4| holds.
Finally, under the same assumption, plugging (118]) in (115) yields

Px, (A) —exp (nln (oy(0)) — nbug + ;n92%> Q ((—1)1{9<0}(HM/9W)) ‘

TLV9

< exp (nln (¢y (0)) — 6a) min (1, Vi;fj}) . (119)
PRV

Under condition (¢) in Lemma[d] the inequality in (T19) can be written as follows:

a+nlVy — TL/A@)
vV ’I’LVQ

. 2cé
< exp (nln (¢y (0)) — 6a) min (1, V;’/Q\jﬁ) . (120)

Alternatively, under condition (i) in Lemma[d] it follows from (I19) that

Fx, (a) —exp (nln (py(0)) — nBue + ;m?ng) -Q ((—1)1(0@}

a+nhVy — nu(;)
VnVy

< exp (nln (py (0)) — 0a) min (1, 1/23/62?}> , (121)
' S/n

Then, jointly writing (120 and (121)), it follows that for all a € R and for all § € Oy,
a+nlVy — nm))

1 P (o) = exp (nln (o (9) ~ i + 300°%5 ) - (-1t

}Fxn(a)—]l{bo} —(- 1)1{9>0}exp (nln (gpy(&))—ne,ug—i—;nHQVb) Q((—l)ﬂw@}

VnVa
. 2 C 59
< exp (nln (¢y (0)) — fa) min | 1, ‘/_3/72\/5 , (122)
0
which can also be written as
2
|Fx, (a) —ny (0,a,n)] < exp (nKy(0) —fa)min | 1, _ 2e&0) . (123)
" (K32 (0))%/2/n

This completes the proof.

B Proof of Lemma [I]
Let g : R? x N — R be for all (6,a,n) € R? x N,
g9(0,a,n) = nKy (0) — 0a = nln (py (0)) — O a. (124)

First, note that for all § € Oy and for all n € N, the function g is a concave function of a. Hence,
from the definition of the function h in , h is concave.

Second, note that 0 € Oy given that ¢y (0) = 1 < co. Hence, from (3I)), it holds that for all
a €R,

h(a)<nKy (0) = nln (¢y (0)) (125a)
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=nln (1) (125b)
=0. (125c¢)
This shows that the function A in is not positive.

Third, the next step of the proof consists of proving the equality in (33). For doing so, Let
0* : R x N — R be for all (a,n) € R x N,

0*(a,n) = arginf g(6, a,n). (126)
0€0y

Note that the function g is a convex in 6. This follows by verifying that its second derivative
with respect to 6 is positive. That is,

%g(@,mn) :@YL@%W(Q ~ a, and (127a)
ot <<py(9);(92290y(9) - (;wy(@))?) (127)
- (@Yl(e)j;me) - (@;@fgww)f) , (1270)
—n (@Ylw) ;—;Epy [exp(6Y)] — (Wl(w %EPY [exp(HY)])2> . (127d)
- (- (el )

n (K<Yl><e))2> (127g)

2
(Y - KS)(G)) exp(0Y)
]EPY [exp(eY)]

:n]EpY (127h)

>0. (1271)

Hence, if the first derivative of g with respect to 6 (see (127a)) admits a zero in Oy, then 6*(a,n)
is the unique solution in 0 to the following equality:

d n d
—g(0 =———py(#) —a=0. 12
Equation ([128) in 6 can be rewritten as follows,
a 1 d
. — 0 12
G0 (1200)
1 d
Ep, [exp(0Y))] (129b)

:EPY [exp(0Y)] dO
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1
ZWEPY [Y exp(6Y))] (129c¢)
B Y exp(0Y)
“En | o7 1250
=Kk (0). (129e)

From , it follows that  is the mean of a random variable that follows an exponentially
tilted distribution with respect to Py. Thus, there exists a solution in 6 for if and only if
¢ ¢ intCy. Hence, the equality in ([33).

Finally, from (129d), @ = nEp, [Y] implies that §*(a,n) = 0. Hence, h(nEp, [Y]) = 0 from (33).
This completes the proof for h(nEp, [Y]) = 0.

C Proof of Theorem [3
From Lemma (1} it holds that given (a,n) € R x N such that £ € intCy,

nKP(6%) = a. (130)

Then, plugging (130) in the expression of 7y (6*,a,n), with function 7y defined in (26), the
following holds

ny (0%, a,n)
a+n9*K(2) (9*) a

\/ nKy 2)

=11{9*>0}+(—1)1{9*>°}exp(;n(9*)2K§2)(9)+nKy( *)—0*> ( 1) <o g%y /nk P(6%) ) (131b)
-y () e {Gl67 2 0) iy 0°) -0 )@ ) (131¢)
= Fx (a). (131d)

where (131d)) follows . Finally, plugging (131d) in yields

=11{9*>0}+<—1>1w*>o>exp(;n<e*>2f<$’<e>+nKy< *)—9*a)c2 (~1)tor<o (131a)

’Fxn(a) — Fy, (a)‘ < exp (nKy (0*) — 0*a) min | 1, (132)

This completes the proof by observing that € intCy is equivalent to a € intCx,, .
D Proof of Lemma [

The left-hand side of (109)) satisfies

[P, (A) = (v (O)" Er,, , [exp (~0Z00)L (7, e |

=(pv(9))" ‘]EPSW [exp (—0S,.0)1(s, seny] —Eps, [exp(—0Z00)1(z, ,en1] ‘ (133)
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The focus is on obtaining explicit expressions for the terms Epg  [exp (—=0S,0)1ys, ,ea;] and

Ep, , [exp(—=0Zn6)1(z, ,ea3] in (I33). First, consider the case in which the random vari-
able ’Sn,g is absolutely continuous and denote its probability density function by fs, , and its
cumulative distribution function by Fs, ,. Then,

Er, , [exp(~0S00) 1is,,c0)] = /A exp (—02) fs, , ()de. (134)

Using integration by parts in (134)), it holds that under the assumption (¢) or (i7) in Lemma [4]
the following holds:

Epg g[exp (—0S.,.9) ]1{57%864}] =(—=1)'e>0r exp (—0a) Fs, ,(a) —/9 exp (—0x) Fs, ,(x)dz.(135)
' A

Second, consider the case in which the random variable S, ¢ is discrete and denote its probability
mass function by ps, , and its cuamulative distribution function by Fg, ,. Let the support of S, o
be {sg, s1, ..., s¢} C R, with £ € N. Assume that condition (i) in Lemma is satisfied. Then,

AN{so, 81,81} ={s0,51,---,8u}, (136)

with v < /4, and

Epsn,e [eXp (_05’”79) ]I{Sn,ee.A}}

= Zexp(fﬂsk)pgw(sk) (137a)
k=0
= Fs, ,(s0) exp (—0s0) + > _ (Fs, ,(sk) — Fs, ,(sk-1)) exp (—0s) (137b)
k=1
= Fs, ,(s)exp(—0sk) — > Fs, ,(sk-1)exp (—0sk) (137¢)
k=0 k=1
u u—1
=Y Fs,,(sk)exp (=Osk) — Y Fs, ,(sk) exp (—Osp41) (137d)
k=0 k=0
u—1
= Fs, ,(5u) exp (—0sy) — Z Fs, ,(sx) (exp (—0spy1) — exp (—0Osi)) (137e)
k=0
u—1 Skt1
= Fs, ,(su) exp (—0su) — ) / 0 exp (—0t) Fs, ,(si)dt (137f)
k=0 k
= Fy, ,(su)exp(—0s.) — | Oexp(—6t) Fs, ,(t)dt (137g)

S0
Su,

= Fs, ,(a)exp (—0a)—Fs, ,(a) exp (—0a)+Fs, ,(54)exp (—98u>—/ Fs, ,(t)0 exp (—0t) dt(137h)

S0
Su,

=Fs, ,(a)exp (—0a)—Fs, ,(s4) exp (—0a)+Fs, ,(s4)exp (—0s,)— [ Oexp (=0t) Fs, ,(t)dt(137i)

S0

= Fs, ,(a)exp (—0a) — Fs, ,(su) (exp (—0a) — exp (—0s,)) — /Su O exp (—0t) Fs, ,(t)dt (137j)

= Fs, ,(a) exp (—0a) — /a Oexp (—0t) Fs, ,(s,)dt — /Su O exp (—0t) Fs, ,(t)dt (137k)

u S0
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= exp (—fa) Fs,, ,( / O exp (—0t) Fs, ,(t)dt (1371)
= exp (—ba) Fs,, ,( /  exp (—0t) Fs, ,(t)dt, (137m)

which is an expression of the same form as the one in (135). Alternatively, assume that condi-
tion (ii) in Lemma [4 holds. Then,

AN {s0,81,.--y81F = {Su, Sutts---, S}, (138)

with v < /4, and

EPSW)Q [exp (_QSTL!H) ﬂ{sn,GEA}]

l
= Z exp (—0sk) ps,, ,(Sk) (139a)
k=u
l
= (Fs, ,(su) = Fs, ,(a)) exp (=0su) + > (Fs, ,(sc) — Fs, ,(sk-1)) exp (—Osx)  (139b)
k=u+1
l l

—Fs, ,(a )exp(—@su)+ZF5n,9(sk)eXp( Osy) — Z Fs, ,(sx—1)exp (—0sg) (139c¢)

k=u k=u+1
l -1
= —Fs, ,(a)exp (—0su) + > Fs, ,(sk) exp (—Osx) — Y Fs, , (i) exp (—s41) (139d)
k=u k=u

-1

= Fs, ,(s1) exp (—0s;)—Fs, ,(a)exp (*esu)*Zan,e (sk) (exp (—Osp11) — exp (—0sk)) (139e)
k=u

Sk+1

—Fs, ,(a)exp (—0sy) / O exp (—0s¢) Fs, ,(s1) dt—Z/ O exp (—0t) Fs, ,(sk)dt (139f)

—Fs, ,(a)exp (- Hsu)—/ O exp (—0t) Fs, ,(t)dt (139g)

Su
e’}

= Fs, ,(a)exp (—0a)—Fs, ,(a)exp (—0a)—Fs, ,(a)exp (—0s,)— [ Oexp (—=0t) Fs, ,(t)dt(139h)

Su

= —Fs, ,(a)exp(—0a)—Fs, ,(a) (exp (—0s,) — exp (—0a)) —/ O exp (—0t) Fs, ,(t)dt (139i)
Su oo o
= —Fs, ,(a)exp(—ba) — / O exp (—0t) Fs, ,(a)dt — / 0 exp (—0t) Fs, ,(t)dt (139j)
= —Fg, ,(a)exp (—fa) — / Oexp (—0t) Fg, ,(t)dt, (139k)
which is an expression of the same form as those in (135) and (137m).
Note that under the assumption that at least one of the conditions in Lemma [ holds, the
expressions in (135)), (137m]), and (139k) can be jointly written as follows:
e, ,[exp (~0500) L(s, sea)] = (=110 exp (~60a) F, ,(a)~ [ 6 exp (-02) F, , (2)do 140

A

The expression in ((140)) does not involve particular assumptions on the random variable S;, ¢ other
than being discrete or absolutely continuous. Hence, the same expression holds with respect to
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the random variable Z,, ¢ in (133). More specifically,

Ep,, ,[exp(=02,0) 11z, jeay] = (=1)10> exp (~ba) an,g(a)—/G exp (—0z) Fz, ,(z)dz(141)
’ A

where, Fz, , is the cumulative distribution function of the random variable Z,, 4.

The proof ends by plugging(140) and (141) in the right-hand side of (133]). This yields,

|Px,(4) = (ov (O)" Er,,, [exp (~0Z00)1 (7, e |

= (v (0))" [(=1)tee=or eXp(—ea)an,e(a)—/A96Xp(—9$) Fs, ,(z)dz
—(=1)"e>% exp (—0a) Fz, ,(a) —|—/ O exp (—0x) anve(x)dx‘ (142a)
A

=(ev (0)" (1425)

(—=1)te=r exp (=a) (Fs,, (a)—an,e(a))—/A@ exp (—0z) (Fs, ,(¥)-Fz, , (7)) dz

< (py(0)" |exp (—0a) (anye(a)—Fzme(a)) |—|— 0 exp (—6x) (FS",Q (z) — FZS(I)) dz|)(142c)
A

< (py(0)" (exp (—0a) A (PS7L,97PZH,6) + /A |0 exp (—0x)| A (PSn,evPZn,e) dx) (142d)
= (py(0))" <exp (—0a) A (PSn,mPZn,s) +A (PSn,w Pznvg) /A 0 exp (—0x)dx ) (142e)
= (py(0))" (exp (—6a) A (Psn,e, PZM) + A (PSn,mPZn,s) exp (—Ga)) (142f)
= %A (PSn,97PZn,9) . (142g)

Finally, under the assumption that at least one of the conditions in Lemma [ holds. Then,

|Px,(A) = (ov (O)" Er,,, [exp (~0Z00)1 (7, e |

<(y(6))" max (EPSM [exp (~0S,,.0)1 {Su € A}] . Ep, , lexp(~0Zu0)1{Z0no € A}]) (143a)

(v (6))" exp (~0a) = (“’;;((‘;”) (143D)

Under the same assumption, the expressions in (142g)), and (143b) can be jointly written as

follows:

Px,(A)—(¢y(0)"Ep, , [exp(—9Zn,a)]l{zn,geA}]’ < (::;)((Z)a))n min (2A (Ps, ,, Pz, ,) 1) (144)

This concludes the proof of the Lemma [4]

E Proof of Lemma [5l

In the case in which Y is discrete (py, py ), Py (0)y.(0) 3 (0) denote probability mass functions)
Oy Oy
or absolutely continuous random variables (py, py®), Py 0y .0 denote probability density
1 2 cotn
functions), the following holds for all (y1,y2,...,yn) € R",

dPyory®  yo ( ) Py @y y@ (Y192, Yn)
.. WYL Y2, Yn)= )
dPyiv,...v, ! IT—i pv(y))

(145)
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and for all y € R,

dPyw) . Py (y)

= . 146
apy T () (140)
Equating the right-hand side of both (103) and (145), it yields for all (y1,y2,...,yn) € R"
©exp (By;)
P (0)-(0) @ WY1,Y2,...,Yn )= — Py Y;)- 147
YUY, Yy ( 1,92 ) ]1;[1 (PY(G) ( ]) ( )
Hence, Yl(o), Y2(0)7 . Yn(e) are mutually independent and identically distributed. Moreover, for
all y € R,
exp (By)
= . 148
pyio ()= Wy 1) (149)
Finally, plugging (148) in (146]) yields for all y € R,
d Py (o exp (0y)
- : 149
dPy ) oy (0) (149)

which completes the proof.

F Proof of Theorem [5

Note that from a given distribution Px subject (51) and for a random transformation in
subject to , the upper bound T'(n, M, Px) in is a weighted sum of CDF and comple-
mentary CDF of random variables variables W,, and V,, which are sums of i.i.d random variables,
respectively. That is

Wo=>_ uX;Y}), (150)
t=1
n
t=1

where, (X;,Y;) ~ PxPy|x and (X;,Y;) ~ PPy with Py = Pg. More specifically, can be
rewritten as

T(n, M, Px)=Fy, (m (M2 1)> + M;I (1 — Fy, <ln <M2 1))) (152)

where Fy, and Fy, are CDF of W,, and V,, respectively.
The next step consists of deriving the upper and lower bounds on Fy, (In(2451)) and 1 —
Fy, (ln (%)) by relying on Theorem

M—-1
(v (%5))
—1

gCL(X;Y)@,IH (\/2

),n>+exp<nln(<pb(x;y)(9))0111 <M2 1)>min<1, (VQCSL((XG;;)/;/(S)\f> , (153)
(XY n,
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- 1)7n>—exp <nln( (s (6) —fln (M - 1)) min(y (V?;i(;;g’f)\/ﬁ> . (154)
e (5)

- Mﬁ . 2C£L X; e
glg(x;y)(&ln (’\/21>,n)+exp<nln( S(X5Y) ©) 9111( 5 1>>m1n(1, (‘C(le)(();’;)/;/(z )\/ﬁ>,(155)

and 1 — Fy, <1n (M2 1>>
b2

>1CL(X;Y)(0,IH (MQ 1>,n)exp<nln( (%) (0) —0In (M —

(157)
where 6 and T satisfies
M—-1
e @)= (25 ) = s (), (158)
with for all t € R
Puxiv) (1) =Epx py x [exp(tu(X;Y))], (159)
@, x.v) () =Epg py [exp (t0(X;Y))], (160)
exp(t L(X;Y)):|
ey () =Epypy  [1(X; V)82 ) 161
) () =By {( ) ux;y)(t) (161
_ exp (tu(X;Y))
g (O=Epep, [o(X;y) 2 162
K (X,Y)( ) Px P, I ( @L(X;Y)(t) ( )
2 exp(tu(X;Y
VL(X;Y) (t) :EPXPY\X |:(L(X; Y) — Hu(X;Y) (t)) (()):| (163)
@L(X;Y)(t)
- 2 exp (tu(X;Y)
VixryO)=Epgp, [(1(X;Y) = by x.v) (1)) Q ; (164)
L QDL(X;Y)(t)
3 exp(tu(X;Y
€0 =Erry U3V = g (0 SR (165)
Pu(X;Y) (t)
_ 3 exp (tu(X;Y)
Exvy () =Epgepy [|UXGY) = (v (1) ¥ ) (166)
@L(X;Y)(t)

and for all (¢,a,n) € R? x N
Cxsvy (t a,m)
21 (11020 exp (G Vicen () + 1l (g () = 0) @ (1] 1 Vi (1) (167
C(xiv)(ta,m)

1
2101 +(—1) >0 exp <2nt2VL(X;Y>(t) + nln (QOL(X;Y) (t) — ta) Q (\t| nVL(X;Y)(t)) .(168)
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The next step consists of simplifying the expressions in the right hand-side of (153) and (155)
by studying the relation between ¢, x .y and PURY)> ¢ and 7, V,(x,y) and VL(X;Y), &u(x;y) and

fb(X;Y)'
First, from (159), using the change of measure from Py Py|x to PgPy because Px Py |x is
absolutely continuous with respect to Pg Py, it holds

dPxPy|x , - -
oux;y)(t)=Epg py W (X§ Y) exp(tu(X;Y)) (169)
=Ep,p, [exp ((t+1)u(X; Y))] . (170)
Then, from (159) and (160}, it holds
Pu(X;Y) (t):(pL(X;Y) (t + 1) (171)

This concludes the relation between ¢, (x.y) and ¢,(x,y)-
Second, from (161)), using the change of measure from Px Py x to Px Py, it holds

_ o exp(t ((X;Y)) dPx Py |x .

Hu(X;Y) (t)_]EPX Py |:[’(X7 Y) PV (t) dPXPY (Xa Y):| (172)
o e Di(EY)
=Epery |(X3Y) S (173)

Then, from (171)) and (173)), it holds

From and , it holds
to(xvy ()=t x,v) (E + 1). (175)
This concludes the relation between p,(x.y) and p,(5,y)-
Third, from and (L75)), it holds
T=0+1. (176)

This concludes the relation between 7 and 6.
Fourth, from (163), using the change of measure from Px Py x to Px Py, it holds

_ 2 exp(t1(X;Y)) dPx Py |x
L(X,Y)< ) Px Py [(L( ;Y) ML(X’Y)( )) @L(X;Y)(t) dPg Py

(X;Y)} a77)

=Ep;p, l(L(X; Y) - M(X;Y)(t))2 exp (¢4 1) UX;Y)) (178)
Yux;y)(t)
From (171)), and (178), it holds
Vixy) (O)=Epgpy [(L(X; Y) = pxov) (E+ 1))” expsp(L((tXJ;z;(j({)Y)) (179)
From and , it holds
Vixyy(O)=V, xv(t+1). (180)
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This concludes the relation between V,(x.y) and V, x,y.
Fifth, from (165), using the change of measure from Px Py |x to Pg Py, it holds

3 exp(ti(X;Y)) dPx Py |x
Puxiy)(t)  dPxPy

6o (O=Erery {[10X:Y) = e 0] )] sy

=Ep, py [MX; Y) - M(X;Y)(t)|3 b ((t 1) uX; Y)) (182)
ux;y)(t)
From (171)), and (182), it holds
&ux;y) (0)=Epg py [MX; Y) — pty oy (t+ 1) exp@(f;;tz:(fl;)}/))] (183)
From and (183), it holds
Euxsy (D)=, xv) (E+ 1), (184)

This concludes the relation between §,(x,v) and &,y
Seventh, plugging (171), (175), and (180) into (167), for all ¢ € R, it holds

CL(X;Y) (ta a, ﬂ)

1
é]1{t>o}‘*‘(—1)ﬂ“>°}exp(27”0152‘/2()(;3/)( — D+nlnfp,(xv) (t— 1)) —ta)QQﬂ nV,(x;y)(t—1)).(185)
Then, from (65) and (185]), it holds
M-1
CL(X;Y) <t’1n <2> ,TL> :1762(R,M,t71,Px). (186)

Then, plugging (L71), (175), (176), (180), , and (186) into the right hand-side of (155)), it
holds

e (0(%5)

<PBa2(n, M, 0, Px)+exp (nln (@L(X;y)(e))*(G +1)In <M

-1 . 2C€L(X§Y)(0) )
min |1, 5 (187)

>> < (Vi (0) 2 v
2C£L(X;Y)(9)

(VL(X;Y)(9))3/2 NG

Alternatively, plugging (171)), (175), (176), (180), (184), and (186]) into the right hand-side of
(1156)), it holds

e (0(%57)

2/82 (n7 M7 07 PX)_eXp <7lhl (()OL(X;Y) ('9)) _(0 + 1) In <M

< Ba(n, M, 0, Px) + exp (nln (Pux)(0)) = (0 +1) In (M2 1) ) (188)

—1 . 2 Cgb(X;Y) (0) >
min| 1, 5 (189)
>> < (Vi (0) 2 v

2c gb(X;Y) (9)
(Vaxan @)™ v

> Ba(n, M, 6, Px) — exp <nln (axan (@) = 0+ ) () ) (190)
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= Gy(n, M, 0, Px), (191)

where, (191)) follows from (67). Observing that 1 — Fy, is a positive function, then from (190),

it holds
1_FV,L (hl (M _
Ninth, from and (167), it holds
M-—1
CL(X;Y) <t,ln ( 9 ) ,’I’L) :ﬂl(’n,M,t,Px). (193)

Then, plugging (171)), (175), (176), (180), (184), and (193) into the right hand-side of (153), it
holds

e (5)
M—1 , 2¢&,x;v)(0)
< B1(n, M, 0, Px) + exp (nln (ch : (0)) —fln < ) ) min <1, )(194)
1 X (X3Y) 9 (VL(X;Y) (9))3/2 N
2 C§L(X;Y) (9) .
Vi (0)* v

Alternatively, plugging (171)), (175), (176), (180), (184), and (186)) into the right hand-side of
(154)), it holds

M—-1
(25
> B1(n, M, 0, Px) — exp <nln (@L(X;y)(Q)) —f0ln <M2 1) ) min <1, (V2C§L(:Z;)3(/02)f>(196)
(X;Y) n

M—-1 2C§L(X;Y)(9)
> B1(n, M, 0, Px) — exp (nln(ch : (0))—91n< >>
1 ) e 2 ) ) (Ve @) v

=Gy(n, M, 0, Px), (198)

1)) >max (0,Ga2(n, M, 0, Px)). (192)

< Bi(n, M, 0, Px) + exp (nln (puxiv)(0)) —O1n (M; 1) ) ( (195)

(197)

where, (198) follows from (66)). Observing that Fy, is a positive function, then from (197), it
holds

Fw, (m (M; 1)) > max (0, G1(n, M, 0, Px)) gzz;

Finally, plugging (188) and (195)) in (152)), it holds

T(n,M, Px)
M-1

gﬂl(nanaaPX)+ D)

M —1 4C€L(X;Y) (9)
n, M, 0, Px)+exp|nln (o, x.yH(0 9111( ) (201
- wte p( rxon(®) 2 >(VL(X;Y)(9))3/2\/H\ )

4C§L(X;Y) (0) (202)

3/2 ’
‘/;(X,Y)(0>) / \/ﬁ

= B(n, M, 0, Px)+exp<nln (uxiw)(9) ~0n (M2_ 1)) (
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where, (202) follows from (72). Observing that T'(n, M, Px) < 1, from (202), it holds

T(n, M,Px)émin<l, B(n,M,0, Px)+exp (nln (@L(X;y) (9)) —f1n (M2 1)) (V4C£L(E;;;)3(/Hz)f>(203)
(XY n
=S(n,M,0, Px), (204)

where, (198) follows from (69).
Alternatlvely,pluggmg (1191) and ( in , it holds

T(n, M, Px)>max (0,G1(n, M, 0, Px)) + (0,Ga(n, M, 0, Px)) (205)
=G(n, M, 0, Px), (206)

where, (198) follows from (69). Combining (204) and (206)) concludes the proof.

G Proof of Theorem [Tl

Note that from given distributions Px subject (51), Qy subject to (81)), and for a random
transformation in (41)) subject to (42)), the lower bound C(n,M,Px,Qvy ,y) in is a weighted
sum of CDF and complementary CDF of random variables variables W,, and V,, which are sums
of i.i.d random variables, respectively. That is

W,=> _i(X1;Yi|Qy), (207)
t=1
Vo =Y (X3 Y|Qy), (208)

=1
where, (X;,Y;) ~ PxPy|x and (X;,Y;) ~ PxQy with Px = Px. More specifically, can be
rewritten as

C(n. M, Px,Qy ,)=Fiw, (In(3)) +7 (1 = Fy, (in () - 7. (209)

where, Fyy, and Fy,, are the CDFs of the random variables W,, and V,,, respectively.

The next step consists of deriving the upper and lower bounds on Fyy, (In (v)) and 1—Fy,, (In (7))
by relying on Theorem [3] That is

Fy, (In(7))
<CZ(X;Y\QY)(97 In () m)—i—exp(nln ( z(x;Y\Qy)(Q)) —0ln (7))min<17
Fy, (In (7))

: 2¢8x;viQy) (0) )
2 Cix:v|Qy) (0, In(7) ,n)—expIn (07 x.v|Qy)(#)) —0In (7)) min|1, =73 ,(211)
(X;YIQy) gl plIn (0r(x;v10y) (0) ) ( Vo ion@)" 7
1= Fy, (In(v))

2c&i(x;viQy)(0) ) 210
(Vixorian @)™ v o

2¢&xviQv)(0)
B} o2 |
Vixvion (@)™ Vny

<1=Cyx.v(0y) (0,10 (7) ,n)+exp@ln (o7 5.y |0y ) (0) —0In (7))min | 1, 212)

and 1 — Fy, (In(v))
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2c&xvi0v)(0) (

21-C(x,vi0y)(0,In (7) ,n)—expfnin (r(x.viQy) () —fIn (7))min (1, 375 ,(213)
' ’ Vizvioy) (9) NG
where 6 and T satisfies
npix:v|Qy) (0)=In (v) = npiz 2.y 104 (7), (214)
with for all t € R
SOZ(X§Y|QY)(t):EPXPY\X [exp (t Z(Xz Y|QY))} y (215)
vixiviov) (D=Epgqy [exp (LI(X;Y(Qy))], (216)
- exp(ti(X;Y|Q
pix:viQy) () =Epy Py x {L(X;Yle) ( XY Y))} (217)
) ix;v]Qy) (t)
B exp (t2(X;Y|Qy)
MZ(X;Y\QY)(t):EPxQY L(X;Y|QY) ( _ P ) ) (218)
I iy (1)
~ 2 exp(ti(X;Y]Q
Vixsviy) () =Epypy « {(L(X§Y|QY)_HZ(X;YIQy)(t)) (p{(;y@ )(t)Y)) (219)
[ - 2 exp (tI(X;Y|Qy)
Vizviav) ) =Eprgqy | (((X;YQy) — pixvige) (1)) ( - ) ; (220)
i Pty (t)
- 3 exp(ti(X;Y|Q
§ix;viQy) () =Epypy « |:|L(X;Y|QY) — pax:viey) (@)] (~ ( @v)) (221)
Prx:Y|Qy) ()
- 3 exp (ti(X;Y|Qy)
Sxivion) ) =Epgay [[HXYQy) — tixviov) ()] ( - ) ; (222)
SDZ(X;Y\QY)(t)

and for all (¢,a,n) € R*> x N

CZ(X;Y‘QY)(tv a, n)

1
é1l{t>o}+(—1)1“>0}exp(27”Lt2‘/1~<x;yQy>(lt)+nln(<pz(x;y|czy)(?f))—@Qﬂtl nVixiviey) (1)) -(223)
CZ(X';Y\Qy)(ta a, n)

1
é]l{t>0}—|—(_1)]l{t>o}exp (2nt2VZ(X7yQy) (t)+n1n (@Z(X,Y|Qy) (t)) —tC) QGﬂ anZ(X,Y|Qy) (t) (224)
The next step consists of simplifying the expressions in the right hand-side of (210) and (212)) by
studying the relation between p;(x,v|Qy) fmd PURYIQy) 9 and T, .V;(X;Y‘QY) and Vi x.y i@y
§i(x:v|1Qy) and §i(x.y |, ) When the Py |y is absolutely continuous with respect to Qy.

First, from (215), using the change of measure from Px Py x to PgQy because Px Py x is
absolutely continuous with respect to PxQy, it holds

dPxPyix , - .
H(X t)=Ep, — (XY ti(X;Y 22
SDL(XvY‘QY)() PzQy dPXQY ( ) )eXp( L( ’ |QY) ( 5)
=Epgqy [exp ((t+ 1) I(X;Y|Qy))] . (226)
Then, from (215)) and (216)), it holds
Pix;viQy) (=P xvioy) (t +1). (227)
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This concludes the relation between ¢z x,v|Qy) and vy x.v|qQy)-
Second, from (217), using the change of measure from Py Py|x to PxQy, it holds

. (X;Y|Qy)dPxPyx -
picxeviav) (O=Epe oy {Z(X;Y|QY)GX;)$;(Y€? )I(%y) dé{&x (X;Y)] (228)
) (XY
=Ep. 0y Z(X;YlQY)exp ((;f(rxl,z:l; ;(t)|QY))] (229)

Then, from (227)) and (229), it holds

o exp ((t+ 1) 1(X;Y|Qy
MZ(X§Y\QY)(t):EPxQY (X;YQy) ;E(X;Yl)Qy() t+1) ))] (230)
From and , it holds
1i(xv1Qy) () =Hixv 0y (E+ 1) (231)
This concludes the relation between pz(x.v|Qy) and tyx,v|0y)-
Third, from and (231), it holds
T=0+1 (232)

This concludes the relation between 7 and 6.
Fourth, from (219), using the change of measure from Py Py|x to PgQy, it holds

))2 exp(tI(X;Y|Qy) dPx Py x

PrxyiQy)(t)  dPxQy (X;Y)}(233)

Vixivioy)(0)=Epriqy {(Z(X; Y|Qy) — tix:viy)(t

o % 2 exp ((t+1)U(X;Y|Qy)
=Epgqy |(((X:Y]Qy) — pix;vie) () ( - ) (234)
SDL(X;Y‘QY)(t)
From (227)), (231) and (234]), it holds
o 2 exp ((t+1)1(X;Y|Qy)
Vixwvioy) (=Ereqy |([((X5YQy) = prxvigy) (E+1)) ( - o ) (235)
PrxiyiQy)(t+1)
From (220) and ([235)), it holds
Vixvioy) O=Vixvigy) (t +1). (236)

This concludes the relation between Vi(x.y|q,) and Vi x.y|gy)-
Fifth, from (221)), using the change of measure from Px Py |x to PxQy, it holds

vrxyiey)(t)  dPgQy

$ixv1Qy) (1) =Epgqy [|Z(X; YIQy) — pacxiyioy)(t)] (X; Y)}(237)

e 3 exp ((t+1)1(X;Y|Qy)
=Epeqy ||IX:Y[Qy) — pzx;vi0y) ()] ( ) (238)
ix:v|Qy)(t)
From (227)), (231) and (238]), it holds
- 3 exp ((t+1)1(X;Y[Qy)
Gixivion) (O=Epeqy |[HX:YIQy) — tixyigw (t + 1) ( - . ) (239)
Prxyion)(t+1)
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From and (239), it holds
§ixsyiov) (D=&(x v 0y (E+ 1) (240)

This concludes the relation between &;(x.v|qQy) and i x.yv|0y)-
Seventh, plugging (227)), (231), and (236) into (223)), for all ¢ € R, it holds

G(xivioy) (ta,n)
2l soy+ (D) Heexp (;ntQ Vixiow) (t = D+nln (@ixyvion - 1))‘“9@@ nVixyiy(t — 1))(241)
Then, from and , it holds

Gixovioy) (I (Y),n) =1 = Ba(n, v, t — 1, Px, Qy). (242)

Then, plugging (227), (231), (232), (236)), (240), and (242) into the right hand-side of (212), it
holds

1 - Fy, (In(v))

gBQ(T%’% 07 PX7 QY)+eXp (Ihl (@Z(X,Y\Qy)(e)) - (0 + 1) In (79 min<17

2¢€i(x;v 10y ) (0) )
(243)
Viexvian 0) v/
2cix;viQy)(0) .
(Vixvion) (0) % v

Alternatively, plugging (227)), (231), (232), (236)), (240), and (242)) into the right hand-side of
(213)), it holds

1 — Fy, (In(v))

232(71777 07 PX7 QY)_eXp (Ihl (@Z(X,Y\Qy)(e)) - (0 + 1) In (79 min<17

< Bg(n,’}/,e,Px,Qy) + exp (nln (SOZ(X;Y\QY)(Q)) —(@+1)In (’y)) (244)

2¢5(x;v1Qv) (0) )(245)

3/2

Vixsvian) (0) "V
N 2¢&(x;v1Qv)(0)
2 B (n7 s 07 P 7Q ) — eXp (nln (SOZ ; v (0)) - (0 + 1) In (7)) (246)
2 X,y (X;Y|Qy) (VZ(X;Y|QY)(9))3/2 NG
= GQ(nv’YaeapX’QY)? (247)

where, ([247) follows from (97). Observing that 1 — Fy, is a positive function, then from (246),
it holds

1= Fy, (In (7)) > max (0, Ga(n, 7,6, Px, Qv)) (248)
Ninth, from and ([223), it holds
Gixsviay) (I (y),n) = Bi(n,v,t, Px,Qy). (249)

Then, plugging (227)), (231), (232), (236)), (240), and (249) into the right hand-side of (210), it
holds

Fw, (In(v))

~ 26 T . v 0
<B1(n, 7,0, Px,Qy)+exp (nln (brx:viay)(0)) —1n (7)) mm<1, Suxivion (6)

7 )(250)
(Vixevov) (0) ﬁ)
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2céi(x;viQy)(0)
32—
(Vicxavion ()™ v

Alternatively, plugging (227)), (231), (232), (236)), (240), and (242)) into the right hand-side of
(211)), it holds

Fw, (In(7))

231 (nv Vs 97 PX» QY)_eXp (nln (SOZ(X;Y|QY) (9)) —60In (7) ) min<1v

< /5)1 (n777 97 PX7 QY) + exp <nln (@Z(X,Y\Qy)(e)) —60In (’Y) ) (251)

20£z(X;Y|Qy)3(/92) >(252)
(Vicxivien) (0))™7 v,

2¢c&ixyioy)(0)
(Vixevian 8)* v
= G1(n,7,9, Px,Qy), (254)

where, (254) follows from (96)). Observing that Fy, is a positive function, then from (253), it
holds

> B1(n, 7,0, Px,Qy) — exp (nln (ei(x;v)Qy)(0) —On (7)) (253)

Fy, (n(7)) > max (0,G1(n,7,0, Px, Qy) ) - (255)
Finally, plugging (244) and (251)) in (209)), it holds
C(H,M, PX?QY77)

~ ~ 4sz . v 9
<51(7’l7 Y, 07 PX) QY) +’YBQ(7’L, Y, 97 PX) QY)+eXp<ﬂn (@Z(X,Y\Qy)(e)) —0Iln (79 (Xi¥|Q )( ) J

Vixyian@) v M
(256)

4cixiviQy) (0)
3/2 ’
(Vixovian) 0)* v

where, (253)) follows from (100). Observing that C(n, M, Px,Qy,v) + 37 < 1, from (257), it
holds

O(naMaPXaQY77)

gmin('—v B(na s 03 PX? QY)+eXp <TL1H (@Z(X;Y|Qy)(0)) —0ln (7) )

= B(n,v,0, Px,Qy, M) + exp <nln (picx:viy)(0)) —Oln (7)) (257)

de&ix;viQy)(0) )
(258)
(Vixovian 0)” v
= S(n,7,6, Px,Qy, M), (259)

where, (259) follows from (99).
Alternatively, plugging (247) and (254) in (209), it holds

C(n7 M7 PX7 QY) ’}/)21’113,){ (07 él(n? s 97 PX7 QY)) +'y max (07 é?(n? s 97 PX7 QY))_% (260)
=G(n,7,0, Px,Qy, M), (261)

where, (261) follows from (98). Combining (259) and (261)) concludes the proof.
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