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Abstract

The problem of developing an autonomous forklift that is able to pick-
up and place pallets is not new. The same is true for pallet detection
and localization, which pose interesting perception challenges due to
their sparse structure. Many approaches have been presented for solv-
ing the problems of extraction, segmentation, and estimation of the
pallet based on vision and Laser Rangefinder (LRF) systems. Here,
the focus of attention is on the possibility of solving the problem by
using a 2D LRF.

On the other hand, machine learning has become a major field of
research in order to handle more and more complex detection and
recognition problems. The aim of this thesis is to develop a new
and robust system for identifying, localizing, and tracking the pal-
lets based on machine learning approaches, especially Convolutional
Neural Network (CNN)s. The proposed system is mainly composed
of two main components: Faster Region-based Convolutional Net-
work (Faster R-CNN) detector and CNN classifier for detecting and
recognizing the pallets, and a simple Kalman filter for tracking and
increasing the confidence of the presence of the pallet. For fine-tuning
the proposed CNNs, the system is tested systematically on real world
data containing 340 labeled object examples. Finally, performance is
evaluated given the average accuracy over k-fold cross-validation. The
computational complexity of the proposed system is also evaluated.

Finally, the experimental results are presented, using MATLAB and
ROS, verifying the feasibility and good performance of the proposed
system. The best performance is achieved by our proposed CNN
with an average accuracy of 99.58% for a k-fold of 10. Regarding
the tacking task, the experiments are performed while the robot was
moving towards the pallet. Due to availability, the experiments are
carried out by considering only one pallet, and consequently to check
the robustness of our algorithm, an artificial data are generated by
considering one more pallet in the environment. It is observed that
our system is able to recognize and track the positive tracks (pallets)
among other negatives tracks with high confidence scores.
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Chapter 1

Introduction

1.1 Robots for Loading and Unloading Contain-

ers

Many of the goods for sale in Europe and the US are made in Asia. Most of these
goods cross the ocean in standardized shipping containers. To save transport
costs, the majority of these goods are loaded on the container’s floor and stacked
to the ceiling without pallets. When the container arrives at a port, it is loaded
onto a truck and sent to a distribution centre. On arrival, the contents of the
container are typically unloaded by hand, sorted, and stacked onto pallets so that
they can be stored in the warehouse. This manual and labour-intensive process
can take several hours. Similarly, many long-haul parcel trucks are loaded floor
to ceiling without pallets and require significant labour to unload.

In 2003, in an attempt to improve this process, DHL and its business and
research partners developed a new robot prototype called parcel robot, which
consists of a chassis, a telescopic conveyor belt, a 3D laser scanner, and a gripping
system made up of an articulated robotic arm and a grabber1. The robot is
positioned in front of a container to unload and uses its laser to scan all of the
boxes. An integrated computer determines the optimal unloading sequence. The
robot picks up a box and places it onto a conveyor that transports the item out
of the container and into the sorting centre. The robot moves forward as it works
until the entire container is unloaded. DHL never rolled out this concept across its
network as in 2003 the technology was insufficiently mature for industrial uptake.

Nevertheless, DHL’s innovative parcel robot proved that robot-based unload-
ing is possible and several companies have since developed the concept further.
In fact, a US company called Wynright currently offers a truck unloading robot

1https://www.youtube.com/watch?v=CsHfbdnyHAE
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1.2 Mobile Object Picking Robots

for sale1. Like the DHL’s parcel robot, it unloads boxes onto an extendable con-
veyor belt at a rate of over 500 parcels per hour. Unlike the DHL’s robot, it
uses low-cost cameras to locate the boxes rather than more expensive laser scan-
ners. Companies like Wynright are also developing trailer loading robots. This
application adds further complexity to the algorithm determining the unloading
sequence, because the system has to determine the best way to stack boxes of
different shapes and weights to optimally fill the trailer without damaging any of
the items.

1.2 Mobile Object Picking Robots

The opposite of the goods-to-picker system is a mobile robot that moves around
traditional warehouse shelves and picks items just like a person would. Several
startups are currently working on robots with these capabilities. IAM Robotics
is a small US-based company currently developing a mobile manipulator using
vision to navigate in existing warehouses, picking items from shelves, and placing
them into an order tote. The system has been first field tested in a pharmaceutical
warehouse in New York, where it was able to pick test orders from 40 items that
it had never seen before2.

Fetch Robotics is a well-funded startup developing a robot able to move
around a warehouse and to pick items from shelves. Its primary robot, called
Fetch, can extend its torso to reach upper shelves, while a small secondary robot,
call Freight, helpfully holds the tote that Fetch will pick items into. Each Fetch
robot can have several of these smaller Freight robots supporting the picking
process. The agile Freight robots quickly move the totes around the warehouse
from area to area while the slower Fetch robots can stay in one aisle and deal
with picking items. This solution will create a hybrid goods-to-picker and manual
picking concept.

Magazino is a German startup developing perception-driven mobile robots for
intra/logistics. Their latest development is the picking robot TORU3. Using 2D
and 3D cameras as well as Magazino’s technology, TORU is expected to identify
individual objects on a shelf, grasp an item securely, and place it precisely at
its destination. TORU works alongside humans, providing just-in-time object
delivery to the workbench or shipping station.

There are still technical challenges to overcome before these robots will be
ready for widespread use. However, they have some key advantages over station-

1http://www.wynright.com/products/by-product-family/robotic-solutions/

truck-and-container-loading-and-unloading/
2http://www.logisticsmgmt.com/article/the_robots_are_coming_part_iii
3https://www.youtube.com/watch?v=ahwnEnP-um8
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1.3 AIRONE Project

ary goods-to-picker robots:

• They represent modular and scalable solutions.

• They can work alongside human co-workers, picking up easy items while
humans can pick up more complicated products or focus on managing ex-
ceptions.

On the other hands, Typically, these kind of robots cannot be considered fully
autonomous. They either rely on environmental signs, which have been purposely
designed for them, such as artificial beacons, coloured strips on the floor or mark-
ers of various shapes, or are designed as transportation systems for specialized
goods, or both.

1.3 AIRONE Project

Automa Intelligente Robotico per Organizzazione Navette Elettriche (AIRONE)
project is a collaboration between Dibris and the food delivery company Sogegross
SpA, Tortona Italy [1, 2]. The motivations and general objectives of the project
are to develop and design an autonomous and low-cost electrical trans-pallet to
deliver packages in a predefined warehouse, as shown in Figure 1.1. Typically,
those kinds of robots that rely on environmental signs which have been purposely
designed for them, such as artificial beacons, colored strips on the floor or markers
of various shapes, cannot be considered fully autonomous robots. In our project,
we would like to investigate methods and technologies allowing fully autonomous
vehicles in warehouses, able to transport goods between different areas without
relying on modifications of the environment to work properly.

In fact, this topic has received much attention both in scientific literature
and in the startup ecosystem such as the Amazon Kiva system, the Knapp open
shuttle, the Locus Robotics systems, the Swisslog CarryPick vehicle, and the
GreyOrange Butler. For instance, the solutions from the Scallog system or the
Hitachi Racrew are examples of commercial or quasi-commercial products for
warehouse logistics automation. However, theses systems represent specialized
robot solutions, which do not share almost anything with current, human-based
solutions for warehouse logistics. The main objectives of AIRONE project are to
overcome the drawbacks of the commercial robots such as:

• They are based on expensive hardware. We want to prove that a 10K euro
robot can be used instead.

• They operate in unmanned space. Our project will prove that the robot
has the capability of sharing the workspace with human-driven vehicles and
walking workers.

3



1.4 Thesis Objectives

Figure 1.1: The autonomous Trans-pallet for picking up and place pallets inside
warehouses

• They use specialized and costly sensing technologies. We want to prove
that several low cost distributed sensors can be used effectively.

The required tasks of the robot are receiving operation requests from a high-
level warehouse management system, locating a pallet to pick up automatically,
traveling to final destination. Finally, the robot reaches the put-down zone where
manual displacements will be carried out. The put-down zone can be in an
open space and/or in peculiar small corridors. The robot’s architecture that
has been designed to accomplish the required tasks is introduced in [3]. The
software architecture presents different modules, these are integrated within a
multi-agent based system, called Expert Tribe in a Hybrid Network Operating
System (ETHNOS) [4, 5].

1.4 Thesis Objectives

Integrating Automated Guided Vehicle (AGV)s in industrial environments for
transporting materials is becoming more widespread. Automation leads to cost
and time reduction at installation time and during working time. However, this
introduces many safety problems and the requirement for precision in localizing
the AGV within the facility and other objects around it. Special attention should

4



1.4 Thesis Objectives

be paid to the operation of loading and unloading pallets because incorrect po-
sitioning could lead to accidents. AGVs to engage pallets typically require that
the location of the pallets be known a priori and that the pallets are accurately
positioned. To perform pallet handling also when the pallet position is not pre-
cisely known in advance, e.g. when the loads are handled and placed by a human
driver, only a few solutions have been presented.

A huge number of studies are concerned with pallet recognition, tracking, and
reconstruction based on vision systems such. On the other hand, 2D laser range
scans are extensively employed for the mobile robot Simultaneous Localization
and Mapping (SLAM) problem and many approaches to it make use of tech-
niques to optimally align two scans by using raw data [6] or extracted geometric
features like lines [7,8]. LRF have the advantage of producing reliable data with
well known noise characteristic and are more accurate than stereo cameras at
longer distances and are not influenced by illumination variability, have high an-
gular resolution and good sampling rate, but 2D laser scans give only contour
information about objects. For this reason some sensory systems include both
cameras and one or more laser sensors [9]. Here, we focus the attention on the
possibility of finding and localizing the pallets, by the only means of a 2D LRF
under the assumption that the robot moves on a plane. Anyway, this constraint
can be removed if a 3D LRF is used.

The aim of this research is to develop a robust method which is capable of
automatically detecting and recognizing all the pallets in the laser Field-of-View
(FOV). This objective is achieved using machine learning techniques, especially
CNNs. To achieve this goal, several intermediate phases have been accomplished:

1. Firstly, the data preparation phase has been used to convert the acquired
laser scanner raw data into 2D image in order to generate the training
dataset.

2. Secondly, the training and testing phase has been used to describe the struc-
ture of the proposed network, its layers, and finally the network evaluation.

3. Thirdly, the tracking phase has been executed which aims to detect and keep
tracking all pallets to increase the confidence that the pallet is present.

4. Finally, the experimental tests have been implemented to assess the sys-
tem performance, by considering two pallets in the environment instead of
having only one pallet.

The following research questions should be addressed in order to achieve the
above mentioned research objectives.

1. Among the existing laser-based pallet detection methods, which algorithms
can be suitably applied or extended to recognize all the pallets?

5



1.5 Structure of Dissertation

2. In case of using machine learning techniques, what is the best algorithm
that can be used to reach our goal?

3. What is the structure of the network that can be used to perform high
accuracy?

4. What are the factors that influence the performance of the algorithm used
in this research?

1.5 Structure of Dissertation

The rest of this dissertation is organized as follows. Chapter 2 summarizes the
previous relevant systems for solving the problems of extraction, segmentation
and estimation of the pallet. Moreover, it gives a brief review of the main contri-
butions of this research. In Chapter 3, a comprehensive review of the literature
related to objects detection based on CNNs will be provided. Then, it summa-
rizes the most important concepts related to CNNs including the structure of
networks and essential layers. Chapter 4 provides details on the design of our
pallets detection system and its main phases. Furthermore, it gives a compre-
hensive overview of the main steps of each phase. In Chapter 5, the experiment
setup, the data used, the results of the training, and the results of tracking task
will be presented. Chapter 6 concludes our project and indicates the future work.

6



Chapter 2

State of the Art

Summary

The goal of this chapter is to pay attention to the problem of loading and unload-
ing pallets automatically without manual intervention. Moreover, it summarizes
the previous relevant systems for solving the problems of extraction, segmentation
and estimation of the pallet. These systems have been grouped into two main
categories, vision-based systems and LIDAR-based systems. Finally, it gives a
brief review of the thesis contributions.

2.1 Problem Statement

Generally, the topic of the detection and localization of the pallet, in order to load
the pallet automatically, has received much attention in the scientific literature.
Several approaches have been presented for finding robust solutions based on vi-
sion and laser rangefinder systems. We here focus the attention on the possibility
of finding and localizing the pallets, by the only means of a 2D LRF under the
assumption that the robot moves on a plane.

The main objective of this thesis is to use a laser rangefinder located on a
robotic trans-pallet to detect the presence of the pallets, possibly more than one,
in the laser FOV. This objective is achieved using CNNs, especially Faster R-
CNN. Then, the pose of the pallet with respect to the robot reference frame
must be estimated. Once the position of the pallet relative to the trans-pallet is
obtained, a trajectory has to be generated to pick up the pallet.

7



2.2 Related Work

2.2 Related Work

The specific problem of developing an autonomous forklift that is able to pick up
and place pallets is not new [10]. The same is true for pallet detection and localiza-
tion, which pose interesting perception challenges due to their sparse structure.
Many approaches have been presented for solving the problems of extraction,
segmentation and estimation of the pallet based on vision and laser rangefinder
systems.

2.2.1 Vision-Based Systems

Most of these approaches are based on visual features extracted by image camera
data. The first vision-based system for pallet recognition and pose estimation
was presented by [11]. In [12] an image segmentation method based on color and
geometric characteristics of the pallet is used to successfully detect and localize
the pallet. However, this approach requires a good illumination condition and
camera calibration. The method proposed in [13] attempted to estimate pallet
pose using structured light method which based on a combination of range camera
and a video camera. The main problem is that the accuracy of the measuring
method using structured light quickly decreases with distance. The same goal
has been achieved using the artificial visual features placed on the pallets without
relying on strict camera calibration and illumination problems [10], [14]. However,
It is difficult to place fiducial markers in all fields of activity and the markers may
be fuzzy or broken as time goes by.

A model-based vision algorithm without any fiducial markers or specific illu-
mination support has been implemented in [15]. This algorithm is based on the
identification of the central cavities of the pallets in order to identify two pallet
slots and estimate their geometric center in calibrated images. However, that sys-
tem requires high prior knowledge of the pallet pose. A retrofitted autonomous
forklift with the capability of stacking racks and picking up pallets placed with
limited uncertainty was presented in [16]. The method is based on detection of
specific reference lines for concurrent camera calibration and identification, and
allows stacking of well-illuminated racks and localization of pallets in front of the
vehicle and close to it. [17] described a more complex scheme which is on the basis
of hierarchical visual features like regions, lines and corners using both raw and
template-based detection. In [18], the authors presented an autonomous pallet
handing method based on the line structured light sensor, where the design of the
line structured light sensor based on embedded image processing board that con-
tains a Field Programmable Gate Array (FPGA) and a Digital Signal Processing
(DSP). They solved the problem that Hessian matrix decomposition based light
stripe center extraction cannot run in real time. Then, they identified and local-

8



2.2 Related Work

ized the pallet using the geometry structure of it based on model match method,
and use position based visual servoing method driving the vehicle approach the
pallet.

[19] presented a solution for automatic pallet detection by combining stereo
reconstruction and object detection from monocular images. Moreover, the im-
provements and extensions for a stereo-camera sensor system that is responsible
for autonomous load handling was presented, by the same authors, in [20]. The
newly added functions tackle unloading operations using scene understanding ob-
tained from the stereo disparity map. The paper from [21] discussed a method
on how to identify a pallet using color segmentation in real time. The aim of
the paper was to describe a complete recognition process in a robotic industrial
application. A comparison between two common 3D camera technologies, the
Photonic Mixer Device (PMD) and the Stereo Vision technique, was presented
in [22]. The authors conclude that the PMD system had a greater accuracy than
a stereo camera system. The paper [23] presented a solution for load detection
and de-palletizing using a PMD camera. Moreover, other vision-based methods
for pallet recognition and pose estimation have been presented in [24–29].

2.2.2 LIDAR-Based Systems

Typically, 2D LRF are extensively employed for the mobile robot SLAM problem.
Recently, there are some effective methods to detect and localize pallets based
on LRFs. In contract to camera based systems, these approaches do not suffer
from distortion and illumination problems or object scaling problems which can
result in false detection or misdetection of significant features. In general, the
early work by Hebert et al. [30] describes techniques for scene segmentation,
object detection, and object recognition with an outdoor robot using laser scan
data. In [31], they authors presented a method for detecting and classifying
the faces comprising 3D objects based on range data. A model-driven technique
that leverages prior knowledge of object surface geometry to jointly classify and
estimate surface structure was proposed in [32].

The paper from [33] used the acquired data from LRFs to detect and localize
the pallet but could not deal with matching problems in the case of multiple tar-
gets. [34] used a fast linear program for segment detection, applied to pre-filtered
points selected by man gestures on a Personal Digital Assistant (PDA) showing
an image from a camera mounted on the forklift. The pallet is identified by the
classification of detected segments belonging to its front face and the position
of it is then computed. In [35], the authors presented two laser scanner based
approaches which are independent of lighting conditions. The first approach uses
pallets modified with reflectors to calculate the position and orientation of a pal-
let whereas the second approach uses only geometrical characteristics, since it is
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a big project to place reflector marks in all pallets. Iterative Closest Point (ICP)
algorithm has been used to match the laser point with the pallet model. The
ICP algorithm is point-to-feature matching method. The main drawbacks of the
ICP algorithm is that it needs the pallet approximately position, otherwise the
interactive calculation is very complex.

In order to overcome the drawbacks of ICP algorithm, the paper from [36]
presents a feature-to-feature matching method of the pallet based on the laser
data, detecting the line segment, and then matching with the geometric model
of the pallet. Moreover, other methods for 2D segmentation, feature detection,
fitting, and matching have been presented in [37, 38]. A combined double-sensor
system, laser and camera, for solving problem of identifying and localizing a pallet
with large uncertainty prior was presented in [39]. [14, 40] integrated the vision
output with odometry and realized smooth and non-stop transition from glob
navigation to visual servoing. Typically, the maximum range of the visual detec-
tion methods between the vehicle and the pallets is 4m [41]. Some researchers,
including multiple-view laser scanners, provided longer distances for the forklift
configuration space, specifically 6m [34, 42].

2.3 Thesis Contributions

The main contributions of our proposed system for detecting and tracking the
pallets can be summarized as follows:

• To the best of our knowledge, this is the first system to perform pallets
detection and recognition based on deep learning (in particular, CNNs).

• Our proposed system has the capability of detecting and tracking more than
one pallet.

• Our approach does not require a prior the approximate position of the pallet
or even any modifications to the pallet. It can detect the pallet in variable
positions.

• This method is applicable for detecting other objects and can be applied
without major changes.
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Chapter 3

Convolutional Neural Networks
for Object Detection

Summary

The main aim of this chapter is to provide a comprehensive review of the literature
related to objects detection based on CNNs. It gives a brief review of what
is CNN. Then, it summarizes the most important concepts related to CNNs
including the structure of networks and essential layers. Eventually, it briefly
introduces the R-CNN family and the main difference between them.

3.1 Artificial Neural Networks

Even though computers are designed by and for humans, it is clear that the
concept of a computer is very different from a human brain. The human brain
is a complex and non-linear system, and on top of that its way of processing
information is highly parallelized. It is based on structural components known
as neurons, which are all designed to perform certain types of computations. It
can be applied to a huge amount of recognition tasks, and usually performs these
within 100 to 200 ms. Tasks of this kind are still very difficult to process, and just
a few years ago, performing these computations on a CPU could take days [43].

Inspired by this amazing system, in order to make computers more suitable
for these kinds of task a new way of handling these problems arose. It is called an
Artificial Neural Network (ANN). An ANN is a model based on a potentially mas-
sive interconnected network of processing units, suitably called neurons. In order
for the network and its neurons to know how to handle incoming information, the
model has to acquire knowledge. This is done through a learning process. The
connections between the neurons in the network are represented by weights, and
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these weights store the knowledge learned by the model. This kind of structure
results in high generalization, and the fact that the way the neurons handle data
can be non-linear is beneficial for a whole range of different applications. This
opens up completely new approaches for input-output mapping and enables the
creation of highly adaptive models for computation [43]. The learning process
itself generally becomes a case of what is called supervised learning, which is
described in the next segment.

3.2 What is CNN?

Convolutional Neural Network (CNN, or ConvNet) is a type of artificial neural
network inspired by biological processes [44]. In machine learning, it is a class of
deep, feed-forward artificial neural networks that has successfully been applied
to analyzing visual imagery. It can be seen as a variant of multilayer perceptrons
(MLP). In computer vision, a traditional MLP connects each hidden neuron with
every pixel in the input image trying to find global patterns. However, such
a connectivity is not efficient because pixels distant to each other are often less
correlated. The found patterns are thus less discriminative to be fed to a classifier.
In addition, due to this dense connectivity, the size of parameters grows largely
as the size of an input image increases, resulting in substantial increases in both
computational complexity and memory space usage.

However, these problems can be alleviated in CNNs. A hidden neuron in
CNNs only connects to a local patch in the input image. This type of sparse
connectivity is more effective to discover local patterns and these local patterns
learned from one part of an image are also applicable to other parts of the image.

CNNs have been widely used for visual based classification applications. In
recent years, a series of R-CNN methods are proposed to apply CNNs on object
detection tasks [45–47]. In [45], the original version of R-CNN, R-CNN takes
full image and object proposals as input. The regional object proposals could
come from a variety of methods and in their work they use Selective Search [48].
Each proposed region is then cropped from the original image and wrapped to
a unified 227 × 227 pixel size. A 4096-dimensional feature vector is extracted
by forward propagating the subtracted region through fine-tuned CNN with five
convolutional layers and two fully connected layers. With the feature vectors, a
set of class-specific linear Support Vector Machine (SVM)s are trained for classi-
fications.

R-CNN achieves excellent object detection accuracy, however, it has notable
drawbacks. First, training and testing has multiple stages including fine-tuning
CNN with Softmax loss, training SVMs and learning bounding-box regressors.
Secondly, the CNN part is slow because it performs forward pass for each object
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proposal without sharing computation. To address the speed problem, Spatial
Pyramid Pooling network (SPPnet) [49] and Fast R-CNN [47] are proposed. Both
methods compute one single convolutional feature map for the entire input image
and do the cropping on the feature map instead of on the original image and then
extract feature vectors for each region. For feature extraction, SPPnet pools the
feature maps into multiple sizes and concatenate them as a spatial pyramid [50],
while Fast R-CNN only use single scale of the feature maps. The feature sharing of
SPPnet accelerates R-CNN by 10 to 100x in testing and 3x in training. However
it still has the same multiple-stage pipeline as R-CNN. In Fast R-CNN Girshick
propose a new type of layer, region of interest (RoI) pooling layer, to connect the
gap between feature maps and classifiers. With this layer, they build an semi
end-to-end training framework which only rely on full image input and object
proposals.

All the mentioned methods rely on external object proposal input. In [46],
the authors proposed proposal-free framework called Faster R-CNN. In Faster
R-CNN, they use a Region Proposal Network (RPN), which slides over the last
convolutional feature maps to generate bounding-box proposals in different scales
and ratio aspects. These proposals are then fed back to Fast R-CNN as input.
Another proposal-free work You Only Look Once is proposed in [51]. This network
uses features from the entire image to predict object bounding box. Instead of
sliding windows on the last convolutional feature maps, this network connects the
feature map output to an 4096-dimensional followed by another full-connected
7× 7× 24 tensor. The tensor is a 7× 7 mapping of the input image. Each grid
of the tensor is a 24-dimensional vector which encodes bounding boxes and class
probabilities of the object whose center falls into this grid on the origin image.
The YOLO network is 100 to 500x faster than Fast R-CNN based methods,
though with less than 8% mean Average Precision (mAP) drop on VOC 2012
test set [52].

Some other specific R-CNN variants are also proposed to solve different prob-
lems. The paper from [53] presents a R-CNN based networks with triple loss
functions combined for the task of keypoints (as representation pose) prediction
and action classification of people. It also adapt R-CNN to use more than one re-
gion, but also contextual subregions for human detection and action classification
called R*CNN [54]. In [55], the authors proposed DeepID-Net with deformation
constrained pooling layer, which models the deformation of object parts with
geometric constraint and penalty. Furthermore, a broad survey of the recent
advances in CNNs and its applications in computer vision, speech and natural
language processing have been presented in [56].

On the other hands, in general, there are some effective laser-based methods
for object detection, estimation and tracking using machine learning approaches
[57–60]. A multi-modal system for detecting, tracking and classifying objects in
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outdoor environment was presented in [61].

3.3 Network Structures and Essential Layers

In this section, some important concepts related to general CNNs including the
structure of networks and essential layers will be covered.

3.3.1 CNN Architectures

In general, the architecture of CNN can be decomposed into two stages, which
are hierarchical feature extraction stage and classification stage. A typical archi-
tecture of CNN is shown in Figure 3.1. An input image is convolved by a set
of trainable filters (kernels) each with a nonlinear mapping (e.g. ReLU [62]) to
produce so-called feature maps. Each feature map containing special features is
then partitioned into equal-sized, non-overlapping regions and the maximum (or
average) of each region is passed to the next layer (sub-sampling layer), resulting
in resolution-reduced feature maps with depth unchanged. This operation allows
small translation to the input image, thus more robust features that are invariant
to translations are more likely to be found [63]. These two steps, convolutions and
subsampling, are alternated for two iterations in the CNN in Figure 3.1 and the
resulting feature maps are fully connected with a MLP to perform classification.
In some applications, the final fully connected layer that performs classification is
replaced with other classifiers e.g. SVM. For example, the state-of-the-art object
detector R-CNN [45] extracts high-level features from the penult final fully layer
and feeds them to SVMs for classification [64].

Figure 3.1: A typical architecture of CNN (Wikipedia).
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3.3.2 Layers in CNNs

As mentioned in Section 3.3.1, CNNs are commonly made up of mainly three
layer types: convolutional layer, pooling layer (usually subsampling) and fully
connected layer. The explanations of these layers and the introduction of other
auxiliary layers that are not shown in Figure 3.1 will be introduced.

• Convolution Layer

The convolutional layer is the core building block of a CNN. The layer’s
parameters consist of a set of filters or kernels, which have a small receptive
field, but extend through the full depth of the input volume or image. The
convolution operation replicates a filter across the entire image field to get
the response of each location and form a response feature map. Given
multiple filters, the network will get a stack of features maps to form a new
3D volume.

Officially, the convolution layer accepts a volume or image of size W1×H1×
D1 from previous layer as input data, where H1,W1, D1 are image height,
image width, and a number of channels (or depth) respectively. The layer
defines K filters with the shape F ×F ×D1 each, where F is the kernel size.
The convolution of input volume and filters produces the output volume of
size W2 × H2 × K, where the new volume’s W2 and H2 are dependent
on the filter size, stride and pad settings of the convolution operation. In
general, the formula for calculating the output size, W2andH2, for any given
convolution layer is defined as:

– width: W2 = (W1−F+2P )
S

+ 1

– height: H2 = (H1−F+2P )
S

+ 1

Where: K is the filter size, P is the padding, and S is the stride.

For instance, Figure 3.2 illustrate a 2D version convolution where the 7 ×
7× 1 input volume is convolved with one 3× 3 filter. With 0 padding and
1 stride settings, it produces a 5× 5× 1 output volume.

– Stride and Padding
There are two main parameters that must be tuned after choosing the
filter size K in order to modify the behavior of each layer. These two
parameters are the stride and the padding. Stride, S, controls how the
filter convolves around the input volume. In the previous example,

2https://cambridgespark.com/content/tutorials/convolutional-neural-networks-with-keras/

index.html
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Figure 3.2: An example of convolution operation in 2D2.

S = 1. This means that the filter convolves around the input volume
by shifting one unit at a time. So, the amount by which the filter shifts
is the stride. Moreover, as we keep applying convolution layers, the
size of the volume will decrease faster than we would like. Therefore, in
order to preserve as much information about the original input volume
so that we can extract those low level features, the zero-padding must
be applied. Let’s say we want to apply the same convolution layer
but we want the output volume to remain 7 × 7 × 1, which is equal
to the input size. To do this, we can apply a zero-padding of size 1 to
that layer. Zero-padding pads the input volume with zeros around the
border. The zero-padding is defined as:

P =
K − 1

2
(3.1)

• Pooling Layer

Another important concept of CNNs is pooling, which is a form of non-linear
down-sampling. It partitions the input image into a set of non-overlapping
rectangles and, for each such sub-region, outputs the maximum (in case of
max-pooling). The function of pooling layer is to reduce the spatial size of
representation and hence reduce the amount of parameters and amount of
computations in the network and also control overfitting. There are several
non-linear functions to implement pooling such as max-pooling, average-
pooling and stochastic-pooling. The pooling layer operates independently
on every depth slice of the input and resizes it spatially. Pooling is an
translation-invariance operation. The pooled image keeps the structural
layout of the input image.
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Formally a pooling layer accepts a volume of size W1×H1×D1 as input and
output a volume of size W2 × H2 ×D1. The output width W2 and height
H2 are dependent on the kernel size, stride and pad settings, as shown in
Figure 3.3. The produced output has dimensions:

– width: W2 = (W1−F )
S

+ 1

– height: H2 = (H1−F )
S

+ 1

8 12

12 20

25 12

37 4

0 6

30 0

112 100

70 34

9 79

13 20

30 112

20 37

Average-pooling Max-pooling

Figure 3.3: An example of pooling with a 2× 2 filter and a stride of 2.

Figure 3.4: The ReLU activation function.
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• ReLU Layer

ReLU stands for Rectified Linear Units. ReLU is one of the most notable
non-saturated activation functions, which can be used by neurons just like
any other activation function. The ReLU activation function is defined as
(Figure 3.4):

f(x) = max(0, x) (3.2)

ReLU is an element wise operation (applied per pixel) and replaces all neg-
ative pixel values in the feature map by zero. It increases the nonlinear
properties of the decision function and of the overall network without af-
fecting the receptive fields of the convolution layer. For that reason, after
each convolution layer, it is convention to apply a ReLU layer immediately
afterwards. The main reason that it is used is because of how efficiently
it can be computed compared to more conventional activation functions
like the sigmoid function f(x) = |tanh(x)| and hyperbolic tangent function
f(x) = tanh(x), without making a significant difference to generalization
accuracy. Many works have shown that ReLU works better than other acti-
vation functions empirically [65,66]. Moreover, the recently used activation
functions in CNNs based on ReLU such as Leaky ReLU [65], Parametric
ReLU [66], Randomized ReLU [67], and Exponential Linear Unit (ELU) [68]
were introduced in [56].

• Fully Connected Layer

Eventually, after several convolutional and max pooling layers, the high-
level reasoning in the neural network is done via fully connected layers.
Neurons in a fully connected layer have full connections to all neurons in
the previous layer. It provides a form of dense connectivity and loses the
structural layout of the input image. Fully connected layers are usually
inserted after the last convolution layer to reduce the amount of features
and creating vector-like representation.

• Loss Layer

It is important to choose an appropriate loss function for a specific task.
The loss layer specifies the learning process by comparing the output of
the network with the true label (or target) and minimizing the cost. Gen-
erally, the loss is calculated by forward pass and the gradient of network
parameters with respect to loss is calculated by the backpropagation. For
multi-class classification problems, softmax classifier with loss is commonly
used. Firstly, it takes multi-class scores as input, and uses softmax function
to normalize the input and get a distribution-like output. Then, the loss
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is computed by calculating the cross-entropy of the target class probabil-
ity distribution and the estimated distribution. The softmax function is
defined as:

y(x)i =
exp(xi)∑n
j=1 exp(xj)

(3.3)

Where:

– 0 ≤ y(x)i ≤ 1

–
∑n

j=1 y(x)j = 1

– i = 1, . . . , n & n is the number of Classes.

The cross-entropy between the target distribution p and the estimation
distribution q is given by

H(p, q) =
∑
i

pilogqi (3.4)

The purpose of the softmax classification layer is simply to transform all the
network activations in your final output layer to a series of values that can
be interpreted as probabilities. The softmax function is also known as the
normalized exponential function. The recently used loss layers (e.g. Hinge
loss [69], L-Softmax loss [70], Contrastive loss [71,72], and Triplet loss [73]),
were presented in [56].

3.3.3 Brief Introduction to R-CNN Variants

R-CNN stands for Region-based Convolutional Network. It takes full image and
object proposals as input. The main R-CNN family includes R-CNN [45], Fast
R-CNN [47] and Faster R-CNN [46]. Briefly speaking, R-CNN and Fast R-CNN
rely on external region proposals generated by Selective Search [48]. R-CNN
directly crop regions from the image and feeds them into the CNN for training
and classification, while in Fast R-CNN the cropping takes place on the last
convolutional feature maps. The advantage of Fast R-CNN is that it does not
require external disk space for saving cropped regions, which achieves end-to-end
training. Since the forward pass calculation is done only once for each image,
the running time reduces a lot compared with original R-CNN. On the other
hand, Faster R-CNN introduced RPN, which slides over the last convolutional
feature maps to generate bounding-box proposals in different scales and ratio
aspects. The RPN is a two-class classification which evaluate the objectness
of the candidate boxes. The boxes with high objectness are selected as region
proposals and then fed into the Fast R-CNN for finer object classification. Faster
R-CNN achieves fully end-to-end training without relying on external proposals.
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Chapter 4

System’s Architecture

Summary

This chapter provides details on the design of our pallets detection system. It
gives an overview of the detection pipeline and its implementation phases. More-
over, it gives a comprehensive overview of the main steps of each phase in order
to recognize the pallets and keep tracking them.

4.1 Pallets Detection Pipeline

The pallet detection pipeline designed for our project is depicted in Figure 4.1. It
consists of three sequential phases. The data preparation phase is mainly used to
convert the acquired laser scanner raw data into 2D image as discussed in Section
4.2. Then, the training and testing phase takes as input the created 2D images.
This phase describes the structure of the proposed network, its layers, and finally
the network evaluation. Once the network is fine-tuned and tested, the tracking
phase must be executed which aims to detect and keep tracking all pallets.

Figure 4.1: The proposed pallet detection pipeline.
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4.2 Data Preparation Phase

The goal of this section is to give an overview of the main steps for creating
an image from the laser scan ranges in order to use it with the proposed neural
network. Moreover, it introduces how to extract the ROIs of the objects in the
image and how to generate an artificial data from the original data.

4.2.1 Laser Data Acquisition

As mentioned before in Section 5.1.2, the laser that has been employed for the
experiments is a SICK 2D laser scanner S3000 to recognize pallets at ground
plane. Range data provided by laser sensor is typically in polar coordinates and
can be denoted as

{(r1, φ1), . . . , (ri, φi), . . . , (rN , φN)|i = 1, . . . , N} (4.1)

where ri is the measured distance of an obstacle to the laser in the direction
of φi (e.g. each distance ri has an angle φi), as shown in Figure 4.2. The SICK
divides its maximum angular range into constant steps and proceeds on each step
a distance measurement by a laser beam (see Figure 4.2).

In our work according to the laser specifications, one scan is available as an
array of 761 readings in polar coordinates captured relatively to the laser location.
Then, the polar coordinates r and φ can be converted to the Cartesian coordinates
x and y by using the trigonometric functions sine and cosine:

x = rcos(φ) (4.2)

y = rsin(φ) (4.3)

4.2.2 Image Creation

Upon receiving the scan, the distances are converted to XY points, relatively
to the laser reference in which the X-axes represent the horizontal distance and
the Y-axes constitute the vertical distance of the measured point (or the relative
separation). The next step after converting the polar measurements, laser scans,
of the laser into Cartesian coordinates is to generate RGB (or Grayscale) 2D
images of the scene. Therefore to obtain these images, in a simple way, the X-
value of each point provides information on their depth. On the other hand, the

2https://www.sick.com/media/dox/3/63/863/Operating_instructions_S3000_

Safety_Laser_scanner_en_IM0011863.PDF
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Figure 4.2: 190◦ as a Field-of-View (FOV) of SICK 3000 with angular resolution
of 0.25◦ or 0.5◦ 1©. As a result resolutions between 30mm and 150mm can be
achieved 2©. The first beam of a scan starts at −5◦ 2.

Y-value offers information on the separation of some points. After this point, we
have 2D image which represents the laser scans at this moment. These images
will be used by the CNN for object detection and tracking. Note that, the laser
origin is at the center, whereas the image origin should always be on the top left
corner.

4.2.3 ROI Extraction for Training

For training the R-CNN family, the bounding boxes, or ROIs, of the objects in
the images should be defined in order to train the classifier. The ROI has the form
of [xmin, ymin, width, height], which specifies the current position of the bounding
box in the image, as shown in Figure 4.3. In our experiments, the bounding boxes
of the pallets in the images were manually generated using Training Image Labeler
App. This App provides an easy way to specify ROIs in images by defining the
locations of objects.

4.2.4 Data Augmentation

For training the network, generating artificial data has a number of advantages.
Firstly, it is the most common and significant method to reduce over-fitting on
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(a) Typical scan of Sick S3000. (b) Same scan after defining the ROI (pallet)

Figure 4.3: An example of image creation and ROI extraction

image data [74,75]. Secondly, establishing and generating a real world dataset is
time-consuming and very expensive, while it is quite easy to collect and generate
raw (artificial) data recordings. Thirdly, it is highly time-consuming for humans
to label the data for ground truth generation. On the other hands by using
artificial data, the labels can be generated automatically. Besides the ability to
generate arbitrary amounts of data, artificial data generation also allows us to
control the class distribution [76].

In our implementation, for training the network, the original images are used
for generating the artificial data by simply rotating each image by 90◦ and −90◦.
This increases the size of our training set to 3N instead of N , where N is the
number of training dataset. Another method, that can be used in order to reduce
the over-fitting, is so-called dropout. It randomly sets input elements to zero with
a probability of 0.5 [77] and it only performs during the network training.

4.2.5 The Algorithm of Data Preparation Phase

The data preparation process can be summarized as a pseudo code, as illustrated
in the Algorithm 1. This structure is typical for image creation and, of course,
for on-line object detection. The first step is to acquire data from the laser and
convert it into 2D image. For the network training, ROIs must be defined and
the artificial data must be generated from the original image.
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Algorithm 1 On-line Image Creation Algorithm

1: function readFrame(ImSize) . Where ImSize - image size
2: Subscribe to the topic /scan
3: Receive data from the subscriber as a ROS message
4: Read laser scan ranges in Cartesian coordinates
5: Convert the XY scan point into 2D image
6: if Training Phase then
7: Define ROIs in the image
8: Generate an artificial data by rotating the image by 90◦&− 90◦

9: else
10: Break
11: end if
12: end function

4.3 Training and Testing Phase

The proposed pallet detection method that is used in this work based on Fast R-
CNN which is followed by CNN. For each network implementation, the training
and testing phase are executed independently and sequentially.

4.3.1 Training and Testing the Faster R-CNN Detector

Generally, huge amounts of data is required for the training phase. The collec-
tion and preparation of this training dataset is quite time-consuming process for
engineers. Therefore, artificial data is generated from the original dataset (see
Section 4.2.4). For the classification task, the structure of the network designed
for pallets detection is mainly based on Faster R-CNN, which provides state-of-art
object detection performance (see Section 3.3.3). The main objectives of Faster
R-CNN is to detect the ROIs in the images. Then, the last stage of the network
is extended with CNN, a supervised network, for pallets tracking and bounding
boxes (ROIs) classifications. The main reason that Faster R-CNN is followed by
CNN is that the network is learning from patterns because the 2D laser gives
only contour information about objects, as mentioned in Chapter 5.

In our system, the Faster R-CNN detector is composed of two convolution
layers and two fully connected layers. The first layer is the image (input) layer
which defines the type and size of the input layer. ReLU layers are inserted after
the first and second convolution layers, while the last one is placed after the first
fully connected layer. The second ReLU layer is followed by max-pooling layer.
The last fully connected layer is followed by the softmax classification layer which
is the last layer. The CNN classifier is quite simple in structure. It consists of one
convolution layer and one fully connected layer. The convolution layer is followed
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by only one ReLU layer which is followed by a max-pooling layer. On the other
hand, the fully connected layer is followed by softmax classification layer. Figure
4.4 illustrates the detailed layer structure of Faster R-CNN and CNN.

The two networks have been fine-tuned independently with adopting differ-
ent tuning strategies. The main steps for training the Faster R-CNN can be
summarized in:

1. Load the image dataset which contains the ROI label for the pallets. These
dataset should be split into a training set for training the detector, and the
rest as a test set for evaluating the detector. In our work, 70% of the data
are selected for training, and the rest used for testing.

2. After that, configure training options. The next step after creating the
network structure is to define training options such as max epoch, batch
size, and number of iterations.

• One epoch is equivalent to one single pass (forward and backward)
through your entire training dataset.

• While, batch size is equivalent to the number of training examples
in one forward/backward pass. The higher the batch size, the more
memory space you will need.

• One iteration describes the number of times a batch of data passed
through the algorithm.

For instance, if the training dataset is 2000, and the batch size is 500, then
it will take 4 iterations to complete 1 epoch.

3. Then, train Faster R-CNN object detector. Once the training options are
defined, the detector can be trained.

4. Finally, evaluate the trained detector. The first step for detector evaluation
is to run the detector on the test set. After collecting the detection results,
the Average Precision (AP) and mean Average Precision (mAP) metrics
are used for evaluation. Where, the AP is related to the area under the
Precision-Recall curve for a class. However, the mAP is defined as the
mean of these average individual-class-precision. Recall is a ratio of true
positive (TP) instances to the sum of true positives and false negatives
(FN) in the detector, based on the ground truth, Recall = TP

TP+FN
. While,

Precision is a ratio of TP instances to all positive instances of objects in the
detector, Precision = TP

TP+FP
. Since the detector is learning from patterns,

the possibility of having FP is too high. For that reason, the mAP is applied
to the selected bounding boxes that have a high confidence score or have a
bounding box overlap greater than a certain threshold.
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Figure 4.4: The structure of the network designed for pallets detection based on
Faster R-CNN and CNN.
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4.3.2 Training and Testing the CNN Classifier

Once the Faster R-CNN detector is fine-tuned and tested, the CNN classifier
should be trained based on the strongest bounding boxes (ROIs) of the first
detector. In a simple matter, this classifier takes the output images of the Faster
R-CNN which have only the detected ROIs as a training dataset. Bearing this
in mind, for the training CNN, the input image size is typically the size of the
original images. After that, the main steps for training the CNN classifier is
completely similar to the one mentioned before except the way of evaluating
the performance of the network. Here, since it is a supervised task, the k-fold
cross-validation is used for evaluation.

Cross-validation is one of the most significant tools, as it gives you an honest
assessment of the true accuracy of the network [78]. In k-fold cross-validation,
the original dataset is randomly partitioned into k equal sized subsets. Of the k
subsets, a single subset is retained as the validation data for testing the model,
and the remaining k − 1 subsets are used as training data. Then, this process is
repeated k times (the folds), with each of the k subsets used exactly once as the
validation data. Finally, the results from the k folds can be averaged to produce
a single estimation accuracy of the network.

4.3.3 The Algorithm of Training and Testing Phase

The algorithm for training and testing the acquired dataset based on Faster R-
CNN and CNN is illustrated in the Algorithm 2 and Algorithm 3. Algorithm 2
shows the main steps for training the Faster R-CNN and testing the pretrained
network and evaluate its performance. While Algorithm 3 illustrates how to per-
form training and testing the performance of CNN using k-fold cross-validation.
Once the two networks are fine-tuned and tested, they can be used for performing
the tracking phase.

Algorithm 2 Training and Testing Algorithm for Faster R-CNN

1: % Training & testing of Faster R-CNN detector
2: Load the image dataset
3: Split dataset into training set and test set
4: Create the Faster R-CNN layers
5: Configure training options, such as max epoch, batch size, Image size
6: Train Faster R-CNN object detector
7: Evaluate the trained detector ≡ Calculate the mAP
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Algorithm 3 Training and Testing Algorithm for CNN

1: % Training & testing of CNN classifier
2: Load the dataset with only the strongest bounding boxes (ROIs).
3: Generate k-fold cross-validation indices
4: for i = 1 : k-fold do
5: subset(i) ≡ testing set & (k − 1)subsets ≡ training set
6: Create the CNN layers
7: Configure training options
8: Train CNN object detector
9: Calculate the accuracy

10: end for
11: Calculate the average accuracy of the k-folds validation

4.4 Pallets Tracking Phase

In reality, the laser scanner is mounted on a moving robot. One of the main
motivation goals is to detect all pallets within the laser scanner FOV, while the
robot is moving, so that we can find a general solution for pallet recognition and
position estimation. In order to achieve that goal, the tracking phase must be
executed. Moreover, the most significant aim of this phase is to increase the confi-
dence that there is a pallet in the predefined area. This tracking algorithm defers
the decision for a track until sufficient confidence is available. Upon achieving
sufficient confidence, the position of the pallet can be calculated for performing
autonomous docking. The problem of pallet tracking can be divided into two
parts:

1. Detecting objects (e.g. pallets) in each frame using the pretrained networks
(see Section 4.3).

2. Associating the detections corresponding to the same object over time.

In our work, the association of detections to the same object (or track) is based
only on motion, assuming that the robot is moving with constant velocity. Each
track motion is estimated by a Kalman filter [79]. The filter is used for predicting
the location of the track in each frame, and determine the likelihood of each
detection being assigned to each track. For a given frame, some detections may
be assigned to tracks, while other detections may remain unassigned. In addition,
other tracks may remain unassigned. Then, the assigned tracks are updated using
the corresponding detections, while the unassigned tracks are marked invisible.
A new track begins using the unassigned detection. Each track keeps count of
the number of unassigned consecutive frames and the recent average scores of the
track. If the count exceeds a specified threshold or the average score less than a
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certain threshold, the algorithm assumes that the object left the laser FOV or it
is a false alarm, then, it deletes the track.

The tracking algorithm is composed by a set of steps which can be defined as
functions. These functions are:

1. The readFrame function is used for acquiring the data from the laser scanner
(frames) and then converting them into images, as illustrated in Algorithm
1.

2. The initializeTracks function is used to create array of tracks, where each
track is a structure array representing a specific object. The aim of the
structure is to preserve or keep the tracked object state. The state con-
sists of information used for detections assignment, track termination, and
display. The structure contains the following fields:

• id refers to the ID of the track.

• color refers to the track color for display the results.

• age defines the number of frames since the track was initialized.

• totalVisibleCount defines the total number of frames in the track where
the object was detected.

• kalmanFilter refers to the object Kalman filter which used for motion
tracking. In our implementation, we track the center point of the
object bounding box in the image.

• bboxes represent a N-by-4 matrix of the bounding boxes of the object,
where each row has a form of [xmin, ymin, width, height] and N repre-
sents the total number of the bounding boxes belongs to the track.

• scores represent a N-by-1 vector to record the confidence score from
the pretrained detector.

• confidence represents how confident we trust the track. It stores the
maximum and the average detection scores in the past within a pre-
defined time window.

• predPosition stores the predicted bounding box in the next frame.

3. The detectPallets function returns the strongest bounding boxes, the confi-
dence scores, and the centroids of the detected pallets. This function calls
the previously trained Faster R-CNN detector and CNN classifier which
performs filtering and non-maximum suppression on the raw output of the
detector. The centroids represent the center point of the bounding boxes.
It is a N-by-2 matrix with each row in the form of [x, y].
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4. The predictNewLocationsOfPalletTracks function uses the Kalman filter for
predicting the centroid of each track in the current frame, and update its
bounding box accordingly.

5. The detectionToTrackAssignment is used for assigning object detections
in the current frame to existing tracks by minimizing cost. The cost is
computed based on the overlap ratio between the predicted bounding box
and the detected bounding box. The cost is minimum when the predicted
bbox is perfectly aligned with the detected bbox (e.g. overlap ratio is one).
The assignment problem is solved using the Hungarian algorithm, which
minimizes the total cost [80].

6. The updateAssignedTracks function updates each assigned track with the
corresponding detection. Moreover, it corrects the estimate of the object’s
location using the new detection. Consequently, it stabilizes the bounding
box by taking the average of the size of recent k boxes on the track. It
increases the age of and the total visibility of the track by 1. Finally, the
function adjusts the confidence score of the track based on the previous
confidence (detection) scores.

7. The updateUnassignedTracks function marks each unassigned track as in-
visible by setting the confidence score to 0 since we are not sure why it was
not assigned to a track. It increases the age of the track by 1, and appends
the predicted bounding box to the track.

8. The deleteLostTracks function deletes tracks that have been invisible for
too many consecutive frames or have an average detection confidence score
less than a predefined threshold. It also deletes recently created tracks that
have been invisible for many frames overall. The purpose of this function is
to recognize the false tracks which resulting from noisy detections because
the 2D laser gives only contour information about objects.

9. The createNewTracks function creates new tracks from the unassigned de-
tections. Assuming that any unassigned detection is a start of a new track.

10. The displayTrackingResults function is used for display purpose. It draws
a colored bounding box and label ID for each track. It displays only the
reliable tracks which have an average confidence score greater than a pre-
defined threshold or their ages greater than half of the minimum length
required for considering a track as a True Positive (TP).

There are some parameters must be defined and set to perform the tacking task
using the mentioned algorithm:
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• ageThresh refers to the minimum length required for a track being true
positive.

• visThresh defines the minimum visibility value for a track being true pos-
itive.

• MinConfidenceThresh is a threshold to determine if a track is true positive
or false alarm by taking the recent average confidence up to timeWindowSize
frames.

• timeWindowSize is a tuning parameter to specify the number of frames
required to stabilize the confidence score of a track.
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4.4.1 The Algorithm of Pallets Tracking Phase

The algorithm of pallets tracking can be considered as a function, PalletTrackingUs-
ingKalmanFilter. This function is a collection of the previously mentioned func-
tions, as illustrated in the Algorithm 4. These functions must be called each
frame in order to perform the pallet tracking task.

Algorithm 4 Pallets Tracking Algorithm

1: function PalletTrackingUsingKalmanFilter()
2: Set the global parameters AgeThresh, MinConfidenceThresh, VisibiltyThresh,

ImageSize, timeWindowSize, ...
3: Load the pretrained designed networks

% call initializeTracks function
4: tracks = initializeTracks();
5: for frame = 1 : NumOfFrames do

% call readFrame function
6: TestImage = readFrame();

% call detectPallets function
7: [bboxes, scores, centroids] = detectPallets();

% call predictNewLocationsOfPalletTracks function
8: predictNewLocationsOfPalletTracks();

% call detectionToTrackAssignment function
9: [assignments, unassignedTracks, unassignedDetections] =

detectionToTrackAssignment();
% call updateAssignedTracks function

10: updateAssignedTracks();
% call updateUnassignedTracks function

11: updateUnassignedTracks();
% call deleteLostTracks function

12: deleteLostTracks();
% call createNewTracks function

13: createNewTracks();
% call displayTrackingResults function

14: displayTrackingResults();
15: end for
16: end function
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Chapter 5

Experiments and Results

Summary

This chapter provides the detailed implementation of the proposed approach as
well as the experimental results. It first gives an introduction to the experiment
settings and the test environment. Then, it provides details on the collection of
training data and testing data. Moreover, it explains how we implement the pro-
posed approach, especially the network training and the evaluation methodology
that is used to evaluate the pallet detection system. Finally, it analyses the ex-
perimental results particularly for the tracking task, by considering two different
scenarios. The first scenario is performed by considering only one pallet, while
the second one is performed by considering one more pallet in the environment.

5.1 Experimental Setup

5.1.1 EUR-Pallet

In this project, a standard Euro pallet will be manipulated. Euro pallet is
the standard European pallet as specified by the European Pallet Association
(EPAL). The size of the Euro pallets is 1200× 800mm with a height of 144mm,
as shown in Figure 5.1. In our research, we define as operating face of the pallet
the one of narrow width. On that face there are two slots, each 227.5mm wide,
as shown in Figure 5.1.

Following the standardization, most of the European industries switched over
to use Euro-pallets with trucks, forklifts and high-rack warehouses optimized for
their size. Using a standard size and shape pallet optimized for using in trans-
formation tasks, reduces supply chain costs and increases the productivity. Nec-

2https://en.wikipedia.org/wiki/EUR-pallet
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Figure 5.1: Geometric characteristic of Euro standard pallet 2.

essary industry adjustments required for the implementation of standard pallet
size(s), and all relevant industries follow the standard nowadays. Due to this fact
it is necessary to have pallet recognition algorithms which would a wide range of
users.

5.1.2 Laser Scanner

In the context of mobile robotic applications, there are many ways of measuring
distances, one of the most used approaches is Time-of-Flight (TOF) systems,
which measures the delay until an emitted signal hits a surface and returns to
the receiver, thus estimating the true distance from the sensor to the surface.
This category of systems involves sensing devices such as a Laser Measurement
System (LMS) or LIDAR, radars, TOF cameras, or sonar sensors, which send
rays of light (for example laser) or sound (for example sonar) in the world, which
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will then reflect and return to the sensor. Knowing the speed with which a ray
propagates and using precise circuitry to measure the exact time when the ray
was emitted and when the signal was returned, the distance can be estimated
easily.

Figure 5.2: S3000 Professional laser scanner.

The experiments of detecting the pallets are done with the SICK 3000, S3000
Professional CMS, which is doing planar range scans with the aid of laser beams,
as shown in Figure 5.2. The S3000 is mainly used as a safety unit and typically
used to detect obstacles such as humans, and slow or stop the vehicle dependent
upon obstacles distances to the vehicle. According to the product’s manual3,
SICK 3000 measures its surroundings in two-dimensional polar coordinates. If
a laser beam is incident on an object, the position is determined in the form of
distance and direction. SICK 3000 has a range of 49m (20 m at 20% reflectivity),
a resolution of 0.25 degree, and 16 Hz frequency with a empirical error of 0.003
meters. It has a maximum FOV of 190◦, which is sufficient for performing our
task. This produces high density 761 readings per frame.

3https://www.sick.com/ag/en/s3000-professional-cms-sensor-head-with-io-module/

s30a-6011db/p/p31284

35

https://www.sick.com/ag/en/s3000-professional-cms-sensor-head-with-io-module/s30a-6011db/p/p31284
https://www.sick.com/ag/en/s3000-professional-cms-sensor-head-with-io-module/s30a-6011db/p/p31284


5.1 Experimental Setup

5.1.3 System Overview

Our system is composed of a SICK S3000 (see Section 5.1.2) connected to the
PC through a RS422-USB converter. There are two different PCs are used in our
experiments. The first PC is a Lenovo Z50-70 Laptop which is used for acquiring
data from the laser scanner and performing the on-line pallets tracking. Its
specifications are presented in Table 5.1. For training and testing the proposed
networks, we used a high-performance computing PC which its specifications are
presented in Table 5.2.

Table 5.1: The specifications of Lenovo Z50-70 Laptop

Name Lenovo Z50-70

CPU IntelR© Core i5-4210U CPU & 1.70GHz 4

GPU Nvidia Geforce

Memory 6 GB DRR3 RAM 1600 MHz

Storage 1000 GB 5400 RPM

OS Ubuntu 16.04 LTS 64-bit

Table 5.2: The specifications of EMARO Lab PC

Name EMAROLab PC

CPU Intel(R) Core i7-4790 CPU & 3.60GHz

GPU Nvidia Geforce GTX970

Memory 32 GB DDR3 RAM 4000 MHz

Storage 1000 GB 7200 RPM

OS Ubuntu 14.04 LTS 64-bit

The experiments were mainly carried out in MATLAB and Robt Operating
System (ROS) [81] on Ubuntu to verify our approach. The raw data is acquired
from the laser scanner using ROS node, which is written in C++ language, so-
called s3000 laser node node. This node publishes sensor msgs/LaserScan mes-
sages on the scan topic. The running ROS nodes can be displayed using the
rqt graph, as shown in Figure 5.3. rqt graph provides a GUI plugin for visualizing
the ROS computation graph4. To process that data, we write a node that sub-
scribes messages on the scan topic. For the implementation of CNNs, this node is
used for acquiring the training and testing dataset. In our experiment, the pallet
recognition and tracking algorithms are written in MATLAB and implemented
using Computer Vision System Toolbox. So, in order to perform on-line tracking

4http://wiki.ros.org/rqt_graph
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Figure 5.3: rqt graph shows the node and their connections through topics

of the pallets, the interface between MATLAB and ROS should be carried out.
It is carried out by the Robotics System Toolbox (RST)5. RST enables you to
communicate with a ROS network, interactively explore robot capabilities, and
visualize sensor data. You can develop, test, and verify your robotics algorithms
and applications on ROS-enabled robots and robot simulators such as Gazebo
and V-REP. Once the interface between MATLAB and ROS is established, you
can read the laser scan ranges by subscribing to the laser scan topic.

5.2 Dataset

It is now time to have a look at dataset used to verify our approach. The dataset
is collected in European Master on Advanced RObotics (EMARO) Lab at the
University of Genoa6. The test area is a typical indoor environment with different
obstacles, such as walls, robots, and offices, which helped us to acquire the proper
data. Figure 5.4 shows the test environment. In our experiments, the total
number of the captured data by the laser scanner where the pallet is present is
340 scenes (examples). Where, the scene is the acquired data by the laser scanner
in each execution step.

The data association is performed considering these assumptions:

• The scene must be different at each time, in terms of the distance and angle
of the laser scanner to the pallet, and the dynamic environment which may
change.

5https://it.mathworks.com/hardware-support/robot-operating-system.html
6http:www.robotics.ingegneria.unige.it/

37

https://it.mathworks.com/hardware-support/robot-operating-system.html
http:www.robotics.ingegneria.unige.it/
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Figure 5.4: The test environment at EMARO Lab.

• We define as operating face of the pallet the one of narrow width. On that
face there are two slots, each 227.5mm wide, as shown in Figure 5.1.

• Bearing this in mind, if there is an obstacle in front of the operating face
of the pallet, this scene will not be considered as a pallet class. In other
words, it will be enough just to see the front view, and no need to give the
whole pallet as the model to be detected.

In order to avoid some problems presented in realistic situations, such as data
association mistakes, road irregularities, vehicle vibrations, and so on, the data
was collected under user supervision. This task is done by rviz node to increase
the confidence that the pallet in the scene, as shown in Figure 5.5. The rviz node
comes with a standard package rviz in ROS7. All the scans collected during the
entire pallet detection process can be conveniently visualized and shown inside
this interface. Finally, all the captured data must be converted into images as
mentioned before in Section 4.2. Figure 5.6 presents some examples of our dataset
which will be used for training and testing the proposed network.

The bounding boxes of the pallets in the images were manually generated using
Training Image Labeler App. The 340 original images are used for generating the
artificial data by simply rotating each image by 90◦ and −90◦. So, the data for
training and testing is totally 1020 examples.

7http://wiki.ros.org/rviz/Tutorials
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Figure 5.5: User interface of rviz node.
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Figure 5.6: Examples from the dataset used for training and testing.
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5.3 Training and Evaluation Process

Some data preprocessing is required before network training. The original images
are resized to 250 × 250 images. The maximum detection range of the laser is
adjusted to 6m which is compatible with the test area. The data is stored in
a table. The first column contains the path to the images file. The remaining
columns contain the ROI labels for pallets.

In our experiments, the proposed network architecture for the pallets detection
and classification that we use is the same as the one introduced in Figure 4.4,
with exactly the same parameters. We create the CNN layer by layer using Neural
Network Toolbox functionality, starting with the imageInputLayer function, which
defines the type and size of the input layer. For classification task using CNN,
the input size is typically the size of the original training images (e.g. 250× 250
image). For detection task using Faster R-CNN, the CNN needs to analyze
smaller sections of the image, so the input size must be similar in size to the
smallest object in the data set.

5.3.1 Faster R-CNN Detector

5.3.1.1 Training Process

As mentioned previously, the Faster R-CNN detector is composed of three main
layers. They are input layer, middle layers, and final layers. The input layer
consists of only the image input layer with a size of 32 × 32 and a depth of 3.
While, the middle layers are made up of two convolution layers, two ReLU layers,
and one max-pooling layer. The two convolution layers are created with 40 filters,
each with a height and width of 3, a stride of 1 in the horizontal and vertical
directions, and a padding of 1. Whereas, the max-pooling layer creates pooling
regions of size [3, 3] and a stride of 1. The final layers are composed by two
fully connected layers, one ReLU layer, and finally softmax classification layer.
The first fully connected layer is a fully connected layer with 64 output neurons.
The output size of this layer is an array with a length of 64, which represents
the most significant features in the image. The last fully connected layer must
produce outputs that can be used to measure whether the input image belongs
to one of the object classes or background. Table 5.3 shows all the intermediate
layers and their parameters of the Faster R-CNN for the detection task.

To train the network, we split the collected data into training set and testing
set, where the training set consists of 714 images and the validation set consists
of 306 images. Because of the development of these models being based on GPU-
computing for faster and more efficient training, the GPU played a very important
role for the results. Stochastic Gradient Descent (SGD) algorithm is used to train
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Table 5.3: All the intermediate layers and their parameters of the Faster R-CNN

Name Type Kernel size Stride Padding Layer depth

ImLayer Image Input - - - 3

conv1 Convolutional 3 1 1 40

relu1 ReLU - - - -

conv2 Convolutional 3 1 1 40

relu2 ReLU - - - -

pool1 Max-pooling 3 1 0 40

fully1 Fully connected - - - -

relu3 ReLU - - - -

fully2 Fully connected - - - -

soft1 Softmax - - - -

the network. The SGD algorithm updates the parameters (weights and biases)
so as to minimize the error function by taking small steps in the direction of the
negative gradient of the loss function [82]. To fine-tune the network, the initial
learning rate is preferred to be small. We actually tried using 10−3, 10−4, and
10−6 as the initial learning rate. We finally chose the initial learning rate of 10−6

which achieves faster convergence and high performance of detection. We trained
the network for 20 epochs, which takes an average of 45 minutes on the EMARO
Lab PC, and 6 hours in Lenovo Labtop.

There are two significant parameters must be fine-tuned in order to improve
the detection task. They are PositiveOverlapRange and NegativeOverlapRange.
The PositiveOverlapRange defines the bounding box overlap ratios for positive
training samples, while the NegativeOverlapRange defines the bounding box over-
lap ratios for negative training samples. The best values for these parameters
should be chosen by testing the trained detector on a validation set. We set Pos-
itiveOverlapRange to [0.6, 1] and NegativeOverlapRange to [0.1, 0.3]. Bounding
boxes are additionally filtered using non-maximum-suppression with threshold of
0.3. The reason for that is because the network is learning from patterns. Figure
5.7 displays the detected ROIs and their corresponding scores before and after
suppression.

5.3.2 CNN Classifier

5.3.2.1 Training Process

As mentioned previously, the CNN classifier is composed of three main layers.
They are input layer, middle layers, and final layers. The input layer consists of
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(a) The detected ROIs before suppres-
sion.

(b) The detected ROIs after suppres-
sion.

Figure 5.7: The detected ROIs and detection scores before and after suppression.

only the image input layer with a size of 250 × 250 and a depth of 3 which is
exactly the size of the original training images. While, the middle layers are made
up of one convolution layer, one ReLU layer, and one max-pooling layer. The
convolution layer is created with 25 filters, each with a height and width of 20, a
stride of 1, and a padding of 1. Whereas, the max-pooling layer creates pooling
regions of size [5, 5] and a stride of 2. The final layers are composed by one fully
connected layer, and finally softmax classification layer. The fully connected layer
produces outputs that can be used to measure whether the input image belongs
to the pallet object class or background (non-pallet). Table 5.4 shows all the
intermediate layers and their parameters of the CNN for the classification task.

As mentioned previously in Section 4.3.2, the CNN classifier takes the output
images of the Faster R-CNN with only the detected ROIs as a training dataset.
Figure 5.7b shows the final output of the Faster R-CNN. It has 4 ROIs each one
considered as an image with the same size as the original images, as shown in
Figure 5.8. In this case, the dataset consists of 950 images, where the positive
class (C1), where the pallet is present, consists of 450 images and the negative
class (C0) consists of 500 images. Furthermore, SGD algorithm is used to train
the CNN network. For fine-tuning the network, we actually tried different values
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Table 5.4: All the intermediate layers and their parameters of the CNN

Name Type Kernel size Stride Padding Layer depth

ImLayer Image Input - - - 3

conv1 Convolutional 20 1 1 25

relu1 ReLU - - - -

pool1 Max-pooling 5 2 0 25

fully2 Fully connected - - - -

soft1 Softmax - - - -

of the initial learning rate α. We finally chose the initial learning rate of 0.03
which achieves faster convergence and high performance ,as illustrated in Table
5.5. We trained the network with two different values of epochs (e.g. MaxEpochs
= 5 or 10 ) with a mini-batch size of 50.

5.3.2.2 Evaluation Process

Since it is a supervised task, the k-fold cross-validation is used for evaluation.
We trained the CNN with different values of k-fold K. We set K to 5 and 10.
The results of the both cases are summarized in Table 5.5. We can observe from
Table 5.5 that our classifier has an average success rate of 99.58% in the case of
α = 0.03 with K = 10. In general, the classifier achieves a high accuracy within
short a time of training.

Table 5.5: The testing phase of CNN with different values of α and K.

α k-fold K MaxEpochs Average Accuracy (%) Training time (sec)

0.03 5 5 99.26 761

0.03 10 5 99.58 1551

0.003 5 5 95.47 770

0.003 10 5 95.68 1553

5.4 Pallets Tracking Process

According to the fine-tuning results in Table 5.5, the last phase of our system
can be tested. Bearing this in mind, pallets are detected from the environment
using Faster R-CNN, then tracked with a simple Kalman filter. The objective of
the tracking experiment is to increase the confidence that the pallet is present.
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(a) ROI No. 1 (b) ROI No. 1

(c) ROI No. 3 (d) ROI No. 4

Figure 5.8: The 4 detected ROIs from Faster R-CNN, Figure 5.7b, each one
considered an input image to CNN, with a size of 250 × 250, for training the
network.
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In order to achieve our goal, we performed 4 experiments in terms of the distance
and angle of the laser scanner to the pallet, and the dynamic environment which
may change. These experiments were performed while the robot was moving
towards the pallet. In a simple matter, we acquired data from the laser scanner
while the robot was moving. In total for each trajectory, we acquired 10 scenes
(frames). Then, between each two sequential frames, we generated an artificial
data from the original one. So, the acquired data for each trajectory is 40 frames.

Due to availability, the experiments were carried out by considering only one
pallet in the environment. Consequently to check the robustness of our algorithm,
an artificial data was generated by considering one more pallet in the environment.
The following parameters were used for performing the tracking task:

ageThresh = 10• timeWindowSize = 6•
MinConfidenceThresh = 0.35• visThresh = 0.6•

5.4.1 Experiment Results Considering only One Pallet

Based on the predefined parameters and the fine-tuned networks, the experiments
were implemented for each track using PalletTrackingUsingKalmanFilter func-
tion, as illustrated in Algorithm 4. It is observed that the proposed algorithm
be able to detect and track the positive track (pallet) among other negatives
tracks. Figure 5.9 and Figure 5.10 show the results of the pallet tracking task,
considering only the first 24 frames of the acquired frames. Each frame, in the
Figures, displays the detected ROIs (see Frame No. 1, the box in yellow color)
of the designed network for detecting the pallets. As observed in the Frame No.
6, the tracking algorithm displays the first track which has an average confidence
of 0.9999 (T1).

As we can see in Frame No. 8, another track is considered (T2). However, by
time passing, its average confidence became less than MinConfidenceThresh =
0.35. Consequently, the algorithm decided to delete it. This means that it was
a false alarm. By Frame No. 17, we can infer that track T1 represents positive
track (pallet) with an average confidence of 0.9857, and consequently, we can
estimate the position of the pallet in order to perform automatic docking to the
pallet. It is observed that the total time for processing the forty frames is 11 sec.
This means that the on-line tracking can be carried out without any delay.

5.4.2 Experiment Results Considering Two Pallets

Based on the same conditions and the fine-tuned networks, the experiments were
implemented by considering two pallets. It is observed that the algorithm is able
to recognize both and keep tracking them, as shown in Figure 5.11. Moreover, it
is observed that the total time for processing the forty frames is 12 sec.
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5.4 Pallets Tracking Process

Figure 5.9: The detected ROIs for each frame with displaying only the reliable
tracks (Frames No. 1− 12).
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5.4 Pallets Tracking Process

Figure 5.10: The detected ROIs for each frame with displaying only the reliable
tracks (Frames No. 13− 24).
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5.4 Pallets Tracking Process

Figure 5.11: The detected ROIs for each frame, considering two pallets.
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Chapter 6

Conclusions and Future Work

The main objectives of this thesis was to present the solution to the problem of
identifying, localizing, and tracking the pallets based on laser rangefinder using
machine learning techniques, in order to load the pallet automatically. The so-
lution is mainly based on detecting the pallets using CNNs and tracking them
using a simple Kalman filter. In fact, we do not need to have a robust tracker,
because it is used just to reduce the false positive rate and to maintain the objects
(pallets) in the scene labelled. To the best of our knowledge, this is the first work
that applies CNNs for pallets detection using a 2D LRF.

The designed and developed pallet detection system was presented and tested
on real world dataset. A comprehensive overview of the detection pipeline and its
implementation phases were given. The problem of pallet tracking was presented
which can be divided into two parts: (1) Detecting objects (e.g. pallets) in each
frame using the pretrained networks, (2) Associating the detections corresponding
to the same object over time.

The experiment settings, the test environment, and details on the collection
of training data were introduced for testing our system. Moreover, the network
training and the evaluation methodology, that is used to evaluate the pallet de-
tection system, were presented for performing the pallet tracking task. Finally,
the experimental results particularly for the tracking task, by considering only
one pallet as well as considering one more pallet in the environment, were ana-
lyzed. It is observed that the proposed system has the capability of recognizing
and tracking the positive tracks (pallets) among other negatives tracks with high
confidence scores.

Here, we are going to list some possible directions for future work:

• We first need to perform on-line tracking for the pallets.

• Then, we need to estimate the position of the pallet with respect to the
robot reference frame.
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• Consequently, we need to integrate the proposed pallet detection system
into trans-pallet vehicle and test them in real environment.

• Finally, once the position of the pallet relative to the vehicle is obtained,
a trajectory has to be generated to pick up the pallet. This task can be
managed by Model Predictive Control (MPC).
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Appendix A

Marker-Based Localization

System

Being autonomous is one of the most important goals in mobile robots. One of
the fundamental works to achieve this goal is giving the robot the ability to find
its own correct pose. Localization is a well studied problem in mobile robotics
since the information about the robot’s pose is essential for many applications.
Over the last 20 years, several indoor localization techniques have been proposed
and they have demonstrated the capability to robustly estimate the pose of robots
in a large variety of application scenarios. Especially in industrial applications,
a key requirement is the high localization and positioning accuracy of the robot
on the factory floor. Precise positioning typically is a prerequisite to perform
docking or mobile manipulation tasks such as pick and place.

The second topic that has been covered in this thesis is regarding the robot
localization. It presents a mobile robot self-localization method with the use of
artificial markers deployed to an environment. A specialty of the markers is that
the position and rotation of the camera relative to the marker can be determined
from only one marker [83]. In previous works, two indoor localization approaches
have been used to provide a very precise estimation of the robot position, as
presented in [3, 84, 85]. The experimental tests are carried out on the Laptop
Webcam, using ARUCO markers.
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A.1 Literature Review

A.1 Literature Review

Several approaches have been introduced to solve this problem. The commonly
used sensors for localization are RFID [86], laser scanners [87,88], cameras [89–93],
or GPS receivers [94]. Different probabilistic approaches have been successfully
applied to localize robots with respect to a given map in a robust manner, often
relying on techniques such as extended Kalman filters (EKF) [95–97], or parti-
cle filters [98–100]. There exist also approaches based on Monte-Carlo localiza-
tion (MCL) [101]. In [101] the authors introduce the Monte Carlo Localization
method, where they represent the probability density involved by maintaining
a set of samples that are randomly drawn from it. By using a sampling-based
representation they obtain a localization method that can represent arbitrary
distributions. Vision-based MCL was first introduced by Dellaert et al. [102].

A novel method based on the harmony search (HS) algorithm for robot lo-
calization through scan matching is presented in [103]. In [104] an overview is
presented of the most recent developments in sensor technology and methodology
for indoor positioning, mapping and new applications enabled by indoor location
information. In [105] inertial sensors are integrated with a 2D laser scanner to
obtain the position of a mobile robot. The work in [106] presents a global local-
ization system for an indoor autonomous vehicle equipped with odometry sensors
and a radio-frequency identification (RFID) reader to interrogate tags located on
the ceiling of the environment. Sensors and methods for indoor localization have
been comprehensively reviewed in these books [107–110].

A.2 Marker-Based Localization System

This section presents firstly a visual localization system based on artificial mark-
ers which are placed in the environment and are used to determine the relative
position of the robot with respect to these markers. The visual system can in-
clude one or two cameras and should detect some markers in the environment by
use of computer vision tools [111–113]. These markers may be artificial or nat-
ural [83]. A specialty of the markers is the possibility to determine the relative
position of the robot to a single marker. It is when a special type of 2D marker
is used. If we know the calibration parameters of the camera lens, we can get the
translation and rotation of the marker towards the image plane [114]. Moreover,
using markers for robot localization does not add a new cost to the system like
in beacons.

Several types of 2-D marker systems such as ARSTudio, ReacTIVision, Cy-
berCode, Intersense, ARToolkit, ARTag, and ArUco were primarily developed for
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A.2 Marker-Based Localization System

the purpose of augmented reality [115]. In this work, the system ArUco markers
will be used in visual localization. The main benefit of these markers is that a
single marker provides enough information to obtain the camera pose. In [83] ex-
periment results are described. The results prove that this system can be reliably
employed in visual localization of mobile robots. The main features of ArUco
library and how it works are presented in [114,116].
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