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Abstract

The conditions of existence of a Lyapunov-Krasovskii functional (LKF) for nonlinear input-to-state stable (ISS) neutral type
systems are proposed. The system under consideration depends nonlinearly on the delayed state and the delayed state derivative,
and satisfies the conditions for the existence and uniqueness of the solutions. The LKF and the system properties are defined in a
Sobolev space of absolutely continuous functions with bounded derivatives.
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1 Introduction

Stability analysis for dynamical systems constitutes an im-
portant area of research in different domains of science
and technology, and especially in the control theory [11].
For generic dynamical systems, the key tool to study sta-
bility is the Lyapunov function method, which for time-
delay systems have two extensions based on Lyapunov-
Razumkhin functions and Lyapunov-Krasovskii function-
als [5, 7, 11, 13, 14]. These approaches have also their de-
velopment for systems with inputs, where one of the most
popular concepts is ISS [1]. It is a well-known fact that
existence of a Lyapunov function is necessary and suffi-
cient for asymptotic stability and ISS in the case of or-
dinary differential equations [11]. For time-delay systems,
the conditions of such an equivalence appeared rather re-
cently (for instance, check [8, 12] for asymptotic stability,
and [9, 10, 15, 16, 17, 19] for ISS case). For the class of non-
linear neutral type time-delay systems, the papers [19, 20]
develop the equivalent conditions of asymptotic stability
and ISS in terms of existence of LKF. In these works, the
systems in the Hale’s form have been analyzed, and an im-
plicit expression of LKF has been proposed. A two steps
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ence and Higher Education of Russian Federation, passport of
goszadanie no. 2019-0898, by Joint Research Project HetCPS:
Ministry of Science & Technology of Israel, CNRS and by Israel
Science Foundation (grant No 673/19).

procedure from [9] is used in [19, 20], which at the last it-
eration includes an infinite summation over a partition of
unity, then the form of dependence of LKF on the state
function is complicated and not intuitive. Studying uni-
form asymptotic stability these results have been extended
in [2] to a different class of neutral time-delay systems (not
in the Hale’s form) with a coercive LKF given in an explicit
form. Differently from [9, 19, 20], where the stability has

been analyzed in the space W1,+∞
[−τ,0] (the Sobolev space of

continuous functions with essentially bounded derivatives),

while also frequently the space W1,2
[−τ,0] is used [5] (the

state derivative is square integrable), in [2] the mathemat-

ical treatment has been performed in W1,1
[−τ,0] (the Sobolev

space of continuous functions with integrable derivatives).
The technical advantage of such a change consists in the
established Lipschitz continuity of the solutions of the neu-
tral type systems with locally Lipschitz continuous right-
hand side in W1,1

[−τ,0] (in W1,+∞
[−τ,0] such a property has been

proven for the systems in the Hale’s form only).

The main contribution of the present work consists in the
formulation of equivalent conditions of ISS for neutral type
nonlinear time-delay systems with essentially bounded in-
puts in W1,1

[−τ,0]. As in [17, 20], two types of the conditions

are given: in terms of existence of an LKF, and in terms of
uniform global asymptotic stability of an auxiliary system.
A conference version of the paper restricted to the case of
asymptotic stability was presented in [2].
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The outline of this paper is as follows. Some preliminary
results are introduced in Section 2. The problem statement
is given in Section 3. The main result is established in
Section 4.

2 Preliminaries

Denote by R and N the sets of real and natural numbers,
respectively, and R+ = {s ∈ R : s ≥ 0}.

2.1 Definitions of norms and spaces

Denote by Cn[a,b], [a, b] ⊂ R the Banach space of continuous

functions φ : [a, b]→ Rn with the uniform norm ‖φ‖[a,b] =
sups∈[a,b] |φ(s)|, where | · | is the standard Euclidean norm
in Rn.

For a Lebesgue measurable function of time d : [a, b] →
Rm, [a, b] ⊂ R, define the norm ‖d‖[a,b] = ess sups∈[a,b]|d(s)|,
then ‖d‖∞ = ess sups≥0|d(s)| and the space of d with
‖d‖[a,b] < +∞ (‖d‖∞ < +∞) we further denote as Lm[a,b]
(Lm∞).

Denote by W1,p
[a,b], p ∈ N and W1,∞

[a,b] the Sobolev spaces

of absolutely continuous functions φ : [a, b] → Rn,
[a, b] ⊂ R, with bounded derivatives having the respective

norms ‖φ‖W1,p

[a,b]
= ‖φ‖[a,b] +

(∫ b
a
|φ̇(s)|pds

) 1
p

< +∞ and

‖φ‖W1,∞
[a,b]

= ‖φ‖[a,b] + ‖φ̇‖[a,b] < +∞, where φ̇(s) = ∂φ(s)
∂s

(it is a Lebesgue measurable essentially bounded function

for φ ∈W1,∞
[a,b], i.e. φ̇ ∈ Ln[a,b])

1 .

Lemma 1 [2] For any φ ∈ W1,∞
[a,b] and p ∈ N ∪ {+∞} the

following inequalities are satisfied:

min{1, (b− a)
1
p−1}‖φ‖W1,1

[a,b]
≤ ‖φ‖W1,p

[a,b]

≤ max{1, (b− a)
1
p }‖φ‖W1,∞

[a,b]
.

PROOF. From the norm definition we deduce:

‖φ‖W1,p

[a,b]
= ‖φ‖[a,b] +

(∫ b

a

|φ̇(s)|pds

) 1
p

≤ ‖φ‖[a,b] +

(∫ b

a

‖φ̇‖p[a,b]ds

) 1
p

≤ max{1, (b− a)
1
p }‖φ‖W1,∞

[a,b]
,

1 In [6, 14] the norm with p = 2 has been only used for the
state space of time-delay systems.

and using integral Jensen’s inequality [11]:

‖φ‖W1,p

[a,b]
= ‖φ‖[a,b] +

(∫ b

a

|φ̇(s)|pds

) 1
p

≥ ‖φ‖[a,b] + (b− a)
1
p−1

∫ b

a

|φ̇(s)|ds

≥ min{1, (b− a)
1
p−1}‖φ‖W1,1

[a,b]

that was necessary to prove.

2.2 Comparison functions and their properties

A continuous function σ : R+ → R+ belongs to class K
if it is strictly increasing and σ(0) = 0; it belongs to class
K∞ if it is also radially unbounded.

Lemma 2 [9] For any α ∈ K there exists a continuous
function γ : R+ → R+ admitting the following properties:
γ(0) = 0, γ(s) > 0 for all s > 0, and

γ(s) ≤ α(s), |γ(s)− γ(s′)| ≤ |s− s′| ∀s, s′ ∈ R+.

In addition,
lim

s→+∞
γ(s) = +∞

provided that α ∈ K∞.

A continuous function β : R+×R+ → R+ belongs to class
KL if β(·, r) ∈ K and β(r, ·) is a strictly decreasing to zero
for any fixed r ∈ R+.

Lemma 3 [21] For any β ∈ KL there exist θ1, θ2 ∈ K∞
such that

β(s, t) ≤ θ1

(
θ2(s)e−t

)
∀s ≥ 0, t ≥ 0.

2.3 Neutral systems under consideration

Consider an autonomous functional differential equation
of the neutral type with inputs [14]:

ẋ(t) = f(xt, ẋt, d(t)), t ≥ 0 (1)

where x(t) ∈ Rn and xt ∈ Cn[−τ,0] is the state function,

xt(s) = x(t+ s), −τ ≤ s ≤ 0, with ẋt ∈ Ln[−τ,0]; d(t) ∈ Rm
is the external input, d ∈ Lm∞. The function f : Cn[−τ,0] ×
Ln[−τ,0] ×Rm → Rn is continuous and Lipschitz in the sec-

ond variable with a constant smaller than 1, ensuring for-
ward uniqueness and existence of the system solutions at
least locally in time [14]. We assume f(0, 0, 0) = 0. For the
initial function x0 ∈ Cn[−τ,0] and disturbance d ∈ Lm∞ de-

note a unique solution of the system (1) by x(t, x0, d), which
is an absolutely continuous function defined on some time
interval [−τ, T ) for T > 0, then xt(x0, d) ∈ Cn[−τ,0] repre-

sents the corresponding state function, and xt(s, x0, d) =
x(t+ s, x0, d) for all −τ ≤ s ≤ 0.
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Given a continuous functional V : R+×Cn[−τ,0]×L
n
[−τ,0] →

R+ define:

D+V (t, φ, φ̇, d) = lim sup
h→0+

1

h
[V (t+ h, xh(φ, d), ẋh(φ, d))

−V (t, φ, φ̇)],

where xh(φ, d) is a solution of the system (1) for φ ∈
Cn[−τ,0], φ̇ ∈ L

n
[−τ,0] and d ∈ Rm is a constant.

2.4 Uniform stability

Denote D = {d ∈ Lm∞ : ||d||∞ ≤ 1} and D = {d ∈ Rm :
|d| ≤ 1} in order to analyze the behavior of (1) with a
bounded input d. Then in the following we summarize the
well-known results [5, 13] on stability of (1).

Definition 1 [6, 16, 18] The system (1) is called uni-
formly globally asymptotically stable (uGAS), if for all x0 ∈
W1,1

[−τ,0] and d ∈ D there exists β ∈ KL such that

‖xt(x0, d)‖W1,1

[−τ,0]
≤ β(‖x0‖W1,1

[−τ,0]
, t) ∀t ≥ 0.

Instead of W1,1
[−τ,0] any other space W1,p

[−τ,0] can be used in

this definition for p ∈ N ∪ {+∞}.

As it is usually assumed [6, 18], in this case

|x(t, x0, d)| ≤ β(‖x0‖W1,1

[−τ,0]
, t) ∀t ≥ 0.

Recall that in [3], under the assumption that f is Lipschitz

in the second variable φ̇ with a constant smaller than 1, it
is established that the latter estimate is equivalent to the
stability in W1,∞

[−τ,0].

Definition 2 A continuous functional V : R+ ×Cn[−τ,0] ×
Ln[−τ,0] → R+ is called simple if D+V (t, φ, φ̇, d) is indepen-

dent on φ̈.

For instance, a locally Lipschitz functional V : Cn[−τ,0] →
R+ is simple.

Definition 3 [6, 16, 18] A continuous functional V : R+×
Cn[−τ,0] × L

n
[−τ,0] → R+ is called LKF for the system (1) if

it is simple, there exist p ∈ N ∪ {+∞}, α1, α2 ∈ K∞ and
α ∈ K such that V is Lipschitz continuous on bounded sets
in W1,p

[−τ,0] \{0}, and for all t ∈ R+, d ∈ D and φ ∈W1,p
[−τ,0]:

α1(‖φ‖W1,p

[−τ,0]
) ≤ V (t, φ, φ̇) ≤ α2(‖φ‖W1,p

[−τ,0]
),

D+V (t, φ, φ̇, d) ≤ −α(V (t, φ, φ̇)).

Note that existence of such a LKF implies that for all t ∈
R+, d ∈ D and φ ∈W1,p

[−τ,0]:

α1(|φ(0)|) ≤ V (t, φ, φ̇) ≤ α2(‖φ‖W1,p

[−τ,0]
),

D+V (t, φ, φ̇, d) ≤ −α̂(|φ(0)|),

where α̂(s) = α(α1(s)) is a function from class K, which is
the standard LKF formulation used to establish asymptotic
stability [5].

Theorem 1 [5, 6] If there exists a LKF for the system (1),
then it is uGAS.

There exist also some converse results to Theorem 1, see,
e.g., [19], which are obtained for V : Cn[−τ,0] → R+ and a

special class of f in the Hale’s form, and [9] for the back-
ground framework. Here we will use the following counter-
part of Theorem 1 given in [2] (since in the sequel we have
to develop some steps of the proof from [2], it is presented
in the Appendix):

Theorem 2 Let the system (1) be uGAS in the sense of
Definition 1 and f : Cn[−τ,0] × L

n
[−τ,0] × Rm → Rn be

uniformly Lipschitz continuous on bounded sets in W1,1
[−τ,0]

( i.e., for any closed and bounded subset Υ ⊂W1,1
[−τ,0] there

exists LΥ > 0 such that

|f(φ, φ̇, d)− f(ϕ, ϕ̇, d)| ≤ LΥ‖φ− ϕ‖W1,1

[−τ,0]

for all φ, ϕ ∈ Υ and d ∈ D). Then there exists a LKF for
the system (1) with p = 1.

The expression for a LKF proposed in the proof of Theorem
2, see (4) in the Appendix, has an explicit form (if only
negative definiteness of D+V (x0, ẋ0, d) is required), and
it is more simple than in [9, 19, 20], where a two step
procedure for construction of LKF has been proposed.

2.5 Robust stability

The ISS property is an extension of the conventional stabil-
ity paradigm to the systems with external inputs [6, 18, 23].

Definition 4 [6, 18] The system (1) is called practical ISS,

if for all x0 ∈W1,1
[−τ,0] and d ∈ Lm∞ there exist q ≥ 0, β ∈ KL

and γ ∈ K such that for all t ≥ 0

‖xt(x0, d)‖W1,1

[−τ,0]
≤ β(‖x0‖W1,1

[−τ,0]
, t) + γ(||d||[0,t)) + q.

If q = 0 then (1) is called ISS.

Definition 5 The system (1) is said to possess the practi-

cal asymptotic gain (AG) property, if for all x0 ∈ W1,1
[−τ,0]

and d ∈ Lm∞ there exist q ≥ 0 and γ ∈ K such that

lim
t→+∞

‖xt(x0, d)‖W1,1

[−τ,0]
≤ γ(||d||∞) + q.

If q = 0 then (1) admits AG property.

Definition 6 The system (1) is said to have the practical

global stability (GS) property, if for all x0 ∈ W1,1
[−τ,0] and

d ∈ Lm∞ there exist q ≥ 0 and σ1, σ2 ∈ K such that for all
t ≥ 0

‖xt(x0, d)‖W1,1

[−τ,0]
≤ max{σ1(‖x0‖W1,1

[−τ,0]
), σ2(||d||∞)}+ q.

If q = 0 then (1) admits GS property.
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Again, instead of W1,1
[−τ,0] any other space W1,p

[−τ,0] can be

used in these definitions for p ∈ N ∪ {+∞}.

As it follows from the definitions above, a (practical) ISS
system has (practical) AG and (practical) GS properties,
and for a system in (1) described by an ordinary differential
equation (i.e., with τ = 0) the converse implication also
holds [1].

As it has been observed in [6, 18], a sufficient characteri-
zation of ISS property can be introduced for (1):

Definition 7 A continuous functional V : R+ ×Cn[−τ,0] ×
Ln[−τ,0] → R+ is called practical ISS LKF for the system (1)

if it is simple and there exist p ∈ N∪{+∞}, r ≥ 0, α1, α2 ∈
K∞ and α, χ ∈ K such that V is Lipschitz continuous on
bounded sets inW1,p

[−τ,0]\{0}, and for all t ∈ R+, φ ∈W1,p
[−τ,0]

and d ∈ Rm:

α1(‖φ‖W1,p
[−τ,0]

) ≤ V (t, φ, φ̇) ≤ α2(‖φ‖W1,p
[−τ,0]

),

V (t, φ, φ̇) ≥ max{r, χ(|d|)} =⇒ D+V (t, φ, φ̇, d) ≤ −α(V (t, φ, φ̇)).

If r = 0 then V is an ISS LKF.

Theorem 3 [6] If there exists a (practical) ISS LKF for
the system (1), then it is (practical) ISS with the AG γ =
α−1

1 ◦ χ.

There exist also some converse results to Theorem 3, see
e.g. [20], which are also obtained for V : Cn[−τ,0] → R+ and

neutral systems in Hale’s form.

3 Problem statement

The goal of this work is to propose a converse of Theorem 3
for xt ∈W1,1

[−τ,0] and for another class of f than in [19, 20].

In particular, as in Theorem 2 the following hypothesis is
accepted in the sequel:

Assumption 1 The system (1) is ISS in the sense of Def-
inition 4, and f : Cn[−τ,0] ×L

n
[−τ,0]×Rm → Rn is Lipschitz

continuous on bounded sets in W1,1
[−τ,0]×Rm: for any closed

and bounded subsets Υ ⊂W1,1
[−τ,0] and D ⊂ Rm there exists

LΥ,D > 0 such that

|f(φ, φ̇, d)− f(ϕ, ϕ̇, δ)| ≤ LΥ,D(‖φ− ϕ‖W1,1

[−τ,0]
+ |d− δ|)

for all φ, ϕ ∈ Υ and d, δ ∈ D.

Here the boundedness of a subset is understood as bound-
edness of the least upper bound of the norm for difference
of any two elements of the subset.

An example of such a system is given by dynamics with
distributed delays in the state derivatives and general de-
lays in the state:

f(φ, φ̇, d) = F (φ,

∫ 0

−τ
k(s)φ̇(s)ds, d)

with a Lipschitz continuous on bounded sets function F :
Cn[−τ,0] × R2n → Rn and an essentially bounded kernel

k : [−τ, 0] → R. An important example covered by As-
sumption 1 includes retarded system with a pointwise de-
lay:

ẋ(t) = F (x(t), x(t− τ), d(t)),

then f(φ, φ̇, d) = F (φ(0), φ(0) −
∫ 0

−τ φ̇(s)ds, d) and it has

been observed previously [4, 5] that a LKF in W1,2
[−τ,0] for

this kind of dynamics is usually more efficient than in
Cn[−τ,0] (especially for robustness analysis).

From the relations between the norms given in Lemma 1 we
observe that boundedness of xt in W1,+∞

[−τ,0] implies immedi-

ately a similar property for all other norms. Therefore, a
stability analysis performed in the space W1,1

[−τ,0] seems to

be less restrictive, which is the motivation for selection of
that space in this problem formulation.

4 Main results

In this section, first, some preliminary results are estab-
lished, which clarify the features and significance of the
imposed assumptions, and second, a converse result is pre-
sented.

4.1 Lipschitz continuity of solutions

Under the introduced restrictions we have the following
useful property for the solutions of system (1):

Proposition 1 Let Assumption 1 be satisfied. Then in (1),

for any T > 0, and closed and bounded subsets Υ ⊂W1,1
[−τ,0]

and Θ ⊂ Lm∞, there exists MT,Υ,Θ > 0 such that

‖xt(φ, d)− xt(ϕ, δ)‖W1,1

[−τ,0]
≤MT,Υ,Θ(‖φ− ϕ‖W1,1

[−τ,0]

+||d− δ||[0,T )) ∀t ∈ [0, T ]

for all φ, ϕ ∈ Υ and d, δ ∈ Θ.

PROOF. According to Assumption 1 there are β ∈ KL
and γ ∈ K such that (consider also q ≥ 0)

‖xt(x0, d)‖W1,1

[−τ,0]
≤ β(‖x0‖W1,1

[−τ,0]
, t) + γ(||d||∞) + q

for all t ≥ 0, for all x0 ∈ W1,1
[−τ,0] and d ∈ Lm∞. For any Υ

and Θ as above, φ, ϕ ∈ Υ and d, δ ∈ Θ, there exists ρ > 0
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such that ‖φ‖W1,1

[−τ,0]
≤ ρ, ‖ϕ‖W1,1

[−τ,0]
≤ ρ, ||d||∞ ≤ ρ and

||δ||∞ ≤ ρ. Hence, we have

max{‖xt(φ, d)‖W1,1

[−τ,0]
, ‖xt(ϕ, δ)‖W1,1

[−τ,0]
} ≤ β(ρ, 0)

+γ(ρ) + q

and

|f(xt(φ, d), ẋt(φ, d), d(t))− f(xt(ϕ, δ), ẋt(ϕ, δ), δ(t))|
≤ Lρ(‖xt(φ, d)− xt(ϕ, δ)‖W1,1

[−τ,0]
+ |d(t)− δ(t)|)

for almost all t ≥ 0, where Lρ > 0 represents the Lips-

chitz constant of f on the set {φ ∈ W1,1
[−τ,0] : ‖φ‖W1,1

[−τ,0]
≤

β(ρ, 0) + γ(ρ) + q} and {d ∈ Lm∞ : ||d||∞ ≤ ρ} (it exists

due to Assumption 1). For any φ ∈ W1,1
[−τ,0] and d ∈ Lm∞

we have:

x(t, φ, d) = x(0, φ, d) +

∫ t

0

f(xs(φ, d), ẋs(φ, d), d(s))ds

for all t ≥ 0, and for φ, ϕ ∈ Υ and d, δ ∈ Θ:

|x(t, φ, d)− x(t, ϕ, δ)| ≤ |x(0, φ, d)− x(0, ϕ, δ)|

+

∫ t

0

|f(xs(φ, d), ẋs(φ, d), d(s))− f(xs(ϕ, δ), ẋs(ϕ, δ), δ(s))|ds

≤ |x(0, φ, d)− x(0, ϕ, δ)|

+Lρ

∫ t

0

‖xs(φ, d)− xs(ϕ, δ)‖W1,1
[−τ,0]

+ |d(s)− δ(s)|ds.

Therefore, for t ≥ 0:

‖xt(φ, d)− xt(ϕ, δ)‖W1,1
[−τ,0]

= sup
−τ≤s≤0

|x(t+ s, φ, d)− x(t+ s, ϕ, δ)|

+

∫ 0

−τ
|ẋ(t+ σ, φ, d)− ẋ(t+ σ, ϕ, δ)|dσ

≤ ‖φ− ϕ‖W1,1
[−τ,0]

+

∫ t

0
|f(xσ(φ, d), ẋσ(φ, d), d(σ))− f(xσ(ϕ, δ), ẋσ(ϕ, δ), δ(σ))|dσ

+

∫ 0

−τ
|ẋ(t+ σ, φ, d)− ẋ(t+ σ, ϕ, δ)|dσ

≤ 2‖φ− ϕ‖W1,1
[−τ,0]

+2

∫ t

0
|f(xσ(φ, d), ẋσ(φ, d), d(σ))− f(xσ(ϕ, δ), ẋσ(ϕ, δ), δ(σ))|dσ

≤ 2‖φ− ϕ‖W1,1
[−τ,0]

+2Lρ

∫ t

0
‖xσ(φ, d)− xσ(ϕ, δ)‖W1,1

[−τ,0]
+ |d(σ)− δ(σ)|dσ

≤ 2‖φ− ϕ‖W1,1
[−τ,0]

+ 2Lρt||d− δ||[0,t)

+2Lρ

∫ t

0
‖xσ(φ, d)− xσ(ϕ, δ)‖W1,1

[−τ,0]
dσ.

Next, using Gronwall’s Lemma [11] we obtain for all t ∈
[0, T ]:

‖xt(φ, d)− xt(ϕ, d)‖W1,1

[−τ,0]
≤ 2(‖φ− ϕ‖W1,1

[−τ,0]

+LρT ||d− δ||[0,T ))e
2Lρt.

Consequently, take any T > 0 then

‖xt(φ, d)− xt(ϕ, d)‖W1,1

[−τ,0]
≤MT,Υ,Θ(‖φ− ϕ‖W1,1

[−τ,0]

+||d− δ||[0,T )) ∀t ∈ [0, T ]

for MT,Υ,Θ = 2 max{1, LρT}e2LρT .

Thus, under Assumption 1, for any bounded set of initial
conditions and inputs, for a compact interval of time, for
the solutions of the system (1) there is a kind of local Lips-
chitz property with respect to the initial conditions and in-
puts. It is worth to highlight that the result is substantiated
in the space W1,1

[−τ,0], and a similar conclusion in W1,∞
[−τ,0]

was obtained for the system (1) in the Hale’s form [19, 20].

Remark 1 In addition, due to Lemma 1, for any closed
and bounded subset Υ ⊂W1,1

[−τ,0]:

|f(φ, φ̇, d)− f(ϕ, ϕ̇, δ)| ≤ LΥ,D,p(‖φ− ϕ‖W1,p

[−τ,0]
+ |d− δ|)

for all φ, ϕ ∈ W1,p
[−τ,0] and d, δ ∈ D such that ‖φ‖W1,p

[−τ,0]
≤

min{1, τ
1
p−1}% and ‖ϕ‖W1,p

[−τ,0]
≤ min{1, τ

1
p−1}%, where

LΥ,D,p = max{1, τ1− 1
p }LΥ,D with LΥ,D given in Assump-

tion 1 and % > 0 is the corresponding norm bound on Υ,
i.e. the Lipschitz continuity of f in W1,p

[−τ,0] also follows.

4.2 A uniformly GAS system

Further consider an auxiliary system:

ż(t) = f(zt, żt, γ
−1(

1

2
‖zt‖W1,1

[−τ,0]
)δ(t)), t ≥ 0, (2)

where z(t) ∈ Rn and zt ∈ Cn[−τ,0] is the state as before,

z0 ∈ W1,1
[−τ,0], γ is the AG function given for (1) in Defini-

tion 5 (which exists for (1) under Assumption 1, and we
can always assume that γ ∈ K∞, then its inverse is well
defined), and δ ∈ D is a uniformly bounded input. Obvi-
ously, the origin is an equilibrium of (2) since f(0, 0, 0) = 0

in (1). In addition, for any z0 ∈ W1,1
[−τ,0] and δ ∈ D the

solution zt(z0, δ) of (2) is defined on some interval of time
[0, T

max

z0 ) and it coincides with the solution xt(z0, d) of (1)

for d(t) = γ−1( 1
2‖zt(z0, δ)‖W1,1

[−τ,0]
)δ(t) on this interval of

time. Let us demonstrate a more strong relation between
solutions of the systems (1) and (2) (as in [22], see also
propositions 4.3 and 4.4 of [9]):

Proposition 2 The following relations are true:

i) If the system (1) is ISS with the AG γ, then the system
(2) is uGAS.

ii) If the system (2) is uGAS with the decay β ∈ KL, then
the system (1) is ISS with the AG β(2γ(·), 0).
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PROOF. i) If the system (1) is ISS, then according to
Definition 4

‖xt(xt0 , d)‖W1,1

[−τ,0]
≤ β(‖xt0‖W1,1

[−τ,0]
, t− t0) + γ(||d||[t0,t)),

for all t ≥ t0, for some β ∈ KL, γ ∈ K∞ and all
xt0 ∈ W1,1

[−τ,0], d ∈ L
m
∞, t0 ≥ 0. Since substituting

d(t) = γ−1( 1
2‖zt‖W1,1

[−τ,0]
)δ(t) in the system (2) we get (1),

for the latter with zt = zt(zt0 , δ) and any zt0 ∈ W1,1
[−τ,0],

δ ∈ D we obtain:

‖zt‖W1,1

[−τ,0]
≤ β(‖zt0‖W1,1

[−τ,0]
, t− t0)

+γ( sup
s∈[t0,t)

|γ−1(
1

2
‖zs‖W1,1

[−τ,0]
)δ(s)|)

= β(‖zt0‖W1,1

[−τ,0]
, t− t0) + γ( sup

s∈[t0,t)

γ−1(
1

2
‖zs‖W1,1

[−τ,0]
))

= β(‖zt0‖W1,1

[−τ,0]
, t− t0) +

1

2
sup

s∈[t0,t)

‖zs‖W1,1

[−τ,0]

for all t ∈ [0, T
max

zt0
). Hence,

sup
s∈[t0,t)

‖zs‖W1,1

[−τ,0]
≤ sup
s∈[t0,t)

{β(‖zt0‖W1,1

[−τ,0]
, s− t0)

+
1

2
sup

σ∈[t0,s)

‖zσ‖W1,1

[−τ,0]
}

= sup
s∈[t0,t)

β(‖zt0‖W1,1

[−τ,0]
, s− t0) +

1

2
sup

s∈[t0,t)

‖zs‖W1,1

[−τ,0]
.

Take t0 = 0, then from the last inequality

1

2
sup
s∈[0,t)

‖zs(z0, δ)‖W1,1

[−τ,0]
≤ β(‖z0‖W1,1

[−τ,0]
, 0)

for any t ≥ 0, all z0 ∈W1,1
[−τ,0] and all δ ∈ D, which implies

global uniform boundedness of the solutions of the system
(2). Therefore, T

max

zt0
= +∞ for all z0 ∈ W1,1

[−τ,0] and all

δ ∈ D. Next, select t0 = t
2 :

sup
s∈[ t2 ,t)

‖zs‖W1,1

[−τ,0]
≤ sup
s∈[ t2 ,t)

β(‖z t
2
‖W1,1

[−τ,0]
, s− t

2
)

+
1

2
sup

s∈[ t2 ,t)

‖zs‖W1,1

[−τ,0]
,

which for t→ +∞ (i.e., considering the asymptotic behav-
ior of (2)) results in

lim
t→+∞

sup
s∈[ t2 ,t)

‖zs‖W1,1

[−τ,0]
≤ 1

2
lim

t→+∞
sup

s∈[ t2 ,t)

‖zs‖W1,1

[−τ,0]

that can be satisfied for limt→+∞ ‖zt‖W1,1

[−τ,0]
= 0 only. Con-

sequently, the system (2) is uniformly converging to the
origin, the uGAS property has been established.

ii) Conversely, let (2) be uGAS, then according to Defini-
tion 1:

‖zt(zt0 , δ)‖W1,1

[−τ,0]
≤ β(‖zt0‖W1,1

[−τ,0]
, t− t0), ∀t ≥ t0,

for some β ∈ KL and all z0 ∈ W1,1
[−τ,0], δ ∈ D, t0 ≥ 0.

Consider the system (1), take any x0 ∈W1,1
[−τ,0] and any d ∈

Lm∞, assume that ||d||∞ ≤ γ−1( 1
2‖xt‖W1,1

[−τ,0]
) for t ∈ [0, t1)

with some (possibly infinite) t1 ≥ 0, then there is δ ∈ D
such that d(t) = γ−1( 1

2‖xt‖W1,1

[−τ,0]
)δ(t) for all t ∈ [0, t1)

and, hence, using the properties of (2) we obtain:

‖xt(x0, d)‖W1,1

[−τ,0]
≤ β(‖x0‖W1,1

[−τ,0]
, t), ∀t ∈ [0, t1).

Next, assume that ||d||∞ > γ−1( 1
2‖xt‖W1,1

[−τ,0]
) for

t ∈ [t1, t2) with some t2 > t1 (obviously, always t1 + t2 > 0

for any x0 ∈W1,1
[−τ,0] and d ∈ Lm∞), hence,

‖xt‖W1,1

[−τ,0]
≤ 2γ(||d||∞), ∀t ∈ [t1, t2).

Finally, let again ||d||∞ ≤ γ−1( 1
2‖xt‖W1,1

[−τ,0]
) for t ∈ [t2, t3)

with some t3 > t2, similarly

‖xt(x0, d)‖W1,1

[−τ,0]
≤ β(‖xt2‖W1,1

[−τ,0]
, t− t2)

≤ β(2γ(||d||∞), 0), ∀t ∈ [t2, t3)

since in this case ‖xt2‖W1,1

[−τ,0]
= 2γ(||d||∞) by construction.

Next, all these steps can be repeated iteratively if necessary
(they cover all possible scenarios), and it is clear that for
all t ≥ 0

‖xt(x0, d)‖W1,1

[−τ,0]
≤ β(‖x0‖W1,1

[−τ,0]
, t) + β(2γ(||d||∞), 0),

since by definition β(s, 0) ≥ s for all s ≥ 0, which implies
ISS property of (1).

4.3 Converse design of LKF

For brevity of exposition the analysis is presented in the
space W1,1

[−τ,0] (we need the result of Proposition 1 formu-

lated in this space) and for ISS case only.

Theorem 4 Let Assumption 1 be satisfied, then there ex-
ists an ISS LKF for the system (1).

PROOF. Under the introduced hypothesis and Lemma 3
there are θ1, θ2, θ3 ∈ K∞ such that

‖xt(x0, d)‖W1,1

[−τ,0]
≤ θ1

(
θ2(‖x0‖W1,1

[−τ,0]
)e−t

)
+ θ3(||d||∞)

for all t ≥ 0, for all x0 ∈ W1,1
[−τ,0] and d ∈ Lm∞. Recalling

Lemma 2, there exists a continuous, positive definite and
radially unbounded function ψ : R+ → R+ admitting the
following properties:

ψ(s) ≤ θ−1
3 (s), |ψ(s)− ψ(s′)| ≤ |s− s′| ∀s, s′ ∈ R+.

Following the arguments of Proposition (2), the system
(that is a variant of (2))

ż(t) = F (zt, żt, δ(t)), t ≥ 0, (3)
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where z(t) ∈ Rn, zt ∈ Cn[−τ,0], δ ∈ D and F (zt, żt, δ(t)) =

f(zt, żt, ψ( 1
2‖zt‖W1,1

[−τ,0]
)δ(t)), is uGAS. Indeed,

θ3( sup
s∈[t0,t)

ψ(
1

2
‖zs‖W1,1

[−τ,0]
)) ≤ θ3( sup

s∈[t0,t)
θ−1
3 (

1

2
‖zs‖W1,1

[−τ,0]
))

=
1

2
sup

s∈[t0,t)
‖zs‖W1,1

[−τ,0]

as for (2) (and all other arguments of Proposition (2) stay
unchanged). Now, take any closed and bounded subset Υ ⊂
W1,1

[−τ,0], according to Assumption 1 there exists LΥ,D > 0

such that

|F (φ, φ̇, δ)− F (ϕ, ϕ̇, δ)| = |f(φ, φ̇, ψ(
1

2
‖φ‖W1,1

[−τ,0]
)δ)

−f(ϕ, ϕ̇, ψ(
1

2
‖ϕ‖W1,1

[−τ,0]
)δ)|

≤ LΥ,D(‖φ− ϕ‖W1,1

[−τ,0]
+ |ψ(

1

2
‖φ‖W1,1

[−τ,0]
)δ

−ψ(
1

2
‖ϕ‖W1,1

[−τ,0]
)δ|)

≤ LΥ,D(‖φ− ϕ‖W1,1

[−τ,0]
+ |ψ(

1

2
‖φ‖W1,1

[−τ,0]
)

−ψ(
1

2
‖ϕ‖W1,1

[−τ,0]
)|)

≤ LΥ,D(‖φ− ϕ‖W1,1

[−τ,0]
+

1

2
|‖φ‖W1,1

[−τ,0]
− ‖ϕ‖W1,1

[−τ,0]
|)

≤ 3

2
LΥ,D‖φ− ϕ‖W1,1

[−τ,0]

for all φ, ϕ ∈ Υ and δ ∈ D, where the Lipschitz properties
of ψ and ‖ · ‖W1,1

[−τ,0]
were used on the last two steps. There-

fore, F is uniformly Lipschitz continuous on bounded sets
in W1,1

[−τ,0], then all conditions of Theorem 2 are satisfied

and the system (3) admits a LKF V , which is Lipschitz

continuous on bounded sets in W1,1
[−τ,0] \ {0}, and for all

δ ∈ D and φ ∈W1,1
[−τ,0]:

α1(‖φ‖W1,1

[−τ,0]
) ≤ V (φ, φ̇) ≤ α2(‖φ‖W1,1

[−τ,0]
),

D+V (φ, φ̇, δ) ≤ −α(V (φ, φ̇))

for some α1, α2, α ∈ K∞. Returning to the system (1), for

any φ ∈ W1,1
[−τ,0] and d ∈ Rm, let ψ( 1

2‖φ‖W1,1

[−τ,0]
) ≥ |d|,

where ψ(s) = s
1+s infσ≥s ψ(σ) is a function from class K∞,

then d = ψ( 1
2‖φ‖W1,1

[−τ,0]
)δ′ = ψ( 1

2‖φ‖W1,1

[−τ,0]
)δ for some

δ′, δ ∈ D, hence, the following implication holds in (1):

V (φ, φ̇) ≥ χ(|d|)⇒ ‖φ‖W1,1

[−τ,0]
≥ 2ψ−1(|d|)

⇒ D+V (φ, φ̇, d) ≤ −α(V (φ, φ̇)),

where χ(s) = α2(2ψ−1(s)), which implies that V is an ISS
LKF for (1).

The obtained result shows that the existence of a coercive
ISS LKF is necessary and sufficient for ISS of the system

(1) in W1,1
[−τ,0] provided that the Lipschitz continuity prop-

erty stated in the Assumption 1 is verified. The proposed
conditions establish a direct relation between a LKF for
the auxiliary system (3) and the required ISS LKF of (1).

5 Conclusions

The problem of existence of an ISS LKF for nonlinear neu-
tral type time-delay systems is solved considering the ISS
property in W1,1

[−τ,0] space. It is shown that Lipschitz prop-

erty of f defined in such a space can be transformed to
the same property of the solutions of (1), and relations be-
tween ISS and uGAS properties of (1) and an auxiliary
system (2) are established.

Appendix

Under the introduced hypothesis in Theorem 2, and
Lemma 3, there are θ1, θ2 ∈ K∞ such that

‖xt(x0, d)‖W1,1

[−τ,0]
≤ θ1

(
θ2(‖x0‖W1,1

[−τ,0]
)e−t

)
∀t ≥ 0

for all x0 ∈ W1,1
[−τ,0] and d ∈ D, then by recalling Lemma

2, there exists a continuous, positive definite and radially
unbounded function ς : R+ → R+ admitting the following
properties:

ς(s) ≤ θ−1
1 (s), |ς(s)− ς(s′)| ≤ |s− s′| ∀s, s′ ∈ R+.

Now, for any x0 ∈W1,1
[−τ,0] select

V (x0, ẋ0) = sup
t≥0,d∈D

{ς(‖xt(x0, d)‖W1,1

[−τ,0]
)
κ1 + t

κ2 + t
} (4)

with κ2

1+κ2
< κ1 < κ2 < +∞. Then

V (x0, ẋ0) ≤ sup
t≥0,d∈D

{θ2(‖x0‖W1,1

[−τ,0]
)e−t

κ1 + t

κ2 + t
}

≤ κ1

κ2
θ2(‖x0‖W1,1

[−τ,0]
)

and

V (x0, ẋ0) ≥ sup
t≥0,d∈D

{ς(‖xt(x0, d)‖W1,1

[−τ,0]
)
κ1

κ2
}

≥ ς(‖x0‖W1,1

[−τ,0]
)
κ1

κ2

since under introduced restrictions on κ1 and κ2 the func-
tions κ1+t

κ2+t and e−t κ1+t
κ2+t are strictly increasing and decreas-

ing, respectively. Define ς(s) = s
1+s infσ≥s ς(σ), which is a

function from class K∞, then
κ1

κ2
ς(‖x0‖W1,1

[−τ,0]
) ≤ V (x0, ẋ0) ≤ κ1

κ2
θ2(‖x0‖W1,1

[−τ,0]
)

for all x0 ∈ W1,1
[−τ,0], and the LKF V (x0, ẋ0) is coercive

admitting lower and upper bounds in terms of functions
from the class K∞ with respect to ‖x0‖W1,1

[−τ,0]
as desired.
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From the decreasing of e−t κ1+t
κ2+t it also follows that there

exists T x0 > 0 such that

V (x0, ẋ0) = sup
0≤t≤Tx0 ,d∈D

{ς(‖xt(x0, d)‖W1,1

[−τ,0]
)
κ1 + t

κ2 + t
},

and since

ς(‖x0‖W1,1

[−τ,0]
)
κ1

κ2
≤ V (x0, ẋ0)

≤ sup
0≤t≤Tx0 ,d∈D

{θ2(‖x0‖W1,1

[−τ,0]
)e−t},

then by the definition of T x0 , it has an upper estimate:

T x0 ≤ ln

κ2

κ1

θ2(‖x0‖W1,1

[−τ,0]
)

ς(‖x0‖W1,1

[−τ,0]
)

 .
For any 0 < r < R < +∞ define a set

Ωr,R = {x0 ∈W1,1
[−τ,0] : r ≤ ‖x0‖W1,1

[−τ,0]
≤ R},

consequently, there exists a finite T r,R = supx0∈Ωr,R T
x0 ,

i.e. T r,R = ln
[
κ2

κ1

θ2(R)
ς(r)

]
.

Let us check the Lipschitz continuity of V on any bounded
and closed subset in W1,1

[−τ,0] \ {0} (here by {0} we under-

stand x ∈ W1,1
[−τ,0] with ‖x‖W1,1

[−τ,0]
= 0). For any x0, x1 ∈

W1,1
[−τ,0]\{0} denote T x0,x1 = max{T x0 , T x1} and consider:

|V (x1, ẋ1)− V (x0, ẋ0)| = | sup
0≤t≤Tx1 ,d∈D

{ς(‖xt(x1, d)‖W1,1

[−τ,0]
)
κ1 + t

κ2 + t
}

− sup
0≤t≤Tx0 ,d∈D

{ς(‖xt(x0, d)‖W1,1

[−τ,0]
)
κ1 + t

κ2 + t
}|

≤ sup
0≤t≤Tx0,x1 ,d∈D

∣∣∣∣∣∣[ς(‖xt(x1, d)‖W1,1

[−τ,0]
)− ς(‖xt(x0, d)‖W1,1

[−τ,0]
)]
κ1 + t

κ2 + t

∣∣∣∣∣∣
≤ sup

0≤t≤Tx0,x1 ,d∈D

∣∣∣∣∣∣‖xt(x1, d)‖W1,1

[−τ,0]
− ‖xt(x0, d)‖W1,1

[−τ,0]

∣∣∣∣∣∣
≤ sup

0≤t≤Tx0,x1 ,d∈D
‖xt(x1, d)− xt(x0, d)‖W1,1

[−τ,0]
,

where on the last step and the step before the Lipschitz
properties of the norm ‖ · ‖W1,∞

[−τ,0]
and the function ς have

been utilized, respectively. For any x0, x1 ∈ W1,1
[−τ,0] \ {0}

there exist 0 < r < R < +∞ such that x0, x1 ∈ Ωr,R,
then T x0,x1 ≤ T r,R and using Proposition 1 in [2] (see also
Proposition 1) there exists MT r,R,Ωr,R > 0 such that

‖xt(x1, d)− xt(x0, d)‖W1,1

[−τ,0]
≤MT r,R,Ωr,R‖x1 − x0‖W1,1

[−τ,0]

for all t ∈ [0, T r,R] and all d ∈ D, hence,

|V (x1, ẋ1)− V (x0, ẋ0)| ≤MT r,R,Ωr,R‖x1 − x0‖W1,1

[−τ,0]

for all x0, x1 ∈ Ωr,R and any 0 < r < R < +∞, which
implies the required Lipschitz continuity of V on bounded
sets in W1,1

[−τ,0] \ {0}. The continuity at the origin follows

from the upper estimate:

V (x0, ẋ0) ≤ κ1

κ2
θ2(‖x0‖W1,1

[−τ,0]
)

that is satisfied for all x0 ∈W1,1
[−τ,0].

Finally, let us check the decreasing of the LKF V on the
trajectories of the system (1) for t > 0:

V (xt(x0, d), ẋt(x0, d))

= sup
σ≥0,δ∈D

{ς(‖xσ(xt(x0, d), δ)‖W1,1

[−τ,0]
)
κ1 + σ

κ2 + σ
}

= sup
σ≥t,δ∈D

{ς(‖xσ(x0, δ)‖W1,1

[−τ,0]
)
κ1 + σ − t
κ2 + σ − t

}

< sup
σ≥t,δ∈D

{ς(‖xσ(x0, δ)‖W1,1

[−τ,0]
)
κ1 + σ

κ2 + σ
}

≤ sup
σ≥0,δ∈D

{ς(‖xσ(x0, δ)‖W1,1

[−τ,0]
)
κ1 + σ

κ2 + σ
} = V (x0, ẋ0),

thus, V is strictly decreasing along the trajectories of (1)

for all x0 ∈W1,1
[−τ,0] and any d ∈ D. Moreover (this part is

absent in [2]),

V (xt(x0, d), ẋt(x0, d))− V (x0, ẋ0)

= sup
σ∈[0,Txt(x0,d)],δ∈D

{ς(‖xσ(xt(x0, d), δ)‖W1,1

[−τ,0]
)
κ1 + σ

κ2 + σ
}

− sup
σ≥0,δ∈D

{ς(‖xσ(x0, δ)‖W1,1

[−τ,0]
)
κ1 + σ

κ2 + σ
}

= sup
σ∈[0,Txt(x0,d)],δ∈D

{ς(‖xt+σ(x0, δ)‖W1,1

[−τ,0]
)

×
(
κ1 + t+ σ

κ2 + t+ σ
+
κ1 + σ

κ2 + σ
− κ1 + t+ σ

κ2 + t+ σ

)
}

− sup
σ≥0,δ∈D

{ς(‖xσ(x0, δ)‖W1,1

[−τ,0]
)
κ1 + σ

κ2 + σ
}

≤ sup
σ∈[0,Txt(x0,d)],δ∈D

{ς(‖xt+σ(x0, δ)‖W1,1

[−τ,0]
)

×
(
κ1 + σ

κ2 + σ
− κ1 + t+ σ

κ2 + t+ σ

)
},

and applying the Mean Value Theorem we obtain:

V (xt(x0, d), ẋt(x0, d))− V (x0, ẋ0)

≤ − sup
σ∈[0,Txt(x0,d)],δ∈D

{ς(‖xt+σ(x0, δ)‖W1,1

[−τ,0]
)t

× κ2 − κ1

(κ2 + σ + δt)2
}

for some δt ∈ (0, t). Finally,

D
+
V (x0, ẋ0, d) = lim sup

t→0+

1

t
[V (xt(x0, d), ẋt(x0, d))− V (x0, ẋ0)]

≤ − lim sup
t→0+

sup

σ∈[0,Txt(x0,d)],δ∈D
{ς(‖xt+σ(x0, δ)‖W1,1

[−τ,0]
)

κ2 − κ1

(κ2 + σ + δt)2
}

= − sup
σ∈[0,Tx0 ],δ∈D

{ς(‖xσ(x0, δ)‖W1,1

[−τ,0]
)
κ2 − κ1

(κ2 + σ)2
}

≤ −
κ2 − κ1

(κ2 + Tx0 )2
ς(‖x0‖W1,1

[−τ,0]
)

for any x0 ∈ W1,1
[−τ,0] and any d ∈ D, which is a nega-

tive definite function of V , but probably globally bounded.

Now defining a new LKF Ṽ (x0, ẋ0) =
∫ V (x0,ẋ0)

0
ρ(s)ds for

a suitably defined function ρ ∈ K∞ it is possible to ob-
tain another LKF with a negative definite and properly
unbounded derivative D+Ṽ (x0, ẋ0, d) for any x0 ∈W1,1

[−τ,0]

and any d ∈ D, as desired.
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