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Abstract. Voice User Interfaces (VUIs) and speech-based applications
have recently gained increasing popularity. During the past years, they
have been included in a wide range of mass-market devices (smart phones
or technology installed in common car cockpits) and are thus available for
many everyday interaction scenarios (e.g., making phone calls or switch-
ing the lights on and off). This popularity also led to a number of guide-
lines for VUI design, software libraries and devices for speech recognition
becoming available for interface designers and developers. Although gen-
erally helpful, these resources are often broad and do not fully satisfy the
specific requirements of certain industrial applications. First, grammar
and vocabulary in such settings usually differ drastically from everyday
scenarios. Second, common software libraries and devices are often not
able to comply with the conditions in industrial environments (e.g. in-
volving high levels of noise). This paper describes the iterative, user-
centered design process for VUIs and functional speech-based interaction
prototypes for the domain of industrial welding, including a two-stage
Wizard of Oz procedure, rapid prototyping, speech recognition improve-
ment and thorough user involvement. Our experiences throughout this
process generalize to other industrial applications and so-called “niche
applications” where grammar and vocabulary usually have to be estab-
lished from scratch. They are intended to guide other researchers setting
up a similar process for designing and prototyping domain-specific VUIs.

Keywords: Voice User Interface Design · User-Centered Design · Inter-
action Design · Speech-Based Interfaces · Industrial Applications.

1 Introduction

According to Cohen et al. [4, p. 5], a Voice User Interface (VUI) is “what a per-
son interacts with when communicating with a spoken language application”. Its
elements include prompts (“all the recordings or synthesized speech played to
the user during the dialog”), grammars (definition of “the possible things callers
can say in response to each prompt”) and dialog logic (the “actions taken by the
system”, e.g., “responding to what a caller has just said or reading out infor-
mation retrieved from a database”). Cohen et al. further identify the following
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advantages of speech systems compared with other access modes. They are intu-
itive and efficient, ubiquitous, enjoyable, and hands-free, eyes-free. Especially the
latter is decisive in use cases or whole application domains that provoke func-
tional impairment for the users. This is, for instance, the case during driving
when the driver’s hands should remain on the steering wheel and visual atten-
tion should be paid to what’s happening on the road. Further, speech is generally
considered to be intuitive and natural; already in 1960, John Licklider envisioned
speech-based interaction as the “most natural means” of communication [17].

Nowadays, speech-based interaction has become omnipresent (e.g., in car
cockpits, on smart phones and via smart speakers for home control). Most of the
popular services like Amazon Alexa, Google Assistant, Apple Siri or Microsoft
Cortana are cloud-based. They involve a wide spectrum of functionalities and a
huge vocabulary, and many even offer a set of design guidelines. These systems
often have in common that they allow for a general, not further specified or re-
stricted dialog about everyday things and services (such as the weather or making
phone calls). This makes them usable for a wide range of contexts and applica-
tions. Yet, it might also make them not very efficient if only a small, well-defined
set of functionalities is needed. This is often the case in narrow, domain-specific
scenarios such as certain industrial or other so-called “niche applications”. Niche
applications benefit from a VUI restricted to the most important functionalities
needed in their context because i) the respectively small vocabulary can be mem-
orized more easily, especially if in everyday use, and ii) they can be implemented
for offline use more easily (which is often impossible for VUIs that rely on pop-
ular and high-performing cloud services). Both also enable short response times
which contributes to the characteristics related to ubiquitous use and efficiency
named in [4]. In contrast to VUIs for routine tasks, there are no gold standard
VUI designs for most niche applications including those in the industrial domain.
Thus, grammar, vocabulary and dialog structures must often be created from
scratch and designed for the concrete needs of the particular target group.

This paper describes VUI design and application of speech-based interaction
for industrial welding. Manual welding is a highly accurate process that requires
the welder’s hands to direct the welding torch or add welding rod. This leads
to functional impairments during the process: neither can the hands be used for
interaction with the machine (e.g., to change parameters), nor should the eyes
be taken off the welding arc. There are numerous situations in which it would
be beneficial regarding time and quality of the result if parameters could be
changed on-the-fly, a hands-free and eyes-free [4] interaction method is required.
The domain further involves additional restrictions: new solutions must be low-
cost, small-size, light-weight and provide a good User Experience (UX) to be
integrable in the standard welding equipment and accepted by the market.

We explain our methodology based on i) a two-stage Wizard-of-Oz (WoZ)
test with welders including observation, open questions and standardized instru-
ments (User Experience Questionnaire (UEQ) [16] and NASA TLX [9]), ii) field
tests with the resulting functional speech interaction prototypes, and iii) system-
atic automated speech recognition tests and improvement. Further, we provide
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an overview of related work on VUI design including (industrial) niche applica-
tions and evaluation of VUIs, and an introduction to the industrial welder’s work
environment. The paper’s main contribution lies in the detailed description of
the applied methodology. It is intended as a methodological guide for other re-
searchers who face the challenge of conceptualizing and implementing VUIs and
speech-based interaction solutions for industrial and other niche applications.
Although the methods themselves (such as WoZ) are not novel, we applied them
for problems where there exists limited reported experience. E.g., WoZ is com-
monly used in early prototyping phases but, to the best of our knowledge, it has
not been applied for the elicitation of grammar and vocabulary for VUIs before.

2 Related Work

Here we describe related work on the design of VUIs in general and in specific
niche applications, and on the evaluation of speech-based interactive systems.

2.1 Speech-Based Interaction and VUI Design

Turunen [31] distinguishes eight layers related to speech processing categorized
into three groups: acoustic layer, articulary layer and phonemic layer (first
group), lexical layer and syntactic layer (second group), and semantic layer,
pragmatic layer and discourse layer (third group). Further, Turunen (based on
[29]) summarizes the first two groups as “core speech technologies” and the sec-
ond and third group as “speech applications”. Our work focuses on the top layers
in the third group as we mainly discuss VUI design and for the implementation
itself rely on existing voice recognition technology (although we also report expe-
riences with the optimization of voice recognition). Further, Turunen identifies
several properties of speech recognition systems in the following categories: i)
vocabulary and language, ii) communication style and iii) usage conditions. Our
system can be described as follows, based on these categories: vocabulary size is
comparatively small and uses fixed phrases. The communication style is speaker-
independent1 and the speaking style is mostly discrete. Usage conditions are
hostile and channel quality might be low, due to the environmental conditions.

Cohen et al. [4] define five key principles for VUI design methodology that
should especially help in projects with real-world constraints: i) end-user input
(“inform design decisions with end-user input”), ii) integrated business and user
needs (“find solutions that combine business goals and user goals”), iii) thorough
early work (“avoid expensive downstream changes by focusing on thorough work
in the early definition and design stages”), iv) conversational design (“move the
design experience close to the user experience so that the designer can experience
design elements in their appropriate conversational context”), and v) context
(“make all design decisions with appropriate consideration of context”). These
principles have been a basis for our VUI design as we thoroughly involved end

1 This might be up to changes in a future version closer to a commercial product.
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users but also other stakeholders and invested a high amount of time and effort
in early design phases. Further we did exhaustive usage context research (using
the Contextual Design methodology [12, 2]) prior to VUI design (see [1]).

An overview of specific requirements for VUIs is provided by Farinazzo et
al. [8] based on [6, 7]. They argue that while most requirements that are common
for graphical user interfaces apply also for VUIs (e.g., usability and feedback),
there are additional criteria, especially related to the transient attribute of voice
(in contrast to graphical interfaces which are persistent). This is also pointed out
by Schnelle and Lyardet [30] who e.g., state that “speech is one-dimensional”
(while the eye is active, the ear is passive and cannot browse a set of recordings
the way eyes can scan a screen of text and figures), “speech is transient” (listening
is controlled by the short term memory; speech is not ideal for delivering large
amounts of data), “speech is invisible” (thus it is difficult to indicate to the users
what actions they may perform), and “speech is asymmetric” (people can speak
faster than they type but listen more slowly than they read).

Farinazzo et al. identify three categories of requirements: i) non-functional
ones related to the representation of the information, ii) requirements related to
data input, and iii) technical issues. Requirements in the first category “indicate
the format that the interaction must assume in order to enable the system to
deal with user inputs” and involve consistency, feedback, support for all classes of
users, minimization of the cognitive effort the user has to do in order to perform
the tasks and the correctness, relevance and informativeness of system outputs.
Requirements in the second category include appropriate recognition natural-
ness of speech and interaction, help mechanisms when the user is in difficult
situations, error prevention and quick correction of inputs. Finally, technical is-
sues subsume size of the vocabulary and the domain coverage and their effects
on voice recognition, speaker dependence, and environmental influences such as
noise. The requirements defined by [8, 7, 6] guided our project along all phases.

Klemmer et al. [14] argue that building even simple speech-based interfaces
requires technology expertise and takes considerable time and effort which is
why many individuals are precluded from the design process. To allow for more
rapid creation of speech interfaces, they introduce SUEDE, a prototyping tool
for electronically supported WoZ. SUEDE’s design mode enables designers to
create dialogue examples including prompts and responses. The test mode en-
ables testing with participants without the need for a functional speech backend.
The wizard and participant are situated at different places, the wizard selects the
appropriate dialogue elements and the system plays pre-recorded speech snip-
pets to the participants according to the respective phase of a dialogue. In the
analysis mode, SUEDE displays data collected in the test mode to the designer.
The analysis interface is similar to the design interface but includes user tran-
scripts from the test sessions and basic statistical information (e.g., the average
time it took participants to respond to prompts). In our work described in this
paper, we follow a similar path of steps (see Section 4). We first designed our
VUIs using graphs and dialogue elements. During the two WoZ phases, we tested
these dialogues with real users and recorded all potentially relevant information.
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Next, we analyzed the data and used the findings for another iteration of VUI
redesign. Our activities however exceeded the WoZ methodology as we actually
implemented and tested fully functional prototypes. Yet, we fully agree with
Klemmer et al. on the suitability of WoZ testing in early phases of VUI design.

2.2 Speech-Based Systems for Niche Applications

Rayner et al. [26, 25] describe Clarissa, a voice-based system that enables astro-
nauts to navigate through complex procedures using only voice input and out-
put. They argue that “the comparative success of the Clarissa project is perhaps
more than anything due to its organization” that relied on a close cooperation
of developers and the NASA [26]. They further state that the original concep-
tion of the system came from the astronauts themselves. This has impacted our
decision to design a VUI for professional welders based on their natural behav-
ior. The situation of astronauts is comparable to the situation of welders as
part of the astronauts’ tasks are also “frequently hands-busy and eyes-busy”
[26]. Initially, Clarissa had a vocabulary of less than 50 words and involved a
handful commands, the last version involves about 75 commands and 260 words.
Its navigation concept involves commands like “next” or “previous” and can be
used to adjust audio volume with commands like “increase volume” or “quieter”.
Our VUI involves similar concepts for changing parameters like welding current
that can be altered either by setting it to concrete values or in- or decreasing
it. Clarissa focuses on a user-initiated dialog (command and response) combined
with TTS feedback (repeating the values that have been set). Rayner et al. use a
grammar-based architecture instead of the more popular statistical one, arguing
that i) no huge training data set was available and ii) the system was designed for
experts who would have some time to learn its coverage. They refer to Knight et
al. [15] who have found grammar-based approaches to work better for this kind
of users. Our situation is similar and we use a grammar-based approach, too.

Another discussion of VUIs for a specific niche application is provided by
Noyes and Haas [21] who describe speech-based systems for the military do-
main. Military environments are “often harsh and not amendable to the use of
technology per se”, military personnel are “often subject to extremes of tem-
perature and humidity”. Another primary consideration is ambient noise which
degrades speech recognition performance as it interferes with a user’s utterances.
The environmental situation in industrial welding is similar: it is extreme regard-
ing temperature and noise (the welding arc produces volume levels above 100
dB). Noyes and Haas describe several approaches to make speech recognition
more robust in high-noise contexts, e.g., microphone-based (microphone arrays,
noise-cancelling microphones) and algorithmic approaches.

Pires [24] describes experiments on commanding an industrial robot using
the human voice. His work is relevant for us because of the concrete application
examples which involve robotic welding. It is technically-focused and presents
implementation details and concrete vocabulary used but does not describe the
phase of VUI design. Our work does not tackle robotic welding but should im-
prove efficiency, quality and UX during manual welding tasks. The welding tasks
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described in [24] however could also be performed manually, thus the selection of
parameters is interesting. Pires points out that several parameters like welding
current have to be changed during the process and explains that the VUI must
allow for numerical values to be commanded by users. Due to the noisy envi-
ronment negatively influencing recognition, Pires suggests enabling speech input
only when necessary. This was however not applicable for us due to the more
variable nature of manual tasks. We thus had to consider approaches to enhance
recognition during noisy phases of welding as discussed in [21]. A parallel of our
work to Pires’ is the use of a grammar-based approach (also see [26, 25]).

Rogowski [27] describes another industrial voice control system that facil-
itates voice control of robotized manufacturing cells. He notes the following
requirements for industrial voice control systems: i) correct recognition of all
words of the voice command, ii) accurate recognition of numbers in commands
(as numbers are usually part of the language used in engineering), and iii) in-
stant reaction to the command. Rogowski further argues that some requirements
significant in other domains are not so restrictive in industrial voice control
applications, e.g.: i) users of such applications are usually qualified machine op-
erators and can be expected to adapt themselves to some restrictions regarding
voice command structure, ii) they can be expected to keep some discipline in
speaking, and iii) the number of different actions to be performed by the machine
is usually low. These requirements and conditions apply also for our use case.

2.3 Evaluation of Speech-Based Systems

The evaluation of a VUI is a complex task that might differ from the evaluation
of other interfaces. An article2 published online by the Nielsen Norman Group
e.g., points out that some classic usability criteria are severely constrained in
VUIs, such as the visibility of system status or supporting recognition over recall.

Cordasco et al. [5] report the result of a lab trial evaluating vAssist, a voice-
controlled care and communication service. It has been tested by 43 elderly in a
WoZ setting, using several scenarios (e.g., recording and reporting users’ medical
data). The focus of the evaluation was on usability, learnability and intuitivity.
The methodology involved interviews and questionnaires before, during and after
user-system interaction, capturing qualitative and quantitative data. The Sinlge
Ease Question (SEQ) [28] measured how easy/difficult the interaction was im-
mediately after the respective scenario. After all scenarios, the AttrakDiff ques-
tionnaire [10] was used to assess usability, effectiveness, efficiency, enjoyment
and appeal of using. The System Usability Scale (SUS) [3] measured learnability
and the INTUI questionnaire [32] was used to evaluate intuitivity. Our procedure
was similar (see Section 4), although we used different evaluation instruments.

A different approach to VUI evaluation is described by Farinazzo et al. [8].
They suggest an adoption of the methodology based on considerations around
what is actually being evaluated (e.g., appropriate feedback) or the part of
the system that is being evaluated (e.g., dialog management). These guidelines

2 https://www.nngroup.com/articles/voice-interaction-ux/



WeldVUI: Establishing Speech-Based Interfaces in Industrial Applications 7

helped us to design our evaluation methodology in different phases. Farinazzo et
al. also suggest usability heuristics for VUIs around several categories: suitable
feedback, user diversity and perception, minimization of memorization efforts,
appropriate output sentences, output voice quality, proper recognition, natural
user speech, appropriate dialog start and adequate instruction, natural dialog
structure, sufficiency of interface guidance, help, error prevention and handling
errors. The heuristics are used for an evaluation by VUI experts. Our procedure
focused on user tests but most objectives can be assigned to the same categories.

Möller [20] further discusses assessment and evaluation of speech-based inter-
active systems. He distinguishes between a system’s performance (“assessment”)
and its fitness for a specific purpose by the prospective user (“evaluation”). This
classification is similar to the distinction of “performance evaluation” and “ade-
quacy evaluation” used in [11]. Möller describes both as measurement processes
and discusses along his taxonomy of quality aspects for speech-based interactive
systems [19]. This taxonomy describes quality factors (e.g., usability, commu-
nication efficiency) and quality aspects (the factors’ composing elements, e.g.,
speed for the factor communication efficiency). Our VUI design process concen-
trated on evaluation, gathering user feedback on grammar and vocabulary before
implementation. Further, we analyzed a small set of indicators that could be as-
signed to assessment (e.g., time needed for a task). Unlike Möller’s methodology
ours mainly relied on qualitative data. The reasons for this are that i) we ac-
tually aimed at gaining insights in the users’ subjective impressions, and ii) we
had restricted access to professional welders in their work environment.

3 Activities of an Industrial Welder

Generally, welding is a process to permanently join two or more metallic parts.
Our work only considers the process of arc welding, where a welding power sup-
ply creates an electric arc which melts the metals at the welding point. In some
applications, welders have to follow a Welding Procedure Specification (WPS),
i.e., a formal document that specifies parameters and settings for welding tasks.
If no WPS is provided, welders either rely on their experience or have to do
a number of test runs in a trial-and-error manner to identify optimal parame-
ter settings. Thus, some welding power supplies provide standard characteristics
with predefined parameter settings. The welder then only has to apply a mini-
mal configuration (e.g., selection of material type and thickness). Often, welders
work while standing, sometimes even while kneeling or crouching. A steady hand
is required to produce high-quality weld joints. Thus, welders grasp the welding
torch with both hands if possible and use all available utilities for additional
stability. Further, even during the active welding process, welders need to adjust
parameters like current or wire-feed speed. This may be done with a remote
control integrated in the handle of the welding torch but requires a high level of
experience in order to stay on the joint line and maintain a specific angle to the
work surface. Often, altering parameters during the welding process is not even
possible for experienced welders and the welding process needs to be interrupted.
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This gave rise to the need for a hands-free (and eyes-free) communication with
the welding power source. The welder’s work environment can generally be de-
scribed as hostile (according to the definition of [31]), involving high levels of
noise, extreme temperatures, electromagnetic interference, and dust and dirt.

4 VUI Design Steps

During the Contextual Design [12, 2] process we followed [1], it became clear that
speech would be a viable means to allow welders to manipulate parameters while
still being able to use both hands for welding. Our iterative process involving two
WoZ tests and analysis phases and several voice recognition improvement steps
is sketched in Figure 1 (also see Sections 4.1 to 4.4). Our qualitative approach
to user evaluation is conceptualized as a longitudinal lab experiment (with four
points of data collection) that relies on observational data (audio, video and
notes taken by two observers) and questionnaires answered by the participants
but also quantitative data for comprehensive voice recognition tests.

Wizard of Oz

No guidelines 
 5 Participats (4m, 1f)
 2 Tasks
 30 Minutes/participant

VUI 
Concept

Wizard of Oz

Commands and 
feedback (VUI concept)
 5 Participats (4m, 1f)
 2 Tasks
 30 Minutes/participant

Final VUI 
Concept

Prototyping

Initial Implementation
 Interaction Design
 Hardware
 Software

User Test

Interactive Prototype 
with real world tasks
 3 Participats (2m, 1f)
 2 Tasks
 60 Minutes/participant

Evaluation 
Result

Prototyping

Speech Recognition 
Improvement
 Automated Tests
 Parameter Tuning
 Refactoring Prototype

User Test

Interactive Prototype 
with real world tasks
 5 Participats (5m)
 3 Tasks
 60 Minutes/participant

Evaluation 
Result

Phase 1

Phase 2

Phase 3

Phase 4

Functional 
Prototype

Functional 
Prototype

Audio

Video

Questionnaire

Audio

Video

Questionnaire

Audio

Video

Questionnaire

Audio

Video

Questionnaire

Assessment and Analysis

Workshop with 
stakeholders
 Cluster and categorize 

commands
 Identify feedback

Assessment and Analysis

Revise VUI Concept
 Commands
 Feedback

Assessment and Analysis

Prototype
 Speech Recognition
 Auditive and visual 

Feedback

Assessment and Analysis

Prototype
 Speech Recognition
 Feedback from Users

Fig. 1. Overview of the VUI design process.

4.1 Phase 1

Wizard of Oz. As we could not rely on any established VUI concepts in our spe-
cific domain, it was necessary to build the entire dialog systems from scratch. To
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avoid constraining the welders by assumptions, we envisioned letting users decide
how they wanted to “talk” to the machines. Because of the highly performance-
oriented and time-critical nature any automated speech recognition would have
had to provide for in the given context, we assumed that it was not possible to
use a functional prototype at this early stage (e.g., due to the many ambigui-
ties in natural language [23]). We thus used the WoZ paradigm [13] that was
successfully employed by Cordasco et al. for their early VUI prototype study [5]
and e.g., also recommended by Schnelle and Lyardet [30] or Klemmer et al. [14].
However, unlike earlier approaches, we applied WoZ in a novel way in this phase:
not to test a first prototype but to elicit a first version of grammar and vocab-
ulary in the given context. We were able to recruit five3 professional welders as
participants (four male, one female, aged 24 to 45) and divided them into groups
of two using a rotation approach so that each of them first acted as welder, then
as wizard (with the exception of the first wizard, who acted as the last welder).
The welders had to perform predefined welding tasks and were instructed to ar-
ticulate their needs (e.g., certain values for parameters) solely verbally (in form
of instructions for the wizard), the wizards were briefly instructed to operate the
welding machine’s control panel and set the requested parameters or modes. In
total, we analyzed five welder-wizard groups. By not specifying vocabulary or
other guidelines in beforehand, we aimed at identifying the most important and
frequent keywords, parameters and commands as well as groups of coherent con-
cepts from the analysis of the dialogs. Similarly, we did not instruct the wizards
to provide any specific kind of feedback and carefully chose two representative
welding tasks that require numerous adjustments of parameters. Regarding the
selection of the participants we strove to recruit at least one female welder to
have a greater variety of different voices although this was not relevant for the
WoZ tests. It was important for later tests with functional prototypes and we
aimed at involving the same participants during all phases. During the WoZ test,
a movable partition wall was used to separate the welder from the wizard to pre-
vent visual cues (e.g., gestures or facial expressions) the participants might give
or receive (see Figure 2). The tests lasted for about 30 minutes per group and
were recorded with two cameras and four microphones, and observed by two ob-
servers. After each test, the welders answered a questionnaire consisting of open
questions and two standardized instruments (NASA TLX [9] and UEQ4 [16]).
The open questions included perceived positive and negative aspects related to
the voice-based interaction setting, whether the welders had to think about the
commands to use, whether the voice-based interaction distracted from the weld-
ing task or whether the welder knew at any time what settings were currently
active. Some of these questions were actually designed for the second WoZ test
(we chose to use the same questionnaire to be able to compare the results). UEQ
and NASA TLX were intended to gather participants’ subjective judgments only
as our small sample size does not allow to draw quantitative conclusions. After

3 It was not possible to recruit more welders due to restricted availability at our project
partner (many of them work in international support and are not always on-site).

4 http://www.ueq-online.org/
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the tests, audio and video material was synchronized and transcribed. The tran-
script was then placed into the synchronized audio and video files as subtitles
to facilitate analysis of the videos that included a wide range of different noises.

Fig. 2. Setting during WoZ Phase 1.

Assessment and Analysis. We analyzed the obtained data to establish a list
of the welders’ most important and most frequently used concepts including the
parameters that were named and changed during the test as well as the values
and units thereof and responses the wizards provided as feedback. During this
process, we categorized the commands and investigated how auditory feedback
was obtained, resulting in a report. The report became basis for a discussion
with stakeholders in a VUI design workshop where welders, welding technol-
ogy specialists and engineers participated to check our assumptions made in
the analysis process for plausibility. Example assumptions were that i) welders
would like to finely tune the welding current starting from an initial value which
includes the need to set values both absolutely and relatively, or ii) that only
a handful of commands is sufficient to cover the most important needs during
the welding process. These assumptions could be confirmed at the workshop.
To get a more complete picture, we also invited product managers and scientific
researchers in the area of welding technology. We presented a first categorization
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of relevant commands and parameters and iteratively refined it in an interactive
team process, leading to the following categories of welding scenarios:

– Before the actual welding : here, about 20 parameters are relevant, however
only five (e.g., Job or Wire Feed Speed) are crucial for the VUI.

– During the actual welding : only one parameter (welding current) is needed
that should, however, be fine-adjustable and configurable in several ways,
e.g.: i) set current to a certain value , ii) continuous change (up and down)
and iii) change by a delta (up and down). .

– After the actual welding : mostly concerning documentation, e.g., to record
the quality of the result.

– Feedback : welders explicitly wished for confirmations of commands, clarifica-
tions in case of ambiguities or summaries of whole configuration processes.

After this step, we could answer the question which parameters had to be ac-
cessed and which ranges of values were possible, hence establishing a first ver-
sion of the vocabulary. The next question was how the interactions that were
formerly performed through touch screens, buttons and dials, can in future be
done through speech, i.e., what the grammar should look like. We created an
exhaustive list of sample dialogs based on our observations during the WoZ test
and read the dialogs out loud to check if the envisioned commands also felt right
after they were spoken, as recommended by Pearl [22]. The sample dialogs were
again checked with welders to see if they made sense to them. Our observations
yielded two very different approaches the welders adopted, depending on whether
the welding process was currently active or not. Before the welding process, a
dialog-like free speech approach was used to negotiate the necessary parameters
with the wizard. As soon as the actual welding process was started, the inter-
action consisted of short commands regarding the necessary adjustments and
short auditory responses as acknowledgements. Similarly, the vocabulary also
was different for the two phases, with a much higher number of parameters rel-
evant before the process was started. We therefore separated the use cases and
created two different grammars. The third scope listed earlier (after the actual
welding) was not further analyzed. According to the wishes of the stakeholders,
the first VUI concepts were created for the German language. The VUI design
also included acoustic feedback (repetition of the set value) complemented by
visual feedback provided via different-color LEDs placed in the welding shield.

General Insights. Wizards often tried to establish visual contact to the welders
(e.g., stood up to be able to look over the partition wall). This should be in-
hibited by test supervisors as it could enable implicit exchange of information
through visual cues (e.g., mimics or gestures). The wizards oftentimes acted “in-
telligently” (e.g., one wizard asked whether the welder really wanted to use a
certain setting, afterwards the welder corrected his command). Such intelligent
behavior could be delusive for the welders as any kind of VUI that has not been
designed as intelligent assistant will not be able to provide a comparable be-
havior. Feedback is of tremendous importance which became even more clear as
the wizards differed strongly in the way and intensity they provided feedback.
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Some repeated the parameters and values they had just set, others did not even
indicate they had heard the command. In the latter case, welders asked whether
the voice commands had i) been understood and ii) led to an adjustment of
the parameters. While the participants whose wizards had provided prompt and
conclusive feedback stated later that they always knew what state the system
was in and felt in control of the process, those whose wizards did not provide
feedback stated that they where not always aware of the parameters’ values.

4.2 Phase 2

Wizard of Oz. The second WoZ phase was mainly intended to i) confirm the
vocabulary and grammar defined in the first WoZ phase and ii) evaluate the
adequateness of feedback. We planned on keeping most factors (participants,
welding tasks, setup, recording equipment and questionnaires) constant to gain
comparable results. One intentional change was that one fixed wizard was em-
ployed because this time his activity required a larger amount of training. He
should not act intelligently and neither react to all kinds of natural language
commands nor comment on the welder’s instructions but strictly adhere to a
predefined set of commands and reactions. Welders received an acoustic repe-
tition of their command (i.e., the parameter and its new value) by the wizard
after the parameters were set, and simple visual feedback. To make the wizard’s
task easier, he was provided a checklist of all relevant commands, his designated
reactions and what he should do in case welders used commands that were not
intended. Further, the wizard was granted a longer period of time to familiarize
with his task. The welders received a quick training regarding the available com-
mands. As the set of commands was comparatively small, all could memorize it
easily. The WoZ test then involved the welding tasks already used for Phase 1
and identical questionnaires. We intended to involve the same welders that had
taken part in Phase 1 but had to replace two due to a longer-term unavailability.
We again had five participants (four male, one female, aged 24 to 45).

Assessment and Analysis. The second WoZ phase was intended to confirm
or revise the vocabulary and grammar defined after the first phase. As we used
identical questionnaires, we could compare the participants’ answers after the
second phase to see whether the results had changed due to restriction of gram-
mar and vocabulary. Like for WoZ Phase 1, the results are not conclusive quanti-
tatively due to the low number of participants. Thus, we considered the answers
to NASA TLX and UEQ as weak indicators only (and do not report them in de-
tail) while our main sources of information were the observers’ notes, video and
audio recordings and the participants’ qualitative answers to the open questions.

General Insights. During the second WoZ test we could confirm that the com-
mands are easy to understand and can be learned and applied after a short time
of familiarization. Further, the acoustic feedback provided by the wizard led to
an improvement in the participants feeling in control over the process and know-
ing the state the parameters were in. More generally, welders stated that voice
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control had no negative impact on the welding tasks but is, to the contrary, rather
supportive, especially because the process did not have to be interrupted. Fur-
ther, we noted that the restricted grammar and vocabulary led to a more efficient
process (the commands and reaction to them took less time compared to WoZ
Phase 1) while the scope of the vocabulary itself was sufficient.

NASA TLX Comparison. The comparison of the answers to NASA TLX on
an individual level of the three recurring participants seems to indicate that
mental demand was increased in WoZ Phase 2. Physical demand tends to have
decreased for two participants, although the welding tasks stayed the same.
Temporal demand stayed on similar levels. Performance was estimated to be
better by the participants in Phase 2. Effort was felt to have increased for one
participant, while reduced for another. The perceived frustration has minimally
increased for one participant but strongly decreased for another.

UEQ Comparison. The answers of the three recurring participants paint the
following picture of the perceived UX in the two WoZ tests. Attractiveness (i.e.,
overall impression of the product) was slightly higher in Phase 2. Perspicuity
(e.g., how easy it is to get familiar with a product) was notably lowered after
Phase 2. The remaining categories efficiency (can users solve their tasks without
unnecessary effort?), dependability (do users feel in control of the interaction?),
stimulation (is it exciting and motivating to use the product?) and novelty (is
the product innovative and creative?) were rated better after Phase 2.

4.3 Phase 3

Prototyping. After two WoZ iterations, we obtained a final VUI concept in-
cluding vocabulary and grammar for welders for two different phases (before and
during the actual welding process). Based on this approved concept, we started
Phase 3 with prototyping a high-fidelity, interactive prototype. This allowed us to
assess design details concerning interaction behavior, audio interface and speech
recognition with our users in a real world setting. The Phase 3 prototype con-
sisted of three main components: i) speech recognition, ii) interaction controller,
and iii) welding remote controller. The system is designed in a modular way,
thus each of the components can be easily adapted and replaced independently.
The speech recognition component can use various open source and proprietary
engines. We selected the platforms considering stakeholder requirements related
to offline service, weight, price and size, and requirements obtained through our
user tests. Depending on the features and functionality of the speech recognition
engines, we also experimented with different language and acoustic models. This
includes the use of grammars and statistical language models, such as N-gram
models adjusted to our vocabulary. At this stage, no adaption or retraining of
the acoustic model was done. We experimented with various prebuilt models
in German (and few in English). The speech recognition component recognizes
the spoken commands based on the vocabulary in the VUI concept and re-
turns tokens to the interaction controller. The interaction controller maintains
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system state, controls feedback mechanisms (acoustic and visual feedback) and
interfaces with the welding equipment through a remote controller component.
Acoustic feedback is given through a TTS system with small speakers placed
inside the welding shield. Multicolor LEDs provide visual feedback through am-
bient light. The use of a soft light is crucial to not affect the welder’s vision.

User Tests. After the initial implementation and tests in our lab environment,
a first user test with the functional VUI was conducted. The same measuring
instruments as in the preceding WoZ phases were employed: audio and video
recordings, observation and the same questionnaires. Further, we could now
compare the spoken voice commands with the detected commands. As in the
WoZ phases, five participants sequentially worked on the same tasks. Unfortu-
nately, voice recognition in this phase was strongly affected by the noise level
of the welding arc so that primarily in the higher current areas (with a sound
pressure level of up to 110 dB resulting from a wire feed of around 8 m/min),
efficient work was impossible. As the tasks involved in the user test all required
the welding current to be in these areas, the experiments were canceled after
three runs. Yet, important insights could be gained during this test (see below).

Assessment and Analysis. According to the observers’ impression, the vo-
cabulary and grammar could be internalized fast by all three participants (two
of them already took part in a preceding WoZ test) and consequently the VUI
was usable with only few errors on the participants’ side. The analysis of audio
and video material along with observer notes, however, confirmed our initial im-
pression that this prototype’s bad recognition rate prevented an efficient way of
working although it was successfully tested in the lab before. This also led to
participants using different pitches and going from screaming to whispering in
order to achieve voice input in the higher current areas but to no avail. These
problems were also reflected in the results of our questionnaires. To prevent a
lasting frustration, it was necessary to explain that this early prototype had not
been tested under realistic conditions before but it worked reasonably well in
the absence of excessive environment noise, and that our next steps comprise
a systematic improvement of the recognition rate. Further insights were gained
regarding feedback: acoustic feedback was found to be too quiet and visual feed-
back was not clear enough to be easily recognized while the welding arc was
active. Also, participants perceived a short delay before provision of feedback.

4.4 Phase 4

Prototyping. The prototype underwent several iterations of refactoring and
improvements based on the findings of Phase 3. This included acoustic and vi-
sual feedback and the interface to the welding machine for more robustness and
faster responses during welding parameter changes. As analyzed in Phase 3, the
biggest drawback of our prototype was the bad recognition rate in the loud
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working environment. Thus, Phase 4 mainly focused on speech recognition im-
provement. We set up an infrastructure for systematic, repeatable tests and au-
tomated analyses. Our experiments considered different microphone types (with
different directional characteristic, e.g. omnidirectional, cardioid and shotgun),
noise levels and pre-processing of the audio signal (normalization and filtering).
Our audio database consisted of samples from 7 persons (4m, 3f) with 70 differ-
ent commands and 3 repetitions per person. The samples were recorded with 7
microphones (in price ranges between 2e and about 500e) in parallel, with and
without welding noise, resulting in more than 17.500 recorded and transcribed
audio samples. The raw samples (with a base welding background noise and fur-
ther pre-processing) showed recognition rates ranging from 34.9% to 69.4% for
the various microphones. By automatically adjusting the gain on some micro-
phones, the recognition rate could be further improved. Generally, we observed
that the pronunciation and dialect is important as we noted significantly higher
recognition rates for our best speakers. Additionally, experiments with audio
noise reduction filtering brought another improvement of 3.1% on average across
all microphone types. Among others, we applied a Wiener filter [18, Ch. 6] in our
noise reduction approach. It should be noted that parameterization is essential.
Some filters and their parameter setting respectively, worsened the recognition
rate significantly. All (even little) improvements of the recognition rates however
came with considerable implementation effort and lots of additional testing. In
some cases, potential improvement approaches even led to a step back and a
decrease in the recognition rate, and changes had to be reverted.

User Tests. After extensive effort to improve the recognition rate in the sys-
tematic tests with recorded welding noise it was now necessary to test again
under real world conditions. Therefore, the same tasks and instruments as in
the previous user tests were used while focusing on i) the correctness and timeli-
ness of the speech detection and ii) the participants’ subjective feedback on the
other. Only after a sufficient recognition rate could be achieved, is it possible to
assess if the VUI concept was designed and implemented successfully.

Assessment and Analysis. Firstly, the focus of this assessment was to show
whether there was a significant improvement in the recognition rate. This could
be confirmed because even at the noise levels where recognition had badly failed
earlier, many voice commands were now correctly recognized. Still, we could
not get close to a perfect or human-like recognition when environment noise
increased. Especially short commands were hard to detect and were therefore
replaced by longer synonyms. Secondly, we received predominantly positive feed-
back by our five participants. Because only one participant had taken part in
Phase 3 where the recognition had not worked sufficiently, a high contrast ef-
fect could be ruled out. Nevertheless, his results are reported separately here.
The participant liked the acoustic and visual feedback, although the TTS out-
put was still too quiet for him. Thus, he was not always aware of the currently
active parameters. He suggested extending the range of possible synonyms for
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commands and to personalize certain effects of commands. He also stated that
training would help to become better at working with the VUI (“practice makes
perfect”). The other participants mainly liked the short reaction times and all
of them stated that the voice commands did not distract them from working.
All participants also explained that there was not much thinking involved to
memorize and use the commands, at least after an initial familiarization.

5 Discussion

In this section we reflect on our VUI design process, summarize our findings and
discuss their implications for a broader spectrum of contexts. The paper’s main
contribution lies in the detailed description of our applied methodology during
the process of designing VUIs, consisting of two WoZ phases and two stages
of prototyping. It is important to note that we used WoZ in a rather uncom-
mon way: not for experiments with early prototypes but for establishing first
concepts for VUIs in a context-constrained domain. WoZ enabled us to elicit
appropriate grammar and vocabulary for our use case which would hardly have
been possible without observing potential end users’ natural behavior and di-
alogs in their working environment. Further, it helped us in the second phase to
confirm our first VUI design under realistic conditions. We strongly encourage
other researchers (independent of the domain, VUIs should be designed for) to
apply WoZ with real users and under realistic conditions (i.e., giving them real-
world tasks and their familiar equipment). Further, it was extremely helpful not
to constrain the welders’ natural dialog in the first phase. Regarding the WoZ
process, we observed that visual contact between two persons talking to each
other is very important to them. Most participants tried to avoid the partition
wall, e.g., by getting on their tiptoes. The natural visual cues that aid our face-
to-face communication are usually lost in VUIs. Thus, many currently available
VUIs (e.g., those integrated with Amazon Alexa5) use different colors or LED
blinking patterns (e.g., the Amazon Echo Dot) or even more enhanced graphical
user interfaces (e.g., the Amazon Echo Show). To account for this basic human
need, our prototypes also use auxiliary visual feedback. Further, we recommend
other VUI designers using WoZ to consequently prevent any visual cues to be
exchanged even if this comes at high effort. Insufficient spatial separation of user
and wizard might lead to unreliable results regarding the identified dialog behav-
ior. We also highly recommend applying a two-phase WoZ process and involving
all stakeholders before finalizing a VUI in an industrial or other niche application
context. The second phase helped us to test whether the identified grammar and
vocabulary also worked without further verbal information exchange. The stake-
holder workshop revealed additional requirements (e.g., the need to introduce
command synonyms welders don’t use in their colloquial dialogs but are present
in the control panels of the welding machines, for reasons of consistency).

In summary, our experiences with WoZ during early phases of VUI design are
predominantly positive due to its flexibility (not being constrained by technical

5 https://developer.amazon.com/de/alexa
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limitations). This was particularly important in the first WoZ phase because it
would hardly have been possible to implement a functional prototype that allows
for an unlimited, natural dialog around the welding domain. Prior to the WoZ
tests we did experiments with popular cloud services but noted high error rates
for domain-specific vocabulary (while recognition was excellent for more general
dialogs). A possible drawback of using WoZ while establishing VUI concepts
for manual welding and comparable applications lies in the time-critical nature
of the tasks. Responding fast enough and still sticking to the predefined set of
commands and responses is challenging for the wizard who has to i) interpret the
voice command solely according to a given protocol, ii) set the parameter and iii)
give correct and timely feedback. Thorough training of the wizard is necessary.

Generally, the findings of our tests have shown that the niche application of
manual industrial welding can strongly benefit from the use of voice interaction.
Especially, welders pointed out i) the time-saving nature of voice interaction,
ii) that they do not have to interrupt the welding process in case parameters
need to be changed and iii) that the installation of this kind of new technology
neither requires a major change regarding their equipment nor requires additional
equipment. The tests have also shown that although the vocabulary needs to be
sufficiently small (to be easily memorized), a short training period is acceptable
for the target group. In case the range of functions utilized by end users differs
strongly for different usage contexts (e.g., before or during the welding process),
we can recommend designing different VUIs (and related grammars etc.). This
reduced the complexity of the individual VUIs and the error rate on the users’
side. Yet, all related VUIs should be designed on the basis of consistent principles
(e.g., related to feedback and reaction to errors). We also noted that for the
welders it is of tremendous importance that the vocabulary matches their natural
usage of language in the domain (e.g., in case there were two or more designations
for the same command, they rigorously preferred the one that was closer to
their colloquial term). As the related preferences might differ among persons but
potentially also among languages, we chose to introduce synonyms for parameters
for which there exist different names. This was appreciated by the welders.

Our utilization of the two standardized instruments UEQ and Nasa TLX
suffered from the well-known problem of longitudinal study designs that it might
be difficult to get the same participants for all evaluations. While this would have
at least allowed us to compare the two questionnaires’ results on an individual
level, only three recurring participants took part in Phases 1 and 2 and only
one was present during all phases. Still, in these early phases it allowed us some
important insights. For example, the comparison of the two NASA TLX results
shows that the perceived mental demand had increased for the three participants.
This might be connected to the well-known challenge in VUIs that users must
memorize the set of allowed commands, and acknowledges the aforementioned
infringement of Nielsen’s heuristics of visibility of system status or supporting
recognition over recall. Equally, the UEQ category perspicuity that was also
rated lower after WoZ Phase 2 has a strong connection to learnability. All other
categories of the UEQ were rated better after the second run.
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Regarding implementation, we recommend early testing of functional pro-
totypes under realistic conditions, even if first prototypes might terribly fail.
Early tests allowed us to identify i) those kinds of environmental noise where
recognition rates go down drastically and ii) the conditions where recognition
is only marginally affected. Our automated test environment then allowed us to
perform a great number of systematic tests. These tests enabled us to identify
the best-performing settings for different conditions. If a VUI should be speaker-
independent, we recommend thorough tests with different speakers who should
be highly diverse regarding their timbre, volume, pronunciation and dialect. Our
first tests revealed severe differences in recognition rates among different speakers
of up to 25% although all of them tried to speak clearly and loudly.

6 Conclusion

VUI designers can usually resort to guidelines, gold standards or best practices
(e.g., the Amazon VUI design guidelines6), or experiences with similar systems.
Yet, we identified a lack thereof, when a VUI has to be established in a domain off
well-trodden paths. Thus, we presented a four-phase approach of creating a VUI
concept and functional prototype in a context-constrained application domain
from scratch. By first observing the natural conversation between welders in a
WoZ test during manual welding tasks, we could establish the basic vocabulary
and grammar that was later discussed with domain experts and finally validated
with the help of a second WoZ test. During the authoring of the sample dialogs
that followed the initial observations, specific focus was placed on the require-
ments identified by Farinazzo et al. [8] such as consistency (we ensured that the
same commands have the same effects in different situations), feedback (acoustic
and visual), or the minimization of cognitive effort (we used a small set of com-
mands and allowed synonyms where more than one identifier was observed in
WoZ Phase 1). The analysis of data we gathered during the different phases in-
dicates that the VUI concept we established was well usable by our participants.
Phase 3 has shown the specific challenges related to voice recognition in noisy
environments. However, we could reach significant and promising improvements
during our extensive test and voice recognition enhancement activities in Phase
4. The prototypes have shown sufficient potential for application in real world
settings in the domain of industrial welding and are currently taken one step
further towards a commercial product by our industrial project partner.
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