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Abstract. We present Additive Voronoi Cursor (AVC) – a new cursor tech-
nique for target selection by dynamically resizing the area cursor based on the 
analysis of the two different phases of mouse movement: the ballistic and the 
correction phases during target selection. On-screen Targets can be divided into 
respective areas dynamically based on both target distribution and cursor veloc-
ity. We assumed that to select a target, a user will first perform ballistic/fast 
cursor movement aiming to the target roughly, then correct the cursor position 
with slower movement towards the desired target. Therefore, after the ballistic 
movement, the desired target would locate within the local region closed to the 
cursor. We defined Additive Weighted Voronoi Diagrams with selectable tar-
gets by assigning larger weights to the nearby objects right after the ballistic 
cursor movement. Therefore, the effective areas of the nearby objects are en-
larged, and they can be selected more easily and quickly. We had compared our 
cursor technique with recent developed area-cursor methods. The results 
showed that our method performed significantly better on certain configura-
tions. 

Keywords: Area cursor, additively weighted Voronoi diagram, movement-
phase-aware cursor, Fitt's law 

1 Introduction 

Target selection is a fundamental task for acquiring graphical-user-interface (GUI) 
components such as buttons, icons and menu options. Most screen-based applications, 
such as gaming and information visualization, still require frequent use of mouse 
selection. While manipulation tasks in design applications increase the frequency of 
using shortcuts, they still need to cooperate with mouse operations. With the incre-
ment in both size and resolution of computer displays, it becomes less efficient for a 
user to acquire small on-screen elements on the large display with the traditional cur-
sor technique. In recent years, several techniques have been proposed to address this 
problem and to improve selection performance. One of the approaches is to reduce the 
cursor movement by directly changing the locations of the cursor or targets [1, 2, 12, 
19, 21]. These techniques performed better than the traditional cursor technique in a 
sparse desktop environment. However, they are sensitive to the density and layout of 
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the on-screen selectable components, and their performance would degrade if the 
target to be captured was surrounded by multiple nearby objects. As it is common to 
have non-uniform target distributions and clusters of small targets in GUIs, these 
techniques may not always improve the target-selection performance over the tradi-
tional technique. 

Some techniques for dense target environments have been proposed in recent re-
searches, such as expanding the targets’ size [9, 10, 23], dynamically controlling the 
display ratio [5], and applying multiple cursors [6, 18]. One promising technique de-
veloped from the area cursor [17, 29] is the Bubble cursor [11] and its variations [14]. 
The Bubble cursor dynamically adjusted the cursor’s activation area such that only 
the closest target would be captured. This is equivalent to expanding the boundary of 
each target to the Voronoi region with the target center being the region center, so that 
the Voronoi diagram defined by all targets fills the whole screen space. The definition 
of targets’ selectable regions in most of these area-cursor techniques only relies on 
Standard Voronoi diagram, and ignores the cursor motion. We believe that there is a 
potential design space for designing a new area cursor technique by considering tar-
gets’ effective areas as dynamic Voronoi diagram which is defined by both target 
distribution and cursor motion. 

In this paper, we present the Additive Voronoi Cursor (AVC), a new target-
selection technique by dynamically resizing on-screen targets’ effective areas based 
on the analysis of the two different phases of mouse movement: the Ballistic and the 
Correction phases. During the the process of target selection, we assume the user will 
perform a ballistic movement with a fast speed to bring the cursor to the desired target 
roughly, then adjust the cursor position with a slower correction movement towards 
the desired target. With AVC, the screen space was treated as an Additively Weighted 
Voronoi Diagrams (AWVD), and divided into respective areas dynamically, accord-
ing to the target distribution and the cursor location at the time of entering the correc-
tion phase. In general, we assumed that the desired target should be located within the 
local region near to the cursor during the correction phase. We defined AWVD with 
selectable targets as Voronoi sites by assigning larger weights to the targets closer to 
the cursor in the correction phase, such that the effective area of the nearby targets 
would be enlarged as shown in Fig. 3, allowing easier and faster selection than ordi-
nary Bubble-cursor-like methods. In this paper, we focus on the selection task in 
desktop computer setting. We believe our pointing techniques could be also applica-
ble to VR/AR domains, as target selection by pointing operations is the common UI in 
VR/AR systems, and the bubble-like area cursor techniques are commonly used in 
these systems.  

The rest of the paper is organized as follows: after reviewing the related work, we 
will present the design and implementation of two types of AVC - Additive Voronoi 
Cursor (AVC) and Additive Voronoi Cursor with Manhattan distance (AVC+M), and 
evaluate their performance with existing area cursor methods. Experiment results 
showed that our method performed significantly better among the tested area cursor 
methods. Finally, we will report that the performance of the AVC and AVC+M can 
be modeled with the Fitts’ law. 
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2 Related Work 

The Fitts’ law is typically used to study target selection in GUIs [22, 27]. It is a model 
for predicting the movement time MT in target selection tasks as: 

 𝑀𝑇=𝑎+𝑏 ∙ log2(𝐴𝑊 + 1) (1) 

where A is the distance (or amplitude) between the cursor and the target. W is the 
target width. a and b are two empirically determined constants, depending on selec-
tion technique, hardware configuration and user behavior. The equation indicates that 
the efficiency of selection tasks can be improved either by reducing the movement 
amplitude A, increasing the target width W, or a combination of both. 

In early work, selection techniques based on jumping cursors/objects [1, 2, 12, 19] 
or multiple cursors [6, 18] were proposed to reduce the movement amplitude of tar-
get-selection tasks. However, these techniques are sensitive to the target layout and 
density. In addition, the jumpy interface and increased visual elements would lead to 
visual distraction, thus degrade user performance. 

Area-Cursor techniques used an area cursor with a large activation region [17], in-
stead of a single-pixel hotspot in the traditional point cursor to increase the efficiency 
of target selection. This is equivalent to enlarging the effective target size. They made 
selection easier, but may capture multiple objects at the same time, leading to ambigu-
ities. This problem can be solved by integrating a point cursor into the area cursor 
[29], or by interactively adjusting the cursor area on multi-touch input [25]. The Bub-
ble cursor [11] tackled this problem by dynamically resizing the activation area of a 
particular target based on the proximity of surrounding targets, by which only one 
target would be captured at a time. This is equivalent to partitioning the screen space 
into a Voronoi diagram which is defined by all targets, thus maximizing the overall 
activation area of all targets. Starburst [3] used a different partitioning method, which 
adapted to clustered targets with non-uniform distributions. Several variations of the 
Bubble cursor have been proposed [16, 20]. Recently, speed-dependent area-cursor 
techniques [8, 28] were proposed. Chapuis et al. [8] developed DynaSpot, in which 
the cursor behaved as a point cursor at low speed and an area cursor at high speed, 
and thus allowed pointing anywhere in the empty space without requiring an explicit 
mode switching. Note that in all these area-cursor techniques the targets’ potential 
effective areas were defined by standard Voronoi diagram with Euclidean distance 
function. In this paper we consider to explore the design space of area cursor tech-
niques by define the effective areas as dynamic Voronoi diagram with a different 
distance function. 

More recently, an area-cursor technique with dynamic target effective areas, named 
IFC, was proposed [28]. IFC adopted a dynamic fan-shape area cursor which was 
based on both the speed and moving direction of the cursor movement, such that only 
the targets in front of the moving direction of the cursor would be selectable, poten-
tially allowing larger targets’ effective widths and shorter cursor moving distance. 
However, the response of target capturing of IFC is different from Bubble-like cursor 
techniques, and it may be difficult for users to control the cursor orientation smoothly 
without sufficient practice. 
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Guillon et al. [14] studied the impact of display styles on the performance with 
Bubble-like area cursors. The experiment results showed that showing the effective 
areas of all targets led to the best performance. However, the study only focused on 
static effective areas, thus the results may not apply to area cursors with dynamic 
effective areas such as IFC and our proposed technique. Another interesting finding 
by Guillon et al. [14] is that the area cursor with Manhattan distance metric has a 
similar performance as the original Euclidean-distance-based area cursor. Therefore, 
we also considered the Manhattan distance metric in our area cursor design, and stud-
ied the performance difference between our Manhattan distance-based and Euclidean 
distance-based cursor techniques. 

Several target selection techniques were based on dynamically adjusting the con-
trol-display ratio, thus changing the underlying movement amplitude as well as target 
width. Sticky icons [29] and Semantic pointing [5] slowed down the cursor when 
approaching a selectable target, thus increasing the underlying target width for easier 
acquisition. However, both techniques were sensitive to the layout and density of the 
targets. While they may work well in a sparse desktop environment, problems may 
arise when targets are clustered, as some targets located along the path to the intended 
target may slow down the cursor movement. The Vacuum [4] dynamically brought 
prospective targets closed to the cursor. This method significantly reduced the moving 
distance of the cursor for selecting distant targets, but it required additional visual aids 
and complex cursor operations to control the scanning region. 

3 Additive Voronoi Cursor 

The Additive Voronoi Cursor is based on the area-cursor technique and is designed to 
support faster and easier target selection during the correction phase. We assumed that 
in a general selection task, the user will first perform the fast ballistic cursor move-
ment to bring the cursor close to the desired target, followed by the slow correction 
movement to precisely select the desired target. We repartitioned the screen space 
immediately after the cursor movement changing from the ballistic phase to the cor-
rection phase, so that targets closer to the cursor will have relative bigger effective 
areas than those further away from the cursor. Different from the standard Voronoi 
partition used in the ordinary Bubble area cursor, we hypothesized that the dynamic 
partition of the additively weighted Voronoi diagram (AWVD) in AVC would im-
prove the efficiency of the correction cursor movement. 

Note that other literature [15, 24] considered that the whole target-selection task 
involves extra phases besides the ballistic and correction phases, such as the searching 
phase before the starting of mouse movement, and the verifying phase after the cor-
rection movement and before the mouse clicking occurs. However, in this work, we 
do not focus on these extra phases, as the time spending on them would not signifi-
cantly affect by area cursor techniques. Therefore, we designed AVC to mainly de-
termine the ballistic and the correction phases based on the cursor moving speed, and 
repartition the effective areas as an AWVD immediately after the change from the 
ballistic phase to the correction phase. 
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We defined the cursor movement enters the ballistic phase once the cursor speed is 
faster than a speed threshold 𝑠, and the cursor movement enters the correction phase 
once its speed is slower than another speed threshold 𝒔𝑩, such that 𝒔𝑩 > 𝒔𝑪. An exam-
ple of such phase switching is demonstrated in Fig. 1. We have conducted a prelimi-
nary study to optimize the thresholds values for AVC, which is described in the next 
section. 

 

Fig. 1. Target selection example and phase detection. A fast ballistic movement is performed 
first to roughly bring the cursor close to the desired target (1 -> 2), followed by the slow correc-
tion step to exactly select the desired target (2 -> 3). 

3.1 Selecting Distance Functions for Voronoi Diagrams 

We have considered different methods of 2D partition for better partitioning the 
screen space with the centers of selectable targets as the set of sites. In particular, we 
focused on the definition of the distance function dሺ𝑝, 𝑞ሻ that used in the computation 
of Voronoi Diagram, where p is a 2D point on the screen and q is the center of one of 
the selectable targets. The distance function mainly controlling the sizes of the parti-
tioned regions which would be the effective area of the corresponding target. Standard 
Voronoi diagram directly uses the Euclidean distance function, by altering this we 
could control the target effective width to a certain extent. One possible way to alter 
the original Euclidean distance function used in standard Voronoi diagram computa-
tion is to apply weights to each site multiplicatively: 

 𝑑ሺ𝑝, 𝑞ሻ ൌ  
‖ି‖

௪
 (2) 

where 𝑤 is the weight assigned to the target 𝑞. In general, a bigger weight will result 
in a bigger corresponding Voronoi region. However, a multiplicatively weighted Vo-
ronoi diagram (MWVD) [7] often contains non-convex regions, as well as enclave 
and exclave regions (Fig. 2a). Therefore, using MWVD for the effective areas in tar-
get selection might make the selection process unpredictable and unintuitive, because 
the enclave and exclave shapes might introduce unexpectable switching of captured 
targets during the selection process.  
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Fig. 2. (a) Example of multiplicatively weighted Voronoi diagram, the numbers next to the 
sites are the corresponding assigned weights. (b) Example of a power diagram, the circle sites 
are displayed in grayed color. 

Another possible weighting method is the power diagram [7] which replaces the point 
sites with circle sites. The circle radius 𝑟 of a circle site could be considered as the 
site weight for the distance function. 

 𝑑ሺ𝑝, 𝑞ሻ ൌ  ‖𝑝 െ 𝑞‖ଶ െ 𝑟
ଶ (3) 

While the power diagrams could ensure straight region boundaries and convex Voro-
noi regions, one main drawback is that the site center could be outside the correspond-
ing Voronoi regions (Fig. 2b). This could result in unselectable targets even when the 
cursor is close to them, particularly when the targets locations or the circle radius 𝑟 
are unevenly distributed. Therefore, we abandoned this weighting method. 

Instead we decided to use the AWVD, to define the effective areas of the targets. 
The AWVD uses the weighted distance function given by 

 𝑑ሺ𝑝, 𝑞ሻ ൌ ‖𝑝 െ 𝑞‖ െ  𝑤 (4) 

Even some regions could be non-convex in the AWVD, every non-convex region is 
star-shaped with respect to its site (target center). This means that from the center 𝑞 
we can draw a line to any point in the region, and the line will be contained entirely 
within the region, ensuring the selectability of the target [7]. Also, since AWVD only 
contains connected convex and star-shaped regions, there will be no undesired en-
clave and exclave regions. 

We adopted a gradient weighting function centered at the cursor to define the 
weight values. Therefore, the targets close to the cursor will receive relatively larger 
weights than distant ones, so their corresponding regions will be elongated radiation-
ally from the cursor position (Fig. 3), allowing a larger effective width along with the 
possible moving directions from the cursor to the nearby targets. Specifically, we 
used a linear gradient function (Fig. 4), centered at the cursor position when the cur-
sor movement just enters the correction phase, to define the additive weights for rep-
artitioning the screen space. Fig. 3 shows the different effective areas defined by the 
unweighted Voronoi diagram and the AWVD, notice that in the latter case how longer 
effective areas are defined in the directions from the cursor to nearby targets. This 
enlarged effective area allows users to select nearby targets easier and faster. 
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To provide the best performance, the parameters of this linear gradient function 
should be selected based on the screen resolution and other hardware configurations, 
as well as the user preferences. The weight assignment would affect the shape chang-
es of the effective regions of selectable targets. If the scaling factor is too large, then 
two nearby targets have large differences in their weights, the target effective area 
with larger weight would dominance the nearby region and the region of the other 
target will disappear. Therefore, we select a scaling factor as shown in Fig. 4 that 
would never cause such undesired effects and produce enough elongation of effective 
areas of targets near to the cursor position when the cursor entering the correction 
phase. We adopted these settings in our empirical experiment, resulting in the desired 
Voronoi-diagram partition with enlarged effective areas for nearby targets. Therefore 
we used these empirical settings in our controlled user study. 

It may be possible that the user’s desired target is not located close to the cursor 
right after switching to the correction phase. The user can use another ballistic move-
ment to move the cursor to another screen region roughly, or slowly move the cursor 
and search the desired targets at another region. In either case, the previous “reparti-
tioned” effective areas will not affect the next selection operation, as only the local 
region near to the old cursor position (at the time switching to correction phase) was 
repartitioned by the additively weighted Voronoi diagram. 

 

Fig. 3. Different effective areas defined by the unweighted Voronoi diagram (left) and the 
additive weighted Voronoi diagram (right).  

 

Fig. 4. The weighting function used for our cursor technique. The x-axis is the distance from 
the cursor position to the target center (in pixels), and the y-axis is the weight values assigned 
to the target. 
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3.2 Speed Computation 

To detect the switching between the ballistic and correction phases, one needs to 
compute the current ongoing cursor speed. Since the captured mouse positions can be 
noisy, we apply a simple Exponentially Weighted Moving Average operation to filter 
the noisy samples, similar to the velocity smoothing method adopted in [28]. Specifi-
cally, the smoothed ongoing cursor velocity 𝑣௧ at current time t is computed as 

 𝑣௧ ൌ ሺ1 െ 𝜆ሻ𝑣௧ିଵ   𝜆𝑣௧ (5) 

where 0  𝜆  1 is the weight, 𝑣௧ିଵ is the smoothed velocity in the last time step, 
while 𝑣௧ is the current unsmoothed velocity value. We need a smoothed cursor speed 
computation to remove noisy speed samples that caused by the raw mouse input (par-
ticularly the zero speed values produced when two successive cursor samples have the 
same position), therefore cursor speed smoothing is necessary for our cursor tech-
nique. We have tested with both 30 and 60 times per second settings for cursor speed 
computation with moving average smoothing, and found that both settings can pro-
duce satisfied and smooth speed estimation, therefore we choice 30 fps for our exper-
iments. The weight 𝜆 is set to 0.95 and the velocity was sampled 30 times per second. 
With the smoothed velocity, the speed value is just the magnitude of the velocity vec-
tor 𝑠௧ ൌ  |𝑣௧|. 

3.3 Additional Voronoi Cursor with Manhattan Distance Metric (AVC+M) 

As reported in [14] that the area cursor technique with the Manhattan distance-based 
Voronoi diagram (MTE) gives comparable performance than the Euclidean distance-
based area cursor (VTE), it is interesting that what would the performance of AVC be 
if adopting the MTE. Therefore, in our experiment, we also involved AVC with the 
Manhattan distance metric (AVC+M). The distance function of AVC+M is given as 

 𝑑ሺ𝑝, 𝑞ሻ ൌ ‖𝑝 െ 𝑞‖ெ െ 𝑤 (6) 

where ‖∙‖ெ  is the Manhattan distance metric. Notice that different from AVC, 
AVC+M always generates straight line region boundaries in vertical, horizontal and  
45°-oriented directions (Fig. 5), which may result in different performance when 
comparing with AVC. 

 

Fig. 5. AVC+M always generates straight line region boundaries in vertical, horizontal and 
45°-oriented directions. 
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3.4 Implicit Display Style 

The results in [14] showed that explicitly showing the all static target effective areas 
gives better performance than other displaying styles. However, this does not apply to 
AVC since the target effective areas are dynamically updated according to the user’s 
interaction. Moreover, displaying effective areas of all targets would overwhelm se-
lectable targets and other UI elements, thus would not be appropriate for many appli-
cations. According to the findings of recent pieces of literature [15, 28], an area cursor 
with dynamic target effective areas should hide the effective areas for better perfor-
mance, as displaying the effective areas would distract users’ attention and degrade 
target selection speed. Therefore, we adopted the implicit display style and hid the 
dynamic target effective areas, so that users will not aware of the update of the under-
lying Voronoi diagram when the cursor movement is switched from ballistic phase to 
correction phase. Also, for a fairer comparison, we hide the target effective areas for 
all cursor techniques being tested in our experiment. The Voronoi regions displayed 
in the figures and the accompanying video were only for visualization purposes only. 

4 Experiment 

4.1 Preliminary Study: Ballistic and Correction movement speed 

Since AVC dynamically resizes the effective areas of the on-screen objects right after 
the Ballistic phase, it is important to robustly detect the phase change without affect-
ing the user performance. We have conducted a preliminary study to optimize the 
threshold values of the mouse speed for detecting Ballistic and Correction phases in 
our proposed AVC technique. Note that the speed thresholds found in this preliminary 
study were only optimized for the specified screen resolution and mouse configura-
tion. For other screen/mouse configurations, the optimized threshold values may be 
different. 

Apparatus. This study was conducted on a PC Notebook with a Quad-Core 2.7GHz 
CPU, a 17” display screen of resolution 1920×1080 and a Logitech optical mouse 
(DPI = 1000). It was installed with MS Windows 10 and the default mouse speed 
setting. The “Enhance Pointer Precision” function is turned off, thus no cursor accel-
eration was used in the experiment. 

Participants. We recruited 9 participants (6 males and 3 females) of 21 to 30 (Mean 
= 27.2, SD = 2.86) within the university. All participants are right-handed frequent 
computer users, and they use their dominant hand to control the mouse. 

Procedure and Design. Previous research [7] has proved that the distractors along 
the start and goal target would not affect the performance of a task selection task, but 
only the distractors close to the goal targets would affect. Therefore this study fol-
lowed the settings from [8, 28], with the aim of studying how different threshold 
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speeds for classifying the Ballistic and Correction movements would affect user per-
formance of target selection using AVC under various configurations of the moving 
distance/amplitude and the crowdedness. Sixteen circular candidate targets of 8 pixels 
in radius were evenly distributed on a large circle with the possible diameter of 256, 
512, and 768 pixels which defined the movement amplitude. The large circle was 
placed at the screen center, and the centers of the candidate targets lied on the circum-
ference of the large circle, as shown in Fig. 6a. At the start of every selection task, the 
software randomly marked a pair of opposite targets as start and goal targets, and 
drew the start target in yellow, and the goal target in green color, respectively. When 
a target was captured by the cursor, it was surrounded by a blue stroke. Participants 
were instructed to click the start target first and then select the goal targets as quickly 
and as accurately as possible using AVC. In order to mimic a more realistic target-
selection scenario, another four targets of the same size were placed around the goal 
target as distractors. Two of them were placed along the direction of movement (one 
before and one after the goal target), and the other two distractors were placed per-
pendicular to the direction of movement (one on the left and one on the right). The 
distractors were all equally away from the goal targets with a distance of three times 
the target’s diameter (48 pixels). 

 

Fig. 6. (a) The screen layout for the preliminary study. The yellow circle is the start target 
while the green circle is the goal target. The target being captured would be surrounded by a 
blue stroke. The four grey circles are the main distractors to control the effective width of the 
goal target. Note that the color and the dashed line shown above is for illustration purpose only. 
Except for the start target, goal target and the selected target as shown above, other targets are 
1-pixel black outlined circles in white color without any lines. (b) The study interface of the 
main experiment, in addition to Figure 6a. The second group distractors are distributed a 20° 
slice beginning from start target to the nearest main distractor. 

We designed our experiment as a 3×3×3 within-participant study with the following 
factors: (1) three amplitudes (in pixels), A: 256, 512, 768; (2) three speed thresholds 
for identifying the ballistic phase (in pixels/s), 𝒔𝑩: 80, 100, 120; and (3) three speed 
thresholds for identifying the correction phase (in pixels/s), 𝒔𝑪: 30, 50, 70. Based on 
the screen resolution and mouse configuration, we achieved the weighting function 
(Fig. 4) and {𝒔𝑩, 𝒔𝑪} as {100, 50}. We offset a positive and negative value to the {𝒔𝑩, 
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𝒔𝑪} to provide those factors with 3 different values, to form the predefined factor 
values of the experiment. The experiment was divided into groups of different combi-
nations of the 𝒔𝑩 and 𝒔𝑪, which were ordered with a Latin-square-based counterbal-
ance. In each group, participants performed the selection tasks in different values of 
A. Each A value repeated 16 times with the 16 pairs of opposite start and goal targets 
appearing in a randomized order. The whole experiment lasted for approximately 30 
minutes for each participant. While we noted that the movement distance/amplitude 
might potentially affect the selection performance, in this study we mainly focused on 
how different speed thresholds would affect the user performance of target selection. 

The time duration between clicking the start target and selecting the goal target 
was measured as task-completion time, and the overall error rate of each participant 
(i.e. the percentage of failed tasks) was recorded. A task would be marked as failed if 
the participant selected an incorrect goal target before selecting the correct one. If a 
participant selected an incorrect target, he/she still needed to select the correct target 
to complete the task. Before starting the selection tasks, the participants were given a 
5-minute training session to get familiar with the user interface. A total of 3,888 se-
lecting tasks were performed, with each of the users performing a total of 432 tasks. 

Results and Discussion. With the A, 𝒔𝑩, and 𝒔𝑪 as the independent factors, we statis-
tically analyzed their effects on the task completion time and the error rate. Table 1 
shows the variant result of mean movement time and error rate for each configuration. 
We have performed Bonferroni correction for multiple pairwise comparisons and 
checked the normality of the data for the experiments in this paper. 

Task-Completion Time. Three-way ANOVA showed that the A (𝐹ሺଶ,ଷ଼ଵሻ ൌ 327.2, p 
< 0.0005) and 𝒔𝑪  (𝐹ሺଶ,ଷ଼ଵሻ ൌ 3.72, p < 0.05) had a significant effect on the task-
completion time, while there was a marginal effect of 𝒔𝑩 on the task-completion time 
(𝐹ሺଶ,ଷ଼ଵሻ ൌ 2.85, p = 0.058). There was no significant interaction effect of these three 
factors on the task completion time. It was obvious that the task-completion time 
should increase as the amplitude increases, so we mainly focused on optimizing the 
combination of the 𝒔𝑩 and 𝒔𝑪. 

Table 1. Mean task completion times and error rates for different 𝒔𝑩 and 𝒔𝑪. 

ሺ𝒔𝑩, 𝒔𝑪ሻ 
Mean Task Completion Time Error Rate 

A256 A512 A768 Avg A256 A512 A768 Avg 
(80, 30) 725 847 1028 867 12.5% 6.9% 14.6% 11.3% 
(80, 50) 740 845 1031 872 7.0% 6.4% 20.4% 11.3% 
(80, 70) 741 903 1029 891 9.7% 9.7% 15.3% 11.6% 
(100, 30) 738 860 985 861 6.9% 4.9% 9.7% 7.2% 
(100, 50) 739 879 991 869 5.6% 6.3% 9.8% 7.2% 
(100, 70) 761 874 1007 881 9.7% 9.0% 9.0% 9.3% 
(120, 30) 777 857 990 875 13.9% 7.0% 7.0% 9.3% 
(120, 50) 748 880 1021 882 9.0% 5.6% 11.3% 8.6% 
(120, 70) 769 902 1037 903 5.6% 9.9% 9.0% 8.2% 
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Post-hoc pairwise comparison showed that across all three different amplitudes, 𝒔𝑪 
= 30 yielded significantly shorter task-completion time than 𝒔𝑪 = 50 (p < 0.05) and 
was marginally faster than 𝒔𝑪 = 70 (p = 0.052). Configurations with 𝒔𝑩 = 100 was 
marginally faster than 120 (p = 0.052), and slightly faster than 80. 

Error Rate. Three-way ANOVA showed that 𝑠 (𝐹ሺଶ,ଷ଼ଵሻ ൌ 2.85, p < 0.005) and A 
(𝐹ሺଶ,ଷ଼ଵሻ ൌ 4.47, p < 0.05) had a significant effect on the error rate, while there was 
no significant or marginal effect of the Correction Speed Threshold 𝒔𝑪 on the error 
rate. There was no significant interaction effect of these three factors on the error rate. 

Post-hoc pairwise comparison showed that condition 𝒔𝑩 = 100 yielded significantly 
less error than 𝒔𝑩 = 80 (p < 0.05), and slightly but not significantly less error than 𝑠 
= 120. The higher error rate occurred when 𝒔𝑩 = 80 is mainly due to the incorrect 
movement mode switching during the correction phase, as the threshold is too low to 
trigger, thus the effective areas of targets were updated unexpectedly, and the selec-
tion tasks became more difficult to complete. 

Considering the effect of both thresholds on the task-completion time and the error 
rate, we finally chose 𝒔𝑩 = 100 and 𝒔𝑪 = 30 for the main experiment. 

4.2 MAIN EXPERIMENT: PERFORMANCE COMPARISON 

After determining the speed thresholds for the ballistic and correction phases, we 
conducted the main experiment to evaluate the performance of the proposed AVC and 
AVC+M with comparing to other area cursor methods, including Bubble Cursor [11], 
Manhattan Target Expansion (MTE) [14] and Implicit Fan Cursor (IFC) [28]. 

Apparatus. Same as those in the preliminary study. 

Participants. 10 participants (7 males and 3 females) of age 19 to 38 (Mean = 27.6, 
SD = 5.27) were recruited within the university. All participants are right-handed 
frequent computer users, and they use their dominant hand to control the mouse. 
These participants did not participate in the preliminary study. 

Task and Procedure. Similar to the preliminary study, we followed the general pro-
cedure adopted in Bubble [11] and IFC [28] for comparing cursor techniques. The 
study interface was similar to the one that we used in the preliminary study, but with 
different sets of testing factors. Participants are instructed to select the start and goal 
targets alternatively in each trial, which was drawn in yellow and green color respec-
tively. The target would be highlighted by a blue surrounding stroke when the target 
is being captured. Participants were instructed to first click the start target and then 
select the goal target as fast as and as accurate as possible. When an incorrect target 
was selected (after the start target is clicked) in an individual task, the task would be 
marked as failed and participants needed to re-select the correct goal target (without 
re-clicking the start target). 
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We observed that some participants in the preliminary study would perform multi-
ple clicks after an incorrect selection, trying to complete the task with random click-
ing positions near the correct goal target. This usually causes unnecessary long task 
completion time that we would like to avoid. Therefore, we instructed the participants 
not to perform random clicks in the trial, and we observed no such random clicking 
behavior among all participants. 

In this experiment, we included two sets of distractors of the same size as the goal 
target. Four main distractors were placed around the goal target as introduced in the 
previous study to control the maximum effective width of the goal target. Another set 
of distractors were placed along the path from the start target to the goal target. The 
number of these distractors was determined by the Amplitude. They were distributed 
in a 20° slice beginning from the start target to the nearest main distractor (Fig. 6b). 

Design. Our study was a 5×3×3×3 within-participant design with the following fac-
tors: (1) five area-cursor techniques TECH for comparison: AVC, AVC+M, Bubble 
Cursor, IFC, MTE; (2) three target radius R: 8, 16, 32 pixels; (3) three amplitudes A: 
256, 512, 768 pixels; (4) three distractor ratio DRATIO: 1.5, 3 and 5 (the ratio of the 
distance between the goal target and each main distractor to the target width). 

For AVC and AVC+M, we adopted the 𝒔𝑩 (100 pixels/s) and the 𝒔𝑪 (30 pixels/s) 
we selected in the preliminary study. IFC introduced additional factors such as 
“RotaAngle” and “DistractorDensities” to study the task performance of different 
cursor techniques. These factors would mainly affect the target selection if the cursor 
technique is velocity dependent (i.e. depends on both cursor speed and moving direc-
tion). Since our proposed technique is speed dependent only, these factors would not 
affect the size of target effective areas much, and therefore we abandoned these fac-
tors. We also followed the concern proposed in IFC [28], that different pointing 
methods may have different defined target effective width, to examine directly how 
the DRATIO would affect the performance of each area cursor techniques instead of 
using a constant density factor. 

Each participant performed the study in a single session consisting of 5 groups of 
area cursor techniques in a counterbalanced order by Latin Square. In each group, the 
participants needed to perform 384 trials of selection tasks, with each trial to click the 
start target and then select the goal target with the assigned area cursor technique. The 
task completion time, and the overall error rate were recorded. In each group, partici-
pants performed the tasks under different combinations of R×A×DRATIO. Each 
combination repeated 16 times with the 16 pairs of opposite start and goal targets 
appearing in a randomized order. We have dropped the trials with R = 32 and A = 256 
as the targets are too close among each other. Thus, a total of 19,200 selection tasks 
were conducted in the experiment. In this analysis, R, A, and DRATIO were given in 
random order. Participants were informed about the type of TECH that was going to 
be used, and were educated about the technique before the trails of the TECH group 
is started. A 5-minute warm-up session was given to allow participants to get familiar 
with the techniques and tasks. They were given a 10-minute break between each 
TECH group. Each participant took approximately 1.5 hours to complete the whole 
experiment. 
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Results and Discussion. Task Completion Time. Table 2 shows the results of the 
four-way ANOVA analysis of variance on task completion time. We only show fac-
tors with significant effects and skip those insignificant ones. We can observe that 
TECH ( 𝐹ሺସ,ଵ଼ሻ ൌ 61.6, p ൏  0.0005 ), A ( 𝐹ሺଶ,ଵ଼ሻ ൌ 74.9, p ൏  0.0005 ), R 
( 𝐹ሺଶ,ଵ଼ሻ ൌ 147.4, p ൏  0.0005 ) and DRATIO ( 𝐹ሺଶ,ଵ଼ሻ ൌ 17.4, p ൏  0.0005 ) 
have significant effects on the task-completion time. A significant interaction effect 
can also be observed in TECH × R and R × DRATIO. These results show that dif-
ferent TECHs were affected differently by the factors. 

Post-hoc test showed that the AVC and AVC+M were significantly faster than 
Bubble (AVC vs Bubble: p < 0.0005; AVC+M vs Bubble: p < 0.05) and IFC (AVC vs 
IFC & AVC+M vs IFC: p < 0.0005). The average mean task completion time was 
730.2ms for AVC, 752.1ms for AVC+M, 815.3ms for Bubble, 994.9ms for IFC, 
769.8ms for MTE as shown in Fig. 7a. In general, AVC gives 5.1% improvement in 
term of the task-completion time over MTE, which was the best cursor method with 
implicit display style in Guillon et al’s research [14]; while both Manhattan distance-
based methods (AVC+M and MTE) provided the similar performance. The significant 
difference between AVC and Manhattan distance-based methods suggested that our 
new dynamic Voronoi diagrams can better utilize the local screen region for faster 
target selection than the original bubble and Manhattan distance-based methods.  

There was a significant interaction effect of R and TECH (𝐹ሺ଼,ଵ଼ሻ ൌ 2.810, p < 
0.005). Fig. 7b shows the mean task completion time of different techniques TECH 
grouped by R. Post-hoc pairwise comparison (Table 3) showed that AVC (with all R), 
and AVC+M (with R = 8, 16) are significantly faster than Bubble and IFC, while 
AVC+M was only significantly faster than IFC with R = 32. The results showed that 
AVC (and even AVC+M) were efficient in acquiring smaller targets. On the other 
hand, both AVC and AVC+M did not have a significant difference to MTE with all 
R. 

Table 2. The significant ANOVA results for the task completion time of TECH × A × R × 
DRATIO. (DF is the degree of freedom.) 

Factors DF F p 
TECH 4 61.608 < 0.0005 
A 2 74.945 < 0.0005 
R 2 147.405 < 0.0005 
DRATIO 2 17.415 < 0.0005 
TECH × R 8 2.810 < 0.005 
R × DRATIO 4 3.963 < 0.005 

Table 3. Significant differences for mean task completion time among TECH grouped by 
target radius R, where a < b means TECH b was significantly faster than TECH a. (A = AVC, 
Am = AVC+M, B = Bubble, I = IFC, M = MTE) 

R Comparison 
8, 16 I < B < A, Am       I < M
32 I < B < A       I < Am, M
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Fig. 7. (a) The mean task completion time of different cursor techniques TECH (b) and that 
grouped by target radius R. In this and all later charts, error bars represent standard error. 

Error Rate. Four-way ANOVA showed that both TECH ( 𝐹ሺସ,ଵ଼ሻ ൌ 11.4, p ൏
 0.0005), A (𝐹ሺଶ,ଵ଼ሻ ൌ 27.4, p ൏  0.0005), R (𝐹ሺଶ,ଵ଼ሻ ൌ 14.4, p ൏  0.0005) and 
DRATIO (𝐹ሺଶ,ଵ଼ሻ ൌ 13.0, p ൏  0.0005) placed a significant effect on the error 
rate, as shown in Table 4. Fig. 8a shows the mean error rate of different TECH. Post-
hoc pairwise comparison revealed that AVC yielded significantly less error than the 
IFC cursor (p < 0.0005) and the AVC+M method (p < 0.05), and there was no signifi-
cant difference among the AVC, MTE, and Bubble cursor, in terms of the error rate. 
In addition, the AVC+M yielded significantly more error than the MTE did in general 
(p < 0.005). IFC had a significantly higher error rate than other techniques, this may 
due to the orientation-based control style of IFC, which is different from other tested 
cursor techniques and could have a steeper learning curve and require longer training 
to master. 

TECH and A had a significant interaction effect on the error rate (𝐹ሺ଼,ଵ଼ሻ ൌ 2.27, 
p < 0.05). Post-hoc pairwise comparison (Table 5a) showed that the AVC and 
AVC+M were significantly more accurate than the IFC with A = 256 (AVC vs IFC: p 
< 0.0005; AVC+M vs IFC: p < 0.005) and A = 512 (AVC vs IFC & AVC+M vs IFC: 
p < 0.0005). However, both AVC (p < 0.05) and AVC+M (p < 0.0005) were signifi-
cantly less accurate than the MTE, and AVC+M was significantly less accurate than 
Bubble while A = 768 (p < 0.05)_. AVC+M and MTE produced straight line region 
boundaries as shown in Fig. 5, which caused the selection process became unpredict-
able. While selecting a target along with a long enough amplitude, the immediate 
change of the target area might confuse the users, and hence the error rate was in-
creased for larger amplitude. Fig. 8b shows the mean error rate of different techniques 
TECH grouped by A. All techniques had a higher error rate with A = 256, compara-
tive to higher amplitude. This might due to the fact that the participants had shorter 
overall cursor-moving time when the goal target was closer, and hence they would be 
easier to perform incorrect selections due to short response time. While Bubble, IFC, 
and MTE each had similar error rates with A = 512 and A = 768, AVC and AVC+M 
captured a relatively higher error rate with A = 768 than those when A = 512. A pos-
sible explanation is that the accuracy of ballistic motion dropped when the amplitude 
increased. This increased the distances between the cursor and the goal target when 
entering the correction phase, causing the goal target received a relatively smaller 
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weight and a smaller effective area, thus increased the overall error rate. As the high-
er-speed or consecutive ballistic motions were usually used for selecting targets with 
larger amplitudes, a sophisticated speed-based weighting scheme, other than a fixed 
weighting function, could be used to define the AWVD, in order to improve the per-
formance and error rates in large amplitude selection tasks. 

TECH and DRATIO also had a significant interaction effect on the error rate 
(𝐹ሺ଼,ଵ଼ሻ ൌ 2.06, p < 0.05). Post-hoc pairwise comparison (Table 5b) showed that the 
five methods did not have significant error rate differences among others while the 
DRATIO was small enough (DRATIO = 1.5). Fig. 8c had explained that the error 
rate of both methods was high due to the smaller effective width. AVC and AVC+M 
were both significantly more accurate than the IFC cursor with DRATIO = 3.0 
(AVC: p < 0.005; AVC+M: p < 0.05) and DRATIO = 5.0 (p < 0.0005). Fig. 8c shows 
the mean error rate of different TECH grouped by DRATIO. We observed that 
DRATIO had less effect for IFC on error rate. Except for IFC, the error rate of other 
TECH was gradually decreased as the distractor ratio increases, mainly owing to the 
effective area become larger. 

Lastly, we could also observed that the method of IFC was significantly slower 
than the other four methods (p < 0.0005), and in general IFC had significantly higher 
error rate than the other four methods except for the cases of A = 768 and DRATIO = 
1.5. IFC had a better performance than other tested area cursor techniques in their 
paper, this might be owing to IFC was the only technique that used implicit display 
style in their experiment, while in our paper, all tested area cursor techniques used 
implicit display style and the effect of different display styles on performance, as 
reported in [15, 28], could be minimized. 

 

Fig. 8. (a) The mean error rate of different cursor techniques TECHs, and that of grouped by 
(b) Amplitude A, (c) DistractorRatio DRATIO 

Table 4. The significant ANOVA results for the error rate of TECH × A × R × DRATIO. (DF 
is the degree of freedom.) 

Factors DF F p 
TECH 4 11.365 < 0.0005 
A 2 27.382 < 0.0005 
R 2 14.411 < 0.0005 
DRATIO 2 13.016 < 0.0005 
TECH × A 8 2.272 <0.05 
TECH × DRATIO 8 2.056 <0.05 
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Table 5. Significant differences for mean error rate among TECHs grouped by (a) amplitude 
A, (b) DistractorRatio DRATIO, where a < b means TECH b had less error rate than TECH a. 
(A = AVC, Am = AVC+M, B = Bubble, I = IFC, M = MTE) 

(a) 
A Comparison 

256 I < A, Am, B, M
512 I < A, Am, B, M
768 Am, I < B, M       A < M

(b) 
DRATIO Comparison 

1.5 -
3.0 I < A, Am, B, M
5.0 I < A, Am, B, M       Am < M

5 FITTS’ LAW INDEX OF DIFFICULTY 

Fig. 9 illustrates the index of performance of the five TECHs by plotting the relation-
ship between task completion time and index of difficulty (ID). We define the ID for 
each selection trials using the effective target width (EW) of the goal target.  

Since AVC, AVC+M. and IFC define effective areas non-statically, the effective 
widths of targets are unknown before the selection is performed when using these 
techniques. Therefore, for a fair comparison, we consider the EW as clicking distance 
(the distance between goal target and the clicking position) for all techniques. Specifi-
cally, we take the average clicking distance for each combination of amplitude, target 
radius and distractor ratio for all tested cursor techniques, compute the IDs and linear-
ly fit 24 points for each technique as shown in Fig. 9. Table 6 lists the intercept, slope 
and 𝑟ଶ values for each technique. We can see that all techniques fit the linear model 
with reasonable 𝑟ଶ values, thus the performance of the AVC and AVC+M can be 
modeled using Fitts’ law. AVC had the smallest slope among all TECHs. indicating 
AVC is easier to master than other tested cursor techniques. 

Table 6. Linear fit: intercept, slope and 𝒓𝟐 values for different TECH. ሺ𝑡 ൌ 𝑎  𝑏 ൈ 𝐼𝐷ሻ 

TECH intercept a slope b 𝒓𝟐 
AVC 130 136 0.764 
AVC+M 86.5 148 0.814 
Bubble 139 153 0.855 
IFC -339 310 0.938 
MTE 76.6 156 0.820 
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Fig. 9. Linear regression of different TECH. 

6 CONCLUSION AND FUTURE WORK 

This paper introduced a new target-selection technique that dynamically resizes the 
effective areas of targets by analyzing two different phases of mouse movement: the 
ballistic and correction phases during target selection. The key contribution of this 
paper is two area-cursor techniques: AVC and AVC+M, by defining the Additively 
Weighted Voronoi Diagram (AWVD) with the selectable targets such that the effec-
tive areas of the targets close to the cursor will be enlarged dynamically right after the 
cursor movement switched from ballistic to correction phase. The correction cursor 
movement becomes easier so the overall target selection time can be reduced. The 
result of our controlled experiment showed that our proposed technique achieved 
better performance over existing area-cursor techniques. In addition, the performance 
of AVC and AVC+M can be modeled using Fitts’ law. 

In the future, the relationship between Ballistic and Correction phases of cursor 
movement can be further evaluated. According to the result of our study, the error 
rates of AVC and AVC+M increased while the amplitude was larger. Introducing 
additional detection of consecutive Ballistic movements may resolve this issue. We 
would also like to investigate a content-aware weighting method for adjusting the 
weights of on-screen targets according to both the speed of the last ballistic movement 
and the local target density, to provide a better target selection performance. Besides, 
studying the performance of AVC in 3D systems would be one of our future work. 
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