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Abstract. Various application scenarios of a smartphone sometimes re-
quire one-handed and/or eyes-free interaction. Tilt-based interfaces have
the potential to meet these requirements. Taking multiple application
scenarios into account, we conducted an experiment to systematically
investigate human ability in controlling tilt input of a mobile phone.
Three visual feedback levels, i.e., fully visual feedback (FV ), partially
visual feedback (PV ), and no visual feedback (NV ), were investigated.
Under the NV condition, the participants performed a task using an
eyes-free method. The results revealed that trials were performed the
fastest but were the most error-prone under the NV condition. The par-
ticipants could easily distinguish 4 tilt orientation levels (TOLs) and 2
tilt magnitude levels (TMLs) or 8 TOLs and 2 TMLs under the NV
condition with tolerance of an error rate 10% or 15%, respectively. We
also found out that the participants’ abilities to control tilt input were
related to tilt orientation directions. The results have some implications
for non-visual interface designs using tilt as primitive input.

Keywords: Mobile · Tilt · Design space.
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1 Introduction

Smartphones are essential devices for us. We use them in our work, study, and
life every day. A touch screen is its basic interactive component of a smartphone.
Touch screens provide us simple and intuitive interactive methods, however, cou-
pled with some limitations, e.g., “fat finger” [31] and hand occlusion [36]. Besides
these limitations, other issues can be caused by various application scenarios of
smartphones. When walking on the road, we may risk a traffic accident watch-
ing the screen of a smartphone. An eyes-free interaction method is more suitable
under these conditions. Sometimes, not both of one’s hands are available to ma-
nipulate a mobile phone, e.g., when s/he is taking a bus or holding a bag in one
hand. But one-handed thumb manipulation of a touchscreen-based mobile device
is typically awkward, since one-handed thumb interaction limits the accessible
area on the screen [16].

It is worth resolving these issues of a smartphone, especially for some con-
ditions, e.g., on a bus or the road. Built-in tilt sensors provide an independent
input channel for portable devices. Tilt gestures map 3D angles of a portable
device as primitive input with interaction commands. Tilt gestures have the po-
tential to resolve these issues, since we can feel a mobile phone’s posture by our
proprioception without watching the screen, and operate the mobile phone with
an eyes-free method and unimanually.

It has long been interests to many researchers exploring tilt as primitive input
for interfaces. Since Rekimoto [27] used the tilt of a small screen device as input,
researchers have developed a variety of tilt-based interaction techniques. Early
research on tilt focused on using tilt as an additional input channel for mobile
devices to implement specific interactive techniques, such as menu navigation
[27], scrolling [10, 22], panning and zooming of maps [17, 35], document and
photo browsing [4, 25], and text entry [23, 38, 29]. However, these studies mainly
focused on what can be done with the tilt input channel. Few studies considered
human ability on controlling mobile tilt input and the design space of tilt-based
interaction, especially with an eyes-free method.

In the study, we systematically investigated human ability in controlling tilt
input of a mobile phone. The major objective of our research is to determine
effects of different visual feedback levels on human ability in controlling tilt input
and the upper bound of the human ability, especially under the NV condition.

2 Related Work

Tilt-based interaction has long been of interests to researchers of HCI. These
literature can be divided roughly into two groups: studies on general human
performance of tilt control and on specific implementation examples using tilt
input.
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2.1 General Human Performance of Tilt Control

Teather and Mackenzie [20] proved tilt conformed to Fitts’ law [7] through ISO
9241-9 [14] 2D pointing task. Later, the authors extended their work to compare
position- and velocity-control for tilt-based interaction with the similar 2D point-
ing task [34]. They found out that position-control performed approximately 2
times faster than velocity-control and had higher pointing throughput. Wang et
al. [37] also studied tilt control from viewpoint of Fitts’ law; they didn’t use an
accelerometer for tilt input but vision-based motion tracking. Sad and Poirier
[28] confirmed tilt-based scrolling and pointing tasks conformed to Fitts’ law
without reporting pointing throughput.

Rahman et al. [26] systematically investigated human ability of tilt control
according to the human wrist movement. They found out the subjects could
control comfortably at least 16 levels on the supination/pronation axis. Baglioni
et al. [1] explored human control ability on tilt input with a jerk gesture. Guo and
Paek [9] studied human control ability of tilt on smartwatches, and found out
that OjectPoint performed better. Shima et al. [30] evaluated the performance
of tilting operations on wrist-worn devices.

All these literature offered valuable cues for tilt-based interaction design,
however, none of them had taken eyes-free method into account (to our knowl-
edge). In our study, we explored tilt control according to different visual feedback
levels, especially the eyes-free operation method was considered.

2.2 Specific Implementation Examples

Some researchers studied tilt-based text entry [5, 15, 23, 29, 38, 39]. These studies
typically divided letters into groups and disambiguated letter selection through
device tilt. Various UI tasks, such as scrolling [2, 10, 22, 32], document browsing
[6], menu navigation [27], and display orientation switch [11], using tilt control
were investigated. Pietroszek et al. [24] utilized a mobile device to perform 3D
interaction on large displays. Geronimo et al. [8] also focused their study on
controlling separated displays using mobile devices. They designed a tilting in-
teraction framework for rapid developing web-based applications. Homaeian et
al. [12] explored tilt input for data browsing techniques in cross-device environ-
ments, and found that tilt facilitated access to out-of-reach data. Kurosawa et
al. [18] presented combination of a tilt operation and electromyography on smart
watches using tilt to set the cursor’s motion direction. Sun et al. [33] proposed
a wrist-to-finger input approach that enabled one-handed and touch-free target
selection on smart watches.

Tilt-based mobile games [3, 13, 21, 40] have been popular for years. Typically,
using tilt could not improve interaction performance in these games, but tilt
interaction gave users more challenges and fun.

3 Experiment

We base our experiment on an understanding of the mobile device application
contexts. Figure 1 shows the three axes of rotation of a smartphone and the tilt
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motion space. The built-in tilt sensor can be used to detect the pitch and roll
orientations and magnitude of a mobile device by analyzing the projection of the
constant gravity acceleration on the three axes. But tilt sensor does not allow
the determination of the static yaw orientation [11].

However, the range of motion provides by the tilt sensor may not always
be conducive to tilt control due to the ergonomic limitations of human wrists
and the difficulty in obtaining visual feedback in “extreme” angles (e.g., when
a device’s screen is turned leftward or rightward from a horizontal posture to
vertical). But under the eyes-free condition, users can control the tilt by pro-
prioception and memory without relying on visual feedback; arms can be used
besides wrists to enlarge the tilt space. In other words, the visual and ergonomic
limitations are alleviated under the eyes-free condition.

Fig. 1: The three axes of
the device rotations and
the three corresponding
angles.

Fig. 2: The tilt space is divided into 4, 6, 8, and 12
TOLs (from left to right) together with 2 TMLs.

3.1 Apparatus

The experiment was conducted using a Huawei honor 5c smartphone with a
built-in 3-axis accelerometer running Google’s Android 6.0 operating system.
The display resolution was 1920× 1080 pixels. In addition, a Lenovo YT3-X50F
10.1-inch tablet with android 5.1.1 OS was used to inform the user a target under
the no-visual-feedback condition.

The experimental software was developed in Java using the Android SDK.
The accelerometer was used to detect tilt magnitude and tilt orientation of the
smartphone, sampling at a rate of 50 samples per second.
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3.2 Participants

Twelve volunteers,10 males and 2 females, ranging in age from 22 to 32 years
(Mean = 25.3, SD = 3.8), participated in the experiment. All the participants
were recruited from the computer department in the local university, and they
were all familiar with manipulation of smartphones and right-handed. All of them
had normal or corrected to normal vision. Although none of the participants had
ever used tilt to perform subtle pointing or selection tasks before, they all had
prior experience with tilt-based interfaces such as gravity sensor games.

3.3 Task and Stimuli

The human control of tilt on handheld devices was decomposed into the control of
tilt orientation and the control of tilt magnitude. The tilt orientation (0° to 360°)
was linearly divided into four levels: 4, 6, 8, and 12 with angular intervals of 90°,
60°, 45°, and 30°, respectively. The motion space of tilt magnitude (0° to 90°) was
linearly divided into three levels: 2, 3, and 4 with angular intervals of 45°, 30°, and
22.5°, respectively. A circle, standing for the tilt space, was divided into m(the
number of tilt orientation levels, TOLs, tilt orientation hereafter referred to as
TO ) ×n(the number of tilt magnitude levels, TMLs, tilt magnitude hereafter
referred to as TM ) districts (e.g., 4TOLs×2TMLs = 8 districts, see Fig. 2 left).
One of these districts was randomly (across trials) selected to be a target. There
were three visual feedback levels (visual feedback and its level hereafter referred
to as VF and VFL, respectively, see Fig. 3): fully visual (FV ), partially visual
(PV ), and no visual (NV ).

(a) FV (b) PV (c) NV

Fig. 3: Different visual feedback conditions. FV : a target district was filled in
green and a district holding the pointer in gray, the blue pointer is always visible;
PV (the dashed lines were not shown in the experiment): a target district was
filled in green, the blue pointer disappears once tilting began; NV : districts were
shown statically during a trial in the tablet PC.
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Under the FV and PV conditions, the cursor was displayed as a blue pointer,
which was painted from the center of the device’s display (i.e., the center of the
circle, denoted as C). Tilt magnitude and tilt orientation were computed to the
pointer’s length and orientation, respectively. The tilt magnitude of device was
linearly mapped to the pointer’s length which varied between 0 and the maximum
(the radius length of the largest circle) when a participant tilted the phone from
horizontal to vertical. Under the NV condition, the pointer dimensions were
calculated using the same method, but the pointer had no visual feedback (i.e.,
the pointer was hidden).

To confirm selection of a target, a participant manipulated tilt input to adjust
the pointer’s orientation and length to make it enter the target district, and
kept the pointer in the district over the time threshold. The threshold was set
to be one second vs. the largest selection delay ,500ms, in [34]: the dwell time
was intentionally doubled to discriminate target selection from unintentional
entry and disambiguate target selection especially for NV condition. Similarly,
to minimize unintentional selection and reduce selection difficulty, minute tilt
magnitude variation (within 5°) was also eliminated from target selection. A
non-target district was determined whether selected using the same method.

Under FV condition (Fig. 3a), visual feedback was continuous during the
whole process of a trial. All the districts were painted with gray-lined borders; a
target district was filled in green, while the current district (holding the pointer)
in gray. The pointer was painted in blue. When being selected, a target district
was filled in red, while a non-target in yellow.

Under PV condition (Fig. 3b), only a target district was continuously dis-
played and the pointer was visible only at the beginning of a trial. Once tilting
began, the pointer disappeared. A participant manipulated the hidden pointer to
meet the target upon their proprioception and spatial perception and cognition.
Once the pointer entered the target, the target color changed from green to gray.
When the trial was performed correctly, the target was colored in red; otherwise,
the selected non-target district became visible and was filled in yellow.

There was no visual feedback under NV condition (Fig. 3c), i.e., the par-
ticipants performed trials using an eyes-free method. A target was displayed on
the tablet screen using a FV method except the pointer, but the surface was
static during a trial (Fig. 4b). The tablet was connected to the smartphone via
Blue-tooth. The trial sequence in the tablet was synchronized with that in the
mobile phone. The participants selected a target completely upon their proprio-
ception, kinesthetic memory, and spatial perception and cognition. This scenario
was similar to the expert mode of the Marking Menus [19].

Under any condition, a pleasure or alarm sound was played when a district
was selected correctly or incorrectly, respectively.

3.4 Procedure and Design

The experiment used a within-subjects full factorial design. The experimental
factors and their levels were:
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(a) FV (b) NV

Fig. 4: A participant was performing experimental trials.

VF: FV, PV, NV.
TO : 4, 6, 8, 12.
TM : 2, 3, 4.

Before the experiment, each of the participants had been told they had the
right to freely quit the experiment at any time. The participants were allowed
to have a rest between any two experimental conditions, and they had been told
they were not allowed to do the experiment when they felt tired. A longer rest
between experimental blocks was mandatory.

After given a detailed description about the task, participants spent a few
minutes in familiarizing themselves with tilt control and the three visual feedback
conditions. The participants performed the experiment seated, and all of them
held the device with their right hands (see Fig. 4).

In the formal experiment, the participants were required to complete three
blocks of trials. A Latin square was used to counterbalance the order efforts of
the three VFLs. For each feedback condition, the participants performed target
selection beginning from TOL4 and TML2. The rationale for the sequential de-
sign is that interaction performance does reduce significantly with the increase of
levels of the two factors according to the previous work [26] and our observation.
So the major objective of this study is not to determine whether there exists
significantly different effects between these factor levels on interaction perfor-
mance measures but to find out the upper bound of human ability to control tilt
input according to the two experimental factors. The target appeared randomly
among all the districts with 2 repetitions at the same location. The TOLs and
the TMLs were always presented in ascending (smallest to largest) order for
easy learning. When a wrong selection happened, a failed attempt was recorded.
Not was the experiment proceeded to next trial until a trial was done correctly.
Participants were allowed to try for no more than 5 times for each trial before
success, otherwise, the trial was aborted. Totally, there were:

12 participants×
3 blocks×



8 C. Liu et al.

3 V FLs×
(4 + 6 + 8 + 12) TOLs×
(2 + 3 + 4) TMLs ×
2 repetitions

= 58320 target selection trials.

The participants were instructed to complete each trial “as quickly and ac-
curately as possible”. After performing all experimental trials, the participants
were investigated for their subjective comments on the three VFLs with a ques-
tionnaire where they rated the usability, ease of learning, hand and eye fatigue
along a Likert scale (each aspect with seven rating levels, where 1 represented
the worst and 7 the best). In total, the experiment lasted approximately 3 hours
for each participant.

3.5 Performance Measures

The experimental measures were selection time (ST ), error rate (ER, there was
ONE error when participants failed at their first attempt), number of aborted
trials (AT, i.e.,number of trials that had failed for 5 times), and number of
crossings (NC, the times of the cursor enters a target without selecting it, i.e.,
when dwell time in the target was less than the given time threshold). ST was
defined as the time consumed from tilting the phone to selecting a target. NC
was used to reveal the difficulty degrees to dwell the pointer in a target district,
it was 1 in a perfect selection task. In the next section, these measures were
calculated to averages per trial from the primitive experimental records.

Table 1: Statistical effects for performance measures.
Effect ST ER AT NC

Name df F p ηp
2 F p ηp

2 F p ηp
2 F p ηp

2

block(b) 2, 22 33 .000 .750 24.3 .000 .689 0.9 .44 .072 16.8 .000 .604

VFL(v) 2,22 119 .000 .915 197.4 .000 .947 13 .000 .541 186.3 .000 .944

TOL(o) 3,33 95.6 .000 .897 45.3 .000 .804 12.7 .000 .535 7.7 .001 .411

TML(m) 2,22 291.7 .000 .964 62.6 .000 .851 10.7 .001 .494 150.9 .000 .932

b× v 4,44 2.3 .08 .170 6.9 .000 .385 0.7 .57 .064 7.8 .000 .416

v × o 6,66 8.2 .000 .428 24.4 .000 .689 12.6 .000 .533 2.7 .022 .195

v ×m 4,44 26 .000 .702 38.9 .000 .780 107 .000 .492 78.7 .000 .877

o×m 6,66 1.6 .17 .126 2.5 .03 .183 1.6 .15 .130 0.5 .79 .046

v × o×m 12,132 1.1 .41 .087 0.5 .93 .042 1.7 .07 .137 0.9 .53 .077

“×” means interaction effects.
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4 Results

A 3 blocks × 3 V FLs × 4 TOLs × 2 TMLs RM-ANOVA was conducted on
mean data of ST,ER,AT, and NC. Statistical reports for the four performance
measures are shown in Table 1.

4.1 Selection Time

Learning effects were observed from the significant effect of block on ST. There
was no significant interaction effect between feedback and block, Fig. 5 shows the
similar learning effects under different visual feedback conditions.
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Fig. 5: Average ST by blocks and
VFLs.
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Fig. 6: Average ST by TOLs and VFLs.

There was a significant effect of V F (F (2, 22) = 119.04, p < 0.001, ηp
2 =

0.915) on ST . Pairwise comparisons showed significant differences between all
visual feedback levels (at p < 0.001). The participants performed the fastest
under the NV condition, but the most slowly under the PV (Fig. 5). Based on
our observations, we speculate that this may because, under the FV and PV
conditions, the participants tended to tilt the device from a small angle little by
little to a large one and kept watching the visual feedback during a trial. But
under the NV condition, the participants tended to tilt the device directly to
the location they thought to be appropriate based on proprioception, kinesthetic
memory, and spatial perception and cognition, since it was impossible to rely on
any visual feedback.

Although the participants had more practice before the trials of the sub-
sequent TOLs (Fig. 6) and TMLs (Fig. 7), tests of within-subjects contrasts
revealed general ST increases with those of level numbers of the two factors.
These trends indicated the significant increase of manipulation difficulty in tilt
control when the number of divided districts increased, and the upper bounds
of human ability to manipulate tilt input.
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Fig. 7: Average ST by TMLs and
VFLs.
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Fig. 8: Average ERs by blocks and
VFLs.

4.2 Accuracy

We explore the effects of experimental factors on accuracy from three aspects:
ER, NC, and AT. Statistical results of these metrics are shown in Table 1.

Error Rate. A significant effect of block on ER (F (2, 22) = 24.34, p < 0.001, ηp
2 =

0.689) revealed that the participants improved tilt input ability with limited exer-
cise, as shown in Fig. 8. There was a significant effect of feedback on ER(F (2, 22) =
197.45, p < 0.001, ηp

2 = 0.947). Pairwise comparisons showed there were signifi-
cant differences between VFLs (at p < 0.001). It was the most and least error-
prone under the NV and the FV conditions, respectively. Figure 8 also reveals
that there was a significant interaction effect between block and VF, and ER
decreased the fastest under the NV condition. This indicated that although it
was the most error-prone to perform tasks without any visual feedback, the par-
ticipants improve their ability to control tilt input more quickly with an eyes-free
method.

The similar variation trends and human ability upper bounds with orienta-
tion resolution (Fig. 9) and magnitude (Fig. 10) on MT were also observed on
ER. We will further analyze these results in the subsequent subsections.

Number of Crossings. NC indicates how difficult to dwell the cursor (pointer)
in a district. As shown in Table 1, the main and interaction effects (except
that of TO × TM and that of VF × TO × TM) of all the experimental factors
had significant impacts on NC. Figure 11 shows there was a significant learning
effect across the three blocks (F (2, 22) = 16.75, p < 0.001, ηp

2 = 0.604) and
a significant VF effect (F (2, 22) = 186.32, p < 0.001, ηp

2 = 0.944) on NC. A
significant interaction effect between block and feedback is also observed in Fig.
11. PV possessed the largest NC among the three VFLs indicated that partially
visual feedback imposed difficulty on keeping a mobile device still with a 3D
angle.
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Fig. 9: Average ERs by TOLs and
VFLs.
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Fig. 10: Average ERs by TMLs and
VFLs.
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Fig. 11: Average NC by blocks and
VFLs.
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Fig. 12: Average AT by blocks and
VFLs.

Number of Aborted Trials. AT indicates the difficult degree to complete
the experimental tasks. As shown in Fig. 12, the differences of AT across the
blocks were not significant (F (2, 22) = 0.85, NS). Figure 12 shows all AT s were
approximately 0 under the FV and PV conditions. A minor decrease of AT,
from 4.8% to 3.5%, under NV condition was observed (Fig. 12).

4.3 Orientation Effects under the NV Condition

Generally, experimental task performance metrics of speed (according to ST, see
Fig. 13), accuracy (according to ERs, see Fig. 14), difficulty to dwell in the target
(according to NC, see Fig. 15), and difficulty to complete a selection (according
to AT, see Fig. 16) decreased with the increase of TOLs and TMLs. But we
observed an exception (from TOL6 to TOL8 ) for TO from the figures. We con-
ducted another 3 blocks × 4 TOLs× 2 TMLs RM-ANOVA on data under NV
condition to get further insights. Figure 13 shows MT decreased minutely from
TOL6 (1888ms) to TOL8 (1876ms) (F (1, 11) = 0.514, p = 0.488, ηp

2 = 0.045).
ERs also decreased slightly from TOL6 (31.3%) to TOL8 (27.3%) (F (1, 11) =
3.28, p = 0.097, ηp

2 = 0.23), see Fig. 14. Similarly, there was also a slight de-
crease of NC from TOL6 (1.42) to TOL8 (1.4) (F (1, 11) = 0.406, p = 0.537, ηp

2 =
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Fig. 13: Average ST by TOLs and
TMLs under the NV condition.
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Fig. 14: Average ERs by TOLs and
TMLs under the NV condition.
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Fig. 15: Average NC by TOLs and
TMLs under the NV condition.
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Fig. 16: Average AT by TOLs and TMLs
under the NV condition.

0.036), see Fig. 15. Figure 16 shows that AT also decreased minutely from
TOL6 (3.9%) to TOL8 (2.8%) (F (1, 11) = 1.068, p = 0.324, ηp

2 = 0.088). Figure
17 illustrates the distribution of ERs at TOL12 in detail: ERs in the device’s
axial directions were lower than in the other directions, similarly Guo and Paek
[9] reported the similar results on smart watches.

4.4 Discernible Numbers of Orientation Resolution Levels and
Magnitude Levels

The participants had to keep watching the screen during a trial under FV and
PV, but PV was defeated by the other two VFLs on both speed and accuracy.
This indicates that PV made no contribution for the experimental tasks. In the
following of this subsection, we determine the participants’ performance based
on the data gathered when they had limited practice with tilt input, so only the
data of block 3 were analyzed. A 3 V FLs × 4 TOLs × 2 TMLs RM-ANOVA
was conducted on mean data of ER, AT, and NC in block 3.

The largest NC in block 3 was 1.4 and 1.6 under the FV (see Fig. 18)
NV conditions (see Fig. 19), respectively. So NC imposed no limitations on
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Fig. 17: Average ERs at TOL12.

discernible levels of the two factors. Similarly, all the percentages of ATs in
block 3 under the FV condition were approximately 0% (see Fig. 20), and the
largest percentage of AT under the NV condition was 11% (see Fig. 21). Thus
AT had no influences on discernible levels of the two factors, either.
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Fig. 18: Average NC by TOLs and
TMLs in block 3 under the FV con-
dition.
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Fig. 19: Average NC by TOLs and
TMLs in block 3 under the NV con-
dition.

Figure 22 shows the largest ER in block 3 was 4.2% under the FV condition.
So all the explored levels for both TO and TM are discernible, i.e., TOLs were
12 and TMLs were 4.

There was only one ER (8.3%) less than 10% under the NV condition, as
shown in Fig. 23. In that case, TOLs and TMLs were 4 and 2, respectively.
These two are discernible numbers for the two factors under NV. If we extend
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Fig. 20: Average AT by TOLs and
TMLs in block 3 under the FV con-
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Fig. 21: Average AT by TOLs and
TMLs in block 3 under the NV con-
dition.
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TMLs in block 3 under the FV con-
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TMLs in block 3 under the NV con-
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ER tolerance to 15%, the discernible numbers of TOLs and TMLs were 8 and
2, respectively.

4.5 Subjective Feedback

The survey was to determine how the participants felt using tilt control for target
acquisition and selection tasks under different VFLs. Participant’s subjective
ratings of the three levels are shown in Fig. 24. The ratings include usability,
ease of learning, and hand and eye fatigue.

The participants rated FV the highest regarding measures of usability and
ease of learning; while NV was rated the best for eye and hand fatigue. According
to our observations, under the FV and the PV conditions, the participants
tried hard to keep watching visual feedback while tilting the device, and to
keep their wrists in a special posture to keep the screen in a visible range: this
limited the movement of wrists and arms. While under the NV condition, the
participants manipulated the device to perform trials with more comfortable
gestures. Although the participants rated NV the lowest regarding usability,
they believed that using a mobile with an eyes-free method is irreplaceable for
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Fig. 24: Likert scale ratings by VFLs.

some special application scenarios, e.g., while walking on the road. NV was
rated the lowest for ease of learning, but it is conflicting with the quantitative
statistical results. We speculate that, under the NV condition, the difficulty of
tilt manipulation made the participants think it was also difficult to obtain the
ability of tilt manipulation.

Other open comments include: “Tilt to the upper right corner is very un-
comfortable.” Given that all the participants were right-handed, this is easy to
understand the comment and consistent with the aforementioned orientation
effects.

5 Concept Designs of Tilt-based Interaction Using an
Eyes-Free Method

Building on the experimental results and our observations, we now explore the
tilt-based design space using an eyes-free method.

We often receive a phone call when walking across a crossroad, sometimes
holding a bag in one hand. At that case, it is difficult to answer the call. Fur-
thermore, we might put us in danger if we watch the mobile phone on the road.
According to our experimental results, we can easily deal with the phone call
with tilt input using an eyes-free method and by one hand (see Fig. 25a). Typi-
cally, we have four choices to deal with a phone call. We may first get to know
the calling-number by an audio prompt message, and then determine to accept
or deny the call, or send an automatic message and deny the call. The division
of the tilt space with four TOLs and one TML is suitable for this case (See Fig.
25a).

Figure 25b shows the concept design of a music player supporting eyes-free
interaction. Since it is easier to be controlled for “X-Y axial” orientation districts,
more commands are assigned in these directions (see Fig. 25b). There are two
TOLs in these axial directions, but only one in the diagonal. In the design,
opposite functions are mirrored in one line, most functions are located alone X-
Y axes. By default, the surface of the player is hidden. Users tilt a mobile phone
into a certain 3D tilt district and keep its tilting posture for one second, then a
function is chosen, and then the player works according to the chosen command.
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Fig. 25: Concept designs for tilt space using an eyes-free method. (a) Dealing
with a phone call with tilt input. (b) Mapping between the tilt space districts
and the music player commands. (c) Manipulating a toy car with tilt input. (d)
A smart toy car that can be manipulated by a mobile APP through Blue-tooth.
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In the market, there are many smart toy cars that can be manipulated by a
mobile APP through Blue-tooth, see Fig. 25d. We typically manipulate a smart
toy car using the GUI of an APP. But that is not the best method, since we had
better keep visually tracking with the toy car when it is running on the road,
otherwise it may run into some obstacles or even be crashed. Based on our study
results, we build a pie menu that is suitable for eyes-free interaction, see Fig. 25c.
We employ tilt input to make a toy car run forward by tilting a mobile phone
outward (at approximately twelve o’clock) or make the toy speed up by tilting
the phone further in the same direction. When we want to stop the toy, we just
tilt the phone backward (at approximately six o’clock); and if we tilt back the
phone further, we make the toy run reversely. We also manipulate the toy turn
leftward or rightward by tilting the phone leftward or rightward, respectively.
During the whole process, we keep on watching the toy car and don’t need to
glimpse the screen of the mobile phone.

6 Discussion

The results indicate that the participants could distinguish at least 12 TOLs
and 4 TMLs under the FV condition. But there exist some spectra of TM in
which the usability is not good enough, e.g., the spectrum where the TM is near
90°, it is difficult to keep a device in that posture and get visual feedback from
the screen for our wrists and eyes, respectively. These TM spectra should not be
used in applications or be used as mappings to some special least use commands,
e.g., the command of APP exit.

For the NV condition, although the discernible numbers are small, NV had
the highest speed and were the best in terms of hand and eye fatigue. NV is not
bothered by “fat finger” [31] and hand occlusion [36], which generally exist for all
direct-touch screens. And the eyes-free method can reduce some safety risks when
we use a mobile phone on the road. Although NV has the potential to address
the aforementioned issues of a mobile phone, it limits the available number of
tilt input commands. NV is more suitable for some special interaction scenarios,
where one’s vision is unavailable and/or one of her/his hands is occupied and
fewer interfacial commands are necessary.

The previous research [26] had probed discretizing raw angular space using
linear, quadratic, and sigmoid functions to improve angular tilt control. We
adopted a uniform linear discrete function for better spatial sense and cognition,
especially for the NV condition where there is no other cues to identify a target
district in a 3D tilt space.

We have found out that there are orientation effects of tilt input, especially
under the NV condition. We speculate that these results may be caused by the
bisection method. Bisection is the simplest dividing method. We can utilize n (a
positive integer) times of bisection to divide something into 2n equal parts. The
numbers of 4 and 8 are both integer exponents of 2, under these dividing con-
ditions the participants could perform trials more easily, so better performance
was found at TOL4 and TOL8. Especially, the impact of dividing method was
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magnified under the NV condition, since the participants had no other cues be-
sides dividing the space upon their own sense and cognition. As for the condition
of TOL12, the axial directions also conformed to the least times of bisection. The
best performance in the axial directions may also be caused by our experience
in other disciplines, e.g., the knowledge about system of rectangular coordinates
from mathematics.

7 Conclusion and Future Work

In our study, a quantitative experiment was conducted to determine the effects
of visual feedback on tilt control of a mobile phone and the upper bounds of
human ability to control the tilt input under different VFLs. The experimental
results have some indications for tilt-based interaction design. First, partially
visual feedback (PV ) performed not so well as fully visual feedback (FV ) and
no visual feedback (NV ) in terms of both speed and accuracy. This reveals that
PV has no help for tilt input. Second, the participants could distinguish at least
12 tilt orientation levels (TOLs) and 4 tilt magnitude levels (TMLs) under the
FV condition. Third, the participants could distinguish 4 TOLs and 2 TMLs
or 8 TOLs and 2 TMLs under the NV condition with an error rate tolerance
of 10% or 15%, respectively. Four, the ability of the participants on tilt control
was related with orientation direction.

There exist some limitations of our work. First, the experiment was conducted
when the participants were seated. But some external factors, e.g., motion sta-
tus of the subjects, could influence the results. We had considered some other
factors during the experiment design, but they had finally been excluded from
the experiment to prevent it from becoming too complicated. Some other factors
should be considered in our future work. Second, we only employed dwell time
(1s) to confirm a target selection, but different selection modes may also have
impacts on the results. In the future work, we will investigate impacts of different
selection modes. Third, tilt gestures have the potential to serve the blind, since
the techniques support eyes-free interaction. We will explore the use of tilt for
people with visual impairments. Fourth, we only utilized audio feedback under
none visual feedback condition. But it is not clear whether there are some other
kinds of feedback that are more suitable for eyes-free interaction. In our future
work, we will explore different feedback, e.g., tactile and auditory feedback, and
find out the most suitable feedback mechanism for the NV condition.
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