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ABSTRACT

Population protocols are a model of distributed computing, where

n agents with limited computational power and memory perform

randomly scheduled pairwise interactions. A fundamental problem

in this setting is that of leader election, where all agents start from

the same state, and they seek to reach and maintain a global state

where exactly one agent is in a dedicated leader state.

A significant amount of work has been devoted to the study of the

time and space complexity of this problem. Alistarh et al. (SODA’17)

have shown that Ω(log logn) states per agent are needed in order

to elect a leader in fewer than Θ̃(n2) expected interactions. More-

over, Ω(n logn) expected interactions are required regardless of the
number of states (Sudo and Masuzawa, 2019). On the upper bound

side, Gasieniec and Stachowiak (SODA’18) have presented the first

protocol that uses an optimal, Θ(log logn), number or states and

elects a leader in O(n log
2 n) expected interactions. This running

time was subsequently improved to O(n logn log logn) (Gasieniec
et al., SPAA’19).

In this paper we provide the first leader election population

protocol that is both time and space optimal: it uses Θ(log logn)
states per agent, and elects a leader in O(n logn) interactions in
expectation. A key novel component of our approach is a simple

protocol that efficiently selects a small set of agents, of poly(logn)
size, given an initial set of s = O(nϵ ) selected agents. Unlike existing
approaches, which proceed by shrinking the initial set monotoni-

cally over time, our protocol first increases the set in a controlled

way to a specific size (which is independent of s), before it shrinks
the set to a poly(logn) size.
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• Mathematics of computing → Stochastic processes; • The-

ory of computation→ Self-organization.
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1 INTRODUCTION

Population protocols, originally introduced in a seminal paper by An-

gluin et al. [6], are a popular model for distributed computing. They

are often used for systems where global tasks are performed collec-

tively by a massive number of agents with limited computation and

communication power. Examples of such systems include sensor

networks, chemical reaction networks [15, 18], animal populations,

and gene regulatory networks [14].

A population protocol is typically defined for a system ofn agents,
which are identical finite state machines. In the standard probabilis-

tic model which we adopt, in each time step a random pair of agents

is chosen to interact with each other. In this interaction, the two

agents observe each other’s state, and update their respective state

according to a given transition function. The protocol terminates,

or stabilizes, when it reaches a configuration from which the output

of each agent cannot change. Section 2 gives the formal definitions.

We study the problem of leader election, one of the two most

intensively studied problems in population protocols. (The other is

majority consensus, and is discussed in the related work.) In leader

election, each agent starts from the same state and the protocol

must, eventually, stabilize to a configuration where exactly one

agent is in a leader state, and all other agents are in follower states.

As is true for distributed computing in general, leader election is

one of the most fundamental primitives, often used as a symmetry

breaking mechanism by other protocols. In particular, Angluin et al.

[7] have shown that given a leader, population protocols with a

constant number of states per agent can efficiently compute any

semilinear predicate; it is still an open question whether efficient

time protocols exist for this problem if no leader is given.

A lot of work has been devoted recently to the study of the

time and space complexity of leader election in population proto-

cols, producing both efficient algorithms and lower bounds. In a

breakthrough work, Doty and Soloveichik [21] showed that leader

election using a constant number of states requires in expectation

Ω(n2) interactions.1 Alistarh et al. [1] generalized this lower bound

by showing that protocols with fewer than 0.5 log logn states need

an expected number of Ω(n2/poly(logn)) interactions to elect a

leader. In a recent preprint, Sudo and Masuzawa [29] showed that

any leader election population protocol requires Ω(n logn) interac-
tions to stabilize, both in expectation and w.h.p.,

2
regardless of the

number of states per agent.

On the upper bound side, Alistarh and Gelashvili [3] presented

an elegant, tournament based leader election protocol that stabi-

lizes in O(n log
3 n) interactions w.h.p., and uses O(log

3 n) states.
Bilke et al. [13] reduced the cubic terms in the time and space

complexity to quadratic terms. The space complexity was further

improved to O(logn) states per agent [2, 11]. In a breakthrough

result, Gasieniec and Stachowiak [24] introduced the first leader

election protocol with sub-logarithmic space complexity and run-

ning time n · poly(logn). Precisely, their protocol stabilizes w.h.p.
after O(n log

2 n) interactions and uses an asymptotically optimal

number of states, O(log logn). In a follow-up work, Gasieniec et al.

[25] maintained the optimal space complexity while achieving an

expected stabilization time of O(n logn log logn) interactions. Re-
cently, Sudo et al. [30] proposed a protocol with optimal expected

1
The time complexity is sometimes also expressed in parallel time, which corresponds

to the number of interactions divided by n, in order to account for the inherent

parallelism of the system. To avoid confusion, we use the actual number of interactions

throughout this paper.

2
W.h.p. (with high probability) denotes probabilities of the form 1−n−c

, for a constant

c > 0 that can be made arbitrarily large at the cost of the constants involved.
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stabilization time, O(n logn), but at the cost of increasing signifi-

cantly the space requirements, to Θ(logn) states per agent.

Results & Techniques. We propose the first leader election popu-

lation protocol that both uses an asymptotically optimal number of

states and stabilizes in an asymptotically optimal expected number

of interactions.

Theorem 1. There is a leader election population protocol that

uses Θ(log logn) states, and has stabilization time O(n logn) in ex-

pectation and O(n log
2 n) w.h.p.

The above protocol matches the lower bound of [29], which

states that every leader election protocol needs Ω(n logn) expected
interactions (regardless of the number of states), and also the lower

bound of [1], according to which Ω(log logn) states are needed to

stabilize in fewer thanO(n2/poly(logn)) interactions. Our protocol
also improves over [24, 25], which use Θ(log logn) states but have
suboptimal expected stabilization time. Similar to [25], our protocol

requires an estimation of log logn within a constant additive error.

Our algorithm combines several known techniques, mainly from

[24, 25], with some new ideas. A key novel component is a simple

protocol that efficiently selects (with probability 1−1/poly(logn)) a
small (poly(logn) size) subset of the agents, starting from an initial

set of s = O(n1/2) agents. Most existing approaches proceed by

shrinking the initial set monotonically over time. In contrast, our

protocol first increases the initial set to a particular size, indepen-

dent of s , before shrinking it to the size of poly(logn).
Roughly speaking, this novel component works as follows. We

start with 1 ≤ s ≤ O(
√
n) agents in state 1, while all other agents

are in state 0. State 1 spreads to agents of state 0 by a “slowed-down”

one-way epidemic: whenever an agent in state 0 interacts with an

agent in state 1 it changes its state from 0 to 1 with probability 1/4.

As soon as a sufficient number of agents in state 1 exists two of

them will interact, and when that happens one of them changes

its state from 1 to 2. Similar to state 1, state 2 spreads to agents in

state 0 via a one-way epidemic, but this time with probability 1.

It is easy to see that the first agent moves to state 2 when the

number of agents in state 1 is roughly Θ(
√
n). From that point on

(and ignoring for simplicity additional interactions between 1s), we

have essentially two competing epidemics: one with Θ(
√
n) initial

support which spreads with a slow rate of 1/4, and another one

with initial support of 1 but with a spearing rate of 1. It is not hard

to see that this idealized process results in roughly Θ(n3/4) agents

which are in state 1s. Now, from a set ofΘ(n3/4) agents in state 1, we

can select a subset of size poly(logn) as follows: when two agents

at state 1 interact, one of them switches to state 3, and when two

agents at state 3 interact, one switches to state 4. After Θ(n logn)
interactions, the number of 3s is

√
n · poly(logn) and the number

of 4s is poly(logn) w.h.p.3

To employ the above protocol, we first need to elect a set (junta)

of at most O(
√
n) agents. We use a junta election protocol which

is conceptually similar to that from [24, 25]. The idea is that an

3
Our actual protocol is bit more involved (and used different state names), but the above

description conveys its main ideas. Also note that there are simple variants of this

protocol that work equally well, e.g., using a rate other than 1/4 for the slower one-way

epidemic. Such a variant results in a final number of agents in state 1 which is different

than n1/4
, and it has to be combined with an appropriately modified mechanism to

select a subset of size poly(logn) afterwards.

agent increases its level whenever it meets an agent on at least the

same level. Such a protocol can be implemented with Θ(log logn)

states and elects a number of agents that is at most n1−Ω(1)
[24, 25].

We use a similar approach, but employ some additional tweaks

which ensure that always at least one agent is elected. This was

previously achieved only w.h.p, and is critical for the correctness

of our protocol. Moreover, it allows agents to reuse the Θ(log logn)
states once the protocol has finished (which our agents can realize

locally). This part of our protocol elects O(
√
n) agents.4

The elected junta is used in the first protocol described above,

and is also used to drive a phase clock that synchronizes the agents’

actions. Our phase clock protocol is identical to that in [24]. It

consists of two clocks, one with phase interval Θ(n logn), and a

second with phase interval Θ(n log
2 n).

The final part of our protocol reduces the number of selected

leader candidates from poly(logn) to 1. Thanks to the Θ(log logn)
number of states, we can generate coins of success probability

1/poly(logn), which allow us to reduce the number of leader can-

didates to expectedly O(1), after O(1) “broadcast rounds,” each tak-

ing Θ(n logn) interaction. After that, binary coins are used for at

most Θ(logn) additional broadcast rounds. This component is care-

fully designed to ensure that not all agents are eliminated, and

to guarantee a fast, expected stabilization time. For that we use a

“reviving” elimination process that is conceptually similar to ideas

from [24, 25], but more efficient, requiring onlyO(n logn) expected
interactions.

Finally, similar to existing algorithms, we use a fall-back mech-

anism employing the slow stable elimination protocol from [8].

However, the precise way this protocol is employed is different.

E.g., we rely on the fact that there is always at least one agent

driving the phase clock. Thus the clocks may get desynchronized

but all clocks will eventually reach their maximum value.

Other Related Work. A prominent problem that has been inten-

sively studied in population protocols, besides leader election, is

the majority consensus. Each agent starts with one of two (or, in

general, k) opinions, and the goal is to reach a configuration where

each agent agrees on the correct majority (or, in general, plurality)

among the initial opinions. The problem was first studied in [6],

and an elegant protocol for approximate majority was proposed

in [8]. Algorithms and time-space tradeoffs for exact and approxi-

mate majority have been studied more recently in [1, 2, 5, 10, 13].

Other problems have also been considered in population protocols,

including approximate counting [12, 19, 20], and controlling the

population size [26].

Our protocol uses a junta-driven phase clock introduced in [24].

A leaderless phase clock was proposed in [2], and related oscillators

were studied in [16, 22]. Kosowski and Uznanski [28] have used

such oscillators to implement efficient leader election and majority

protocols with constant number of states, which are not always

correct, but may fail with a small probability.

4
We note that one needs to know the value of n within poly(logn) factors to estimate

the final junta size within the same poly(logn) factor precision, whereas our protocol
only knows n within polynomial factors (it knows ⌈log logn ⌉ + O (1)). Moreover,

even if we are given the precise value of n, it is not clear how to augment the junta

election protocol to elect a junta of a given size, e.g., poly(logn) or n3/4 · poly(logn),
under the constraint that the state space size is Θ(log logn), as achieved by the first

protocol we presented above.
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For a general overview of results for population protocols, see

the two recent surveys by Alistarh and Gelashvili [4] and Elsässer

and Radzik [23].

2 MODEL & NOTATION

We study population protocols defined on a population of n agents,

which are identical finite-state machines. At any time, the global

system state is described by a vector c , called a configuration, whose
i-th component gives the number of agents in the i-th state. We

assume the classic model [6, 8], in which a random scheduler se-

quentially matches agents in independently and uniformly chosen

pairs (u,v). Agent u is the initiator and agent v the responder. The

two agents perform an interaction, in which u observes v’s state
and updates its own state according to a deterministic transition

function, which is given as a set of transitions

initiatorState + responderState → newInitiatorState.

For state values we use ‘⊥,’ numbers, and names in typewriter
font. To emphasize that a state variable s represents the state of
agent u, we write s(u). We allow transition rules that use a small

amount of randomness (constant many, fair coin tosses). This is

w.l.o.g., as such coin tosses can be simulated from the randomness

of the scheduler, using so-called synthetic coins [1].

Starting from a set of initial configurations, agents try to reach

and stay in a set of correct configurations. For leader election, the

set of initial configurations consists of one configuration, with all

agents in the same, initial state. The set of correct configurations

contains all configurations in which exactly one agent is in one

of, possibly, several leader states, and all other agents are in non-

leader states. Agents are not required to realize when a correct

configuration has been reached.

Main Protocol & External Transitions. Our main leader election

protocol, called LE, is formed by multiple subprotocols that run in

parallel. Those subprotocols are described in the following sections.

To facilitate a modular description of the subprotocols and their

interaction, we introduce the notion of external transitions

old ⇒ new if condition.

This means that, after all normal transitions of the interaction are

completed, if the initiator is in state old and condition is satisfied

then the initiator’s state changes to new. The conditionmust depend

only on the initiator’s own state and typically refers to a state

change caused by another subprotocol. In our analysis, we often

use the notion of steps instead of interactions. A step consists of

an interaction (possibly triggering multiple normal transitions)

followed by all external transitions triggered by the state changes.

Complexity Measures. Protocol complexity is measured in terms

of the number of states per agent, and the stabilization time. To define

stabilization time, we say that a correct configuration c is stable if
any configuration reachable from c with non-zero probability is

also correct. Then the stabilization time is the earliest step when a

stable correct configuration is reached.
5

5
Some previous works, e.g., [1, 13], refer to stabilization time as convergence time. We

avoid using the latter term, because it is often used to describe a weaker notion of

termination, namely, the earliest step after which all future configurations (in the

given execution of the protocol) are correct.

3 JUNTA ELECTION

We use two junta election protocols inspired by a similar protocol

from [24]. The first one, JE1, elects a junta of size at most n1−ϵ
. This

junta is used to drive the phase clock LSC, described in Section 4.

The second protocol, JE2, further reduces the size of the junta to

O(
√
n lnn), and the resulting junta is used by DES, in Section 5.1.

3.1 Junta Election 1 (JE1)

The state space of JE1 is SJE1 B { −ψ ,−ψ + 1, . . . ,φ1 } ∪ { ⊥ },

where ψ B 3 log logn and φ1 B log logn − log log logn − 3. We

refer to an agent in state ℓ ∈ SJE1 as being on level ℓ. Initially, every

agent is on level −ψ . First the agents try to reach level 0 by tossing

a series of fair coins: on success they increase their level, on failure

they reset their level to −ψ . Once an agent reached level 0, its level

cannot decrease any longer. Now the agent increases its level ℓ

whenever it interacts with an agent on a level in {ℓ, . . . ,φ1 − 1}.

As soon as an agent not yet on level φ1 interacts with an agent on

level φ1 or in special state ⊥, it switches to state ⊥. Protocol 1 gives

the formal transition rules.

Protocol 1: JE1

ℓ + ℓ′ →

{
ℓ + 1 w.pr. 1/2

−ψ w.pr. 1/2

if −ψ ≤ ℓ < 0 and ℓ′ < { φ1, ⊥ }

ℓ + ℓ′ → ℓ + 1 if 0 ≤ ℓ ≤ ℓ′ and ℓ′ < { φ1, ⊥ }

ℓ + ℓ′ → ⊥ if ℓ , φ1 and ℓ′ ∈ { φ1, ⊥ }

We say JE1 is completed when every agent is in state φ1 or ⊥.

The agent is elected in JE1 if it is in φ1, and is rejected if it is in ⊥.

The intuition for the protocol is as follows. The mechanism using

the coin tosses achieves that only a fraction x0 = 1/poly(logn)
of agents reach level 0 within O(n logn) interaction. Moreover,

the fraction xℓ of agents that reach level ℓ > 0 within O(n logn)

interaction, is roughly x2

ℓ−1
. Thus, xφ1

is roughly x2
φ

1

0
, which is

n−ϵ for our choice ofψ and φ1.

The next lemma lists the main properties of JE1. Its proof can be

found in Appendix B.

Lemma 2.

(a) At least one agent is elected in JE1.

(b) W.h.p. at mostn1−ϵ
agents are elected in JE1, for some constant

ϵ > 0.

(c) JE1 is completed inO(n logn) steps w.h.p., and this is true even
if all agents start from an arbitrary state.

3.2 Junta Election 2 (JE2)

The state space of JE2 is SJE2 B {idl, act, inact} × {0, 1, . . . ,φ2},

for a large enough constant φ2 ∈ N. We refer to an agent in state

(d, ℓ) ∈ SJE2 as being on level ℓ, and as either idle (d = idl), active
(d = act), or inactive (d = inact). Initially, all agents are idle on
level 0. If an agent is elected in JE1 it becomes active, and if rejected

it becomes inactive. Active agents increase their level when they

interact with agents on at least the same level, until they reach level

φ2. If an agent interacts with an agent on a lower level or reaches

level φ2 becomes inactive. Protocol 2 gives the formal transitions.
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Protocol 2: JE2

(idl, 0) ⇒

{
(act, 0) if elected in JE1

(inact, 0) if rejected in JE1

(act, ℓ) + (·, ℓ′) →


(act, ℓ + 1) if ℓ ≤ ℓ′ and ℓ < φ2 − 1

(inact, φ2) if ℓ ≤ ℓ′ and ℓ = φ2 − 1

(inact, ℓ) if ℓ > ℓ′

We combine the above protocol with a one-way epidemic that

propagates the maximum level encountered. Formally, in addition

to state (d, ℓ) ∈ SJE2, each agent stores a value k ∈ {0, , . . . ,φ2},

which is initially 0. We will refer to k as the agent’s max-level. The

combined transition rule is now

(d, ℓ,k) + (d ′, ℓ′,k ′) → (dnew, ℓnew,max{k,k ′, ℓnew}),

where (d, ℓ)+(d ′, ℓ′) → (dnew, ℓnew) is the corresponding transition
in JE2.

We say that JE2 is completed when all agents are inactive, and

have the same max-level component. An agent is rejected in JE2

if it is inactive and its level ℓ is smaller than its max-level k . We

say an agent is elected in JE2, if JE2 is completed and the agent is

not rejected (i.e., ℓ = k). Note that an agent that is not yet rejected,

cannot locally verify whether it is elected or not.

The protocol assumes that at least one and at most n1−ϵ
agents

become active, and parameter φ2 is a function of ϵ . The intuition for

the protocol is the same as for the junta election protocol from [24],

namely, that the fraction of agents reaching a level roughly squares

with each level. Since only a small fraction becomes active in JE2,

a constant number of levels suffices, whereas in [24], a constant

fraction of agents is activated and Θ(log logn) levels are needed.
The next lemma lists the main properties of JE2. Its proof can be

found in Appendix C.

Lemma 3.

(a) Not all agents are rejected in JE2.

(b) For any constant 0 < ϵ < 1, there is a constant φ2 ∈ N such

that, w.pr. 1 −O(1/logn), if at most n1−ϵ
agents are elected

in JE1, then at most O(
√
n lnn) agents are not rejected in JE2.

(c) Suppose JE1 is completed at a given step t1. If t2 denotes the

step when JE2 is completed, then t2 = t1 +O(n logn) w.h.p.

4 PHASE CLOCK (LSC)

We use protocol LSC (for Log-Square Clock) to synchronize our

subprotocols. The protocol follows closely the phase clock imple-

mentation of [24]. It consists of two clocks. The first one, called

internal, is a modulo 2m1 + 1 clock and ticks every Θ(n logn) inter-
actions on average. The second clock, called external, stops when

it reaches a maximum value of 2m2, and ticks every Θ(n log
2 n)

interactions on average. Parametersm1,m2 are large integer con-

stants. The protocol requires a set of n1−Ω(1)
clock agents, which is

provided by subprotocol JE1.

Formally, the state space is SLSC B { clk, nrm } × { int, ext } ×
{ 0, . . . , 2m1 } × { 0, . . . , 2m2 }. An agent in state (s, c, tint, text) is
a clock agent if s = clk and a normal agent if s = nrm; c indicates
whether the agent updates its internal (c = int) or external (c =
ext) clock in its next interaction; tint is the agent’s internal clock

counter, which increases modulo 2m1 + 1; and text is the external
clock counter, which stops when it reaches value 2m2. Initially, all

agents are in state (nrm, int, 0, 0). The transition rules are listed in

Protocol 3.

Protocol 3: LSC

(nrm, int, 0, 0) ⇒ (clk, int, 0, 0) if elected in JE1

(nrm, int, i , j) + (·, ·, i′, ·) →

{
(nrm, int, i′, j) if 0 < i′ − i ≤ m1

(nrm, ext, i′, j) if i − i′ > m1 (∗)

(clk, int, i , j) + (·, ·, i′, ·) →


(clk, int, i′ + 1 mod (2m1 + 1), j)

if 0 ≤ i′ − i ≤ m1

(clk, ext, i′ + 1, j) if i − i′ > m1 (∗)

(nrm, ext, i , j) + (·, ·, ·, j′) →
(
nrm, int, i , max{j , j′ }

)
(clk, ext, i , j) + (·, ·, ·, j′) →

(
clk, int, i , min{2m2, max{j , j′ + 1}}

)
Note that as long as no clock agent exists, no normal transitions

are triggered. An agent in the initial state becomes a clock agent

via an external transition as soon as it is elected in JE1.

We say that an agent is in internal phase ρ ∈ N0, if its internal

clock counter has passed ρ times through zero, i.e., the agent has

executed (as an initiator) ρ times the transitions marked by (∗). We

also say the agent is in external phase ρ ′ ∈ { 0, 1, 2 } if ⌊j/m2⌋ = ρ
′
,

where j is the node’s external clock counter.

In addition to its state in SLSC, a agent stores partial informa-

tion about its internal phase. Precisely, it maintains two variables.

The first is iphase ∈ { 0, . . . ,ν }, and stores the agent’s current

internal phase, up to a maximum value of ν = Θ(log logn). Once
iphase = ν , the variable stops increasing. The second variable is

parity ∈ { 0, 1 }, and stores the parity of the internal phase. These

two variables increase the size of the clock-related state of the agent

to Θ(log logn), fromO(1). For convenience, we also define variable
xphase, which stores the current external phase of an agent, and

can be computed directly from the external clock counter.

For ρ ≥ 1, let fρ be the step when the first agent reaches internal

phase ρ, and let lρ be the step when the last agent reaches internal

phase ρ. Also, f0 = l0 is the step when the first clock agent is

created. The length Lint(ρ) of internal phase ρ is fρ+1 − lρ , and
its stretch Sint(ρ) is fρ+1 − fρ . Similarly, for ρ ′ ∈ { 1, 2 }, f ′ρ′ is

the step when the first agent reaches external phase ρ, and l ′ρ′ is

the step when the last agent reaches an external phase greater or

equal to ρ (note that the external phase of an agent may increase

from 0 to 2 in a single step). Also, f ′
0
= l ′

0
= f0. For ρ

′ ∈ { 0, 1 },

Lext(ρ
′) = f ′ρ′+1

− l ′ρ and Sext(ρ
′) = f ′ρ′+1

− f ′ρ .

The next result is essentially a reformulation of [24, Lemma 3.7]

to fit our needs. It states that agents stay in sync for at least n log
3 n

steps w.h.p.

Lemma 4. Let 0 < ϵ < 1 and c1, c2 > 0 be any constants. There

are constantsm1,m2 ∈ N, d2 ≥ d1 ≥ c1, and d4 ≥ d3 ≥ c2 such that

the following statement holds w.h.p. If at most n1−ϵ
agents are elected

in JE1, then

(a) Lint(ρ) ≥ d1 · n logn and Sint(ρ) ≤ d2 · n logn, for all ρ ∈

{ 0, 1, . . . , log
2 n };

(b) Lext(ρ
′) ≥ d3d2 · n log

2 n and Sext(ρ
′) ≤ d4d2 · n log

2 n, for
all ρ ′ ∈ { 0, 1 }.
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The following lemma is needed to show that the leader election

protocol is correct, even in the unlikely case in which agents are

not synchronized.

Lemma 5. Suppose that there is at least one clock agent at a given

step t . Then E[l ′
2
] ≤ t +O(n2

log
3 n).

The proofs of Lemmas 4 and 5 are given in Appendix D.

5 EPIDEMIC-BASED SELECTION

The two protocols presented next select a polylogarithmic number

of leader candidates. The first protocol, DES, uses the junta of size

O(n1−ϵ ) elected in JE2, to select n3/4 · poly(logn) candidates. The
second protocol, SRE, reduces the candidates to poly(logn).

5.1 Dual Epidemic Selection (DES)

The state space of DES is SDES B { 0, 1, 2 } ∪ { ⊥ }, and all agents

are in state 0 initially. An agent switches from state 0 to 1 when

its clock in LSC reaches internal phase 1, provided that the agent

has not yet been rejected in JE2. Also agents switch from state 0

to 1 with probability 1/4, if they interact with an agent in state 1.

When two agents in state 1 interact, one of them switches to state

2. State-2 agents cause state-0 agents to switch to 1 or ⊥ (each with

probability 1/4).
6
State-⊥ agents cause state-0 agents to switch to

⊥. Protocol 4 gives the formal transition rules.

Protocol 4: DES

0 ⇒ 1 if not rejected in JE2 and iphase = 1

0 + 1 → 1 w.pr. 1/4

1 + 1 → 2

0 + 2 →

{
1 w.pr. 1/4

⊥ w.pr. 1/4

0 + ⊥ → ⊥

We say DES is completed when no agents are left in state 0.

An agent is rejected in DES if is in state ⊥. Note that after DES is

completed, no new agents get rejected. We say an agent is selected

in DES, if DES is completed and the agent is not rejected (thus, it is

in state 1 or 2).

The protocol assumes that at least one and at most O(
√
n logn)

agents are elected in JE2. The intuition is that the first agent reaches

state 2 when the number of agents at state 1 is roughly

√
n, and

this takes O(n logn) steps. It takes O(n) additional steps before the
first agent reaches state ⊥. From then on, we have essentially two

competing one-way epidemics, the one spreading state 1 to state-0

agents with probability 1/4, and the other spreading state ⊥ to

state-0 agents with probability 1. Since roughly

√
n agents are in

state 1 when the first agent reaches state 2, and ignoring additional

interactions between two state-2 agents (which has negligible ef-

fect), it is not hard to see that the number of agents not in state ⊥

eventually is on average roughly n3/4
.

The next lemma provides the main properties of DES. Its proof

can be found in Appendix E.

6
The choice of probability 1/4 is made to simplify some parts of the analysis; the

deterministic rule 0 + 2 → ⊥ works as well.

Lemma 6.

(a) Not all agents are rejected in DES.

(b) Suppose that JE2 is completed before step f1.
7
Suppose also

that at most O(
√
n logn) agents are elected in JE2. Then w.pr.

1 −O(1/logn), the number of agents that are not rejected in

DES is at least Ω(n3/4(log logn)1/4(logn)−3/4) and at most

O(n3/4
logn).

(c) Suppose that the first agent reaches state 1 at a given step

t1. If t2 denotes the step when DES is completed, then t2 =
t1 +O(n logn) w.h.p.

5.2 Square-Root Elimination (SRE)

The state space of SRE is SSRE B { o, x, y, z } ∪ { ⊥ }, and all agents

are in state o initially. An agent switches from state o to x when

it reaches internal phase 2, if the agent has not yet been rejected

in DES. From state x an agent switches to state y when it interacts

with an agent in state x or y, and from y switches to z if it interacts
with an agent in state y. As soon as some agent reaches state z,
status ⊥ is propagated by a one-way epidemic to all agents not in

state z. Protocol 5 gives the formal transition rules.

Protocol 5: SRE

o ⇒ x if not rejected in DES and iphase = 2

x + s → y if s ∈ { x, y }

y + y → z

s + s′ → ⊥ if s , z and s′ ∈ { z, ⊥ }

We say SRE is completed when every agent is in state z or ⊥. The
agent survives SRE if it is in z, and is eliminated if it is in ⊥.

The intuition for this protocol is very simple. Starting from close

to n3/4
agents in state x, after O(n logn) steps there are roughly

√
n agents in state y, and after O(n logn) additional steps there are

poly(logn) agents in state z.
The next lemma gives the main properties of SRE. Its proof can

be found in Appendix F.

Lemma 7.

(a) Not all agents are eliminated in SRE.

(b) Suppose that DES is completed before step f2, and at most

O(n3/4
logn) agents are selected in DES. W.pr. 1 −O(1/logn)

at most O(log
7 n) agents are not eliminated in SRE.

(c) Suppose that DES is completed before step f2, and at least

Ω(n3/4(log logn)1/4(logn)−3/4) agents are selected in DES.

Fix also l2.
8
If t denotes the step when SRE is completed, then

t = l2 +O(n logn) w.pr. 1 −O(1/logn).

6 COIN-BASED ELIMINATION

The next three protocols, LFE, EE1, and EE2, are used to reduce

the set of leader candidates provided by DES and SRE, to a single

candidate w.h.p. In all three protocols, candidates compete against

each other using random coins, eliminating candidates with smaller

coin values. Similar protocols are used, e.g., in [24, 25, 30].

7
Recall that f1 is the step when the first agent reaches internal phase 1.

8
Recall that l2 is the step when the last agent reaches internal phase 2.
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Protocol LFE uses Θ(log logn) coins, and reduces the number

of candidates by a polylogarithmic factor, during a single internal

phase. This yields O(1) expected candidates, if the initial set of

candidates is polylogarithmic. Protocol EE1 uses a single coin per

candidate per internal phase, reducing the number of candidates

by a constant factor per phase, for a total of O(log logn) phases.
Protocol EE2 is similar to EE1, except that agents can no longer

maintain the internal phase value, and use variable parity instead; a
mechanism is provided, in SSE, to avoid eliminating all candidates.

6.1 Log-Factors Elimination (LFE)

The state space of LFE isSLFE B {wait, in, out, toss}×{0, . . . , µ},
where µ B 7 log lnn. We call the second component of an agent’s

state its level. Initially, all agents are in state (wait, 0). When it

reaches internal phase 3, an agent moves from state (wait, 0) to
(out, 0) if it is eliminated in SRE, or to (toss, 0) if not eliminated.

In the latter case, the agent performs a series of fair coin tosses,

increasing its level with each successful coin toss, until the first

failure or until it reaches the maximum level µ; in either case the

first component of the agent’s state changes from toss to in. The
maximum level reached by any agent is propagated via a one-way

epidemic, and any agent with a smaller level changes its first state

component from in to out. Protocol 6 gives the formal transitions.

Protocol 6: LFE

(wait, 0) ⇒

{
(toss, 0) if not eliminated in SRE and iphase = 3

(out, 0) if eliminated in SRE and iphase = 3

(toss, ℓ) + (·, ·) →

{
(toss, ℓ + 1) w.pr. 1/2

(in, ℓ) w.pr. 1/2

if ℓ < µ

(toss, µ) + (·, ·) → (in, µ)

(s , ℓ) + (·, ℓ′) → (out, ℓ′) if s ∈ { in, out } and ℓ′ > ℓ

We say LFE is completed when every agent is in state (in, x) or
(out, x), where x is the maximal level reached by any agent. An

agent is eliminated in LFE if it is in a state (out, ·). We say an agent

survives LFE, if LFE is completed and the agent is not eliminated.

The informal intuition of the protocol is that every agent who

survives SRE chooses a random level in {0, . . . , µ} such that level ℓ

is chosen with probability 1/2
ℓ
, and the agents with the maximal

level survive. It follows that an expected constant number of agents

survive LFE, if at most 2
µ
agents survive SRE.

The next lemma lists the main properties of LFE. Its proof can

be found in Appendix G.

Lemma 8.

(a) Not all agents are eliminated in LFE.

(b) Suppose that SRE is completed before step f3, and at most

O(2µ ) agents survived SRE. Then in expectation at most O(1)
agents are not eliminated in LFE.

(c) Fix step l3. If t denotes the step when LFE is completed, then

t = l3 +O(n logn) w.h.p.

6.2 Exponential Elimination 1 (EE1)

The state space of EE1 is SEE1 B { in, out, toss } × { 0, 1 } ×

{ ⊥, 4, . . . ,ν − 2 }, where ν B Θ(log logn) is the upper bound of

the range of variable iphase (see Section 4). The last component

of the state stores the current internal phase ρ of the agent, if

4 ≤ ρ ≤ ν − 3 (i.e., it is equal to iphase in this case); the component

equals ⊥ when ρ < 4, and ν − 2 when ρ ≥ ν − 2.

Initially, all agents are in state (in, 0,⊥). When it reaches internal

phase 4, an agent moves to state (out, 0, 4) if it is eliminated in LFE,

or to (toss, 0, 4) if not eliminated. In the latter case, the agent

performs a single coin toss and stores the outcome, 0 or 1, to the

second component of its state, while the first component changes

to in. The largest coin value is propagated via a one-way epidemic

to all agents in internal phase 4, and any agent with a smaller

coin value changes its first component to out. The same process is

repeated for each internal phase ρ ≤ ν − 2, and the agents who toss

a coin in phase ρ are those who were in state (in, ·, ρ − 1) at the

end of the previous phase. Protocol 7 gives the formal transitions.

Protocol 7: EE1

(in, 0, ⊥) ⇒

{
(toss, 0, 4) if not elim. in LFE & iphase = 4

(out, 0, 4) if elim. in LFE & iphase = 4

(in, ·, ρ) ⇒ (toss, 0, ρ + 1) if iphase = ρ + 1 ≤ ν − 2

(out, ·, ρ) ⇒ (out, 0, ρ + 1) if iphase = ρ + 1 ≤ ν − 2

(toss, 0, ρ) + (·, ·, ·) →

{
(in, 0, ρ) w.pr. 1/2

(in, 1, ρ) w.pr. 1/2

(s , 0, ρ) + (·, 1, ρ) → (out, 1, ρ) if s ∈ { in, out } and ρ ≤ ν − 2

We say that an agent is eliminated in EE1 if it is in state (out, ·, ·).
An agent survives phase ρ in EE1 if it is not eliminated before

reaching internal phase ρ + 1.

The intuition for the protocol is that, assuming the clocks of all

agents are synchronized, the number of agents that survive roughly

halves with each phase, as in expectation half of the coins are 1

and half 0. Thus, if an expected constant number of agents survive

LFE, it takes an expected constant number of phases before a single

agent is left.

The next lemma lists the main properties of EE1. Its proof can

be found in Appendix H.

Recall that Lint(ρ) is the length of internal phase ρ (see Section 4).
We define the event

Wρ1,ρ2
B

⋂
ρ1≤r ≤ρ2

{ Lint(r ) ≥ (5cW + 11)n lnn } , (1)

where cW ≥ 1 is a constant to be instantiated in the analysis.

Lemma 9.

(a) Not all agents are eliminated in EE1.

(b) Suppose that LFE is completed before step f4, and k ≥ 1 agents

survive LFE. Let sρ denote the number of agents that are not

eliminated in EE1 before step fρ+1. For any ρ ∈ {4, . . . ,ν − 2},

E[(sρ − 1) · 1W4,ρ ] ≤ k/2
ρ−3.

6.3 Exponential Elimination 2 (EE2)

The state space of EE2 is SEE2 B { in, out, toss } × { 0, 1 } ×

{ ⊥, 0, 1 }. The third component of the state stores the parity of

the current internal phase ρ of the agent, if ρ ≤ ν , and stores ⊥

when ρ < ν . The protocol is essentially the same as EE1, except
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that the agents no longer maintain an internal phase counter, and

use just the parity instead. Protocol 8 gives the transition rules.

Protocol 8: EE2

(in, 0, ⊥) ⇒

{
(toss, 0, ν mod 2) if not elim. in EE1 & iphase = ν
(out, 0, ν mod 2) if elim. in EE1 & iphase = ν

(in, ·, p) ⇒ (toss, 0, 1 − p) if parity = 1 − p

(out, ·, p) ⇒ (out, 0, 1 − p) if parity = 1 − p

(toss, 0, p) + (·, ·, ·) →

{
(in, 0, p) w.pr. 1/2

(in, 1, p) w.pr. 1/2

(s , 0, p) + (·, 1, p) → (out, 1, p) if s ∈ { in, out }

Similar to EE1, we say that an agent is eliminated in EE2 if it is

in state (out, ·, ·), and an agent survives phase ρ in EE2 if it is not

eliminated before reaching internal phase ρ + 1.

The idea is that, as long as the clocks of all agents are synchro-

nized, the internal phases of any two agents differ by at most one,

thus, the parity information suffices to tell whether two interact-

ing agents are in the same internal phase. Therefore, EE2 works

identically to EE1, in that case. However, if clocks get desynchro-

nized, we cannot ensure the same guarantees; in particular, it is

possible that all agents are eliminated. We address this issue in the

last subprotocol, SSE, in Section 7.

The next lemma lists the main properties of EE2. Its proof can

be found in Appendix I.

Lemma 10.

(a) Let ρ ≥ ν . If Lint(r ) > 0 for all r ≤ ρ + 1, then some agent

survives phase ρ in EE2.

(b) Let sρ denote the number of agents that are not eliminated

in EE2 before step fρ+1. For any ν ≤ ρ ≤ cW logn, it holds

E[(sρ − 1) · 1Wν−1,ρ+1
] ≤ n/2

ρ−ν+1.

7 ENDGAME: SLOW STABLE ELIM’N (SSE)

The last protocol we use, SSE, is responsible for electing a unique

leader. Typically, the unique leader is the last surviving candidate

in EE1 or EE2. To ensure the protocol is always correct, even if

EE1 and EE2 fail to elect a single leader, a basic (slow) mechanism

from [8] is employed.

The state space of SSE is SSSE B { C, E, S, F }. (The letters stand
for candidate, eliminated, survived, and failed, respectively.) Initially,

every agent is in state C. Agents eliminated in EE1 switch from

state C to E. An agent switches from C to S, if it is not eliminated

in EE2 when it reaches external phase 1, or if it is not eliminated

in EE1 when it reaches external phase 2. As soon as there is some

agent in state S, a one-way epidemic is initiated that spreads state

F to agents in states other than S. Moreover, when two agents in

state S interact with each other, one of them changes its state to F.
Protocol 9 gives the formal transition rules.

We define the set L of leader states of SSE to be the subset

L B { C, S } . The goal of SSE is to reach a configuration in which

exactly one agent is in a leader state. Note that SSE eventually

reaches a final configuration, where one agent is in state S and all

others are in state F. This configurations satisfies the goal stated

Protocol 9: SSE

C ⇒ E if eliminated in EE1

C ⇒ S if (not elim. in EE2 & xphase = 1) or xphase = 2

∗ + S → F

s + F → F if s , S

above, i.e., exactly one agent is in a leader state. However, this goal

is typically met much sooner than the final configuration is reached.

The intuition for SSE is as follows. We discuss correctness first

(i.e., a single leader is always elected), without worrying about the

number of steps. The key observation is that the set of agents whose

state is in L can only shrink over time, but cannot become empty,

because not all agents are eliminated in EE1. It follows that some

agent will reach state S, and then the protocol transitions ensure

that the final configuration is reached eventually.

For the step complexity, assuming clocks are synchronized, we

will see that w.pr. 1 − O(1/logn), all but one of the agents are

eliminated in EE1, after a constant average number of internal

phases, i.e., in O(n logn) steps. With the remaining probability,

O(1/logn), we rely on EE2 to eliminated all but one agent, which

happens in O(logn) internal phases w.h.p. The single surviving

agent moves to state S when it reaches external phase 1, and causes

all other agents to switch to state F. In total, this takes O(n log
2 n)

steps, w.h.p. Finally, with arbitrary small polynomial probability,

clocks get desynchronized, or EE1 and EE2 fail to elect a single

leader. In this case, polynomial time is needed: all agents reach the

last internal phase in polynomial time, and thus some agent reaches

state S, after which SSE guarantees that a single leader is left after

polynomial time. Putting all pieces together yields the O(n logn)
bound on the expected step complexity.

The detailed proof of the step complexity is provided in Section 8.

The next lemma shows some properties of SSE that are (mostly)

independent of the other subprotocols. Its proof can be found in

Appendix J.

Lemma 11. Let Lt denote the set of agents that are either in state

C or in state S right after step t .
(a) For any t ≥ 0, Lt , ∅ and Lt+1 ⊆ Lt .
(b) Fix the step l ′

1
.
9
Suppose that exactly one agent is at state S at

step l ′
1
. Then, w.h.p.,

min { t : | Lt | = 1 } ∪ { f ′
2
} ≤ l ′

1
+O(n logn).

(c) Fix any step t2 ≥ l ′
2
, and suppose that |Lt2

| = κ > 1. Then

E[min { t : | Lt | = 1 }] ≤ t2 + n
2.

8 PROOF OF Theorem 1

First we prove the correctness, then we show the step complexity

bounds, and finally we analyse the space complexity.

8.1 Leader States & Correctness

The state of an agent in LE consists of the agent’s state in each of

the subprotocols that constitute LE. We define the leader states of

LE to be all states in which the agent’s state in subprotocol SSE is

9
Recall that for i ∈ { 1, 2 }, f ′i is the step when the first agent reaches external phase

i , and l ′i is the step when the last agent reaches external phase at least i .
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either C or S, independently of its state in the other subprotocols. LE
is a correct leader election protocol if eventually a configuration is

reached that is correct, i.e., exactly one agent is in a leader state, and

stable, i.e., only correct configurations are reachable from that state.

Let Lt denote the set of agents that are in a leader state right after

step t . Note that this is the same as the set Lt defined in Lemma 11.

From Lemma 11(a), we have that Lt can only shrink over time, but

it never becomes empty. Thus it suffice to show that some step t is
reached for which |Lt | = 1. From Lemma 2(a), at least one agent is

elected in JE1, thus at least one agent becomes a clock agent. Then,

from Lemma 5, it follows that all agents reach external phase 2,

eventually. Once that happens, Lemma 11(c) implies that eventually

a step t is reached with |Lt | = 1.

8.2 Step Complexity

LetT denote the stabilization time of LE. As discussed above, the set

Lt of agents in leader states can only shrink over time t , but it never
becomes empty (Lemma 11(a)). Therefore, T = min { t : | Lt | = 1 }.

The proof of the expectation bound proceed by showing that

E[T | E] · Pr[E] = O(n logn), for a collections of carefully con-

structed events E, whose union has probability 1 (see (8), (10)

and (11)). Then the law of total expectation yields E[T ] = O(n logn).
Let EJE1 be the event that JE1 is completed in at most γ1n logn

steps and at most n1−ϵ
agents are elected in JE1. From Lemma 2,

for any given β > 0, there are constants ϵ > 0 and γ1 > 0 such that

Pr[EJE1] ≥ 1 − nβ .

Let EJE2 be the event that, if at most n1−ϵ
agents are elected in

JE1, then JE2 is completed by step tJE1 + γ2n logn, and O(
√
n logn)

agents are elected in JE2, where tJE1 denotes the step when JE1 is

completed. From Lemma 3, there is a constant γ2 > 0, such that

Pr[EJE2] = 1 −O(1/logn).

Let EDES be the event that, if JE2 is completed before step f1 and

O(
√
n logn) agents elected in JE2, then DES is completed by step

l1 + γ3n logn, and the number of agents selected in DES is at least

Ω(n3/4(ln lnn)1/4 · (lnn)−3/4) and at most O(n3/4(lnn)3/4). From

Lemma 6, there is a constant γ3 > 0, such that

Pr[EDES] = 1 −O(1/logn).

Let ESRE be the event that, if DES is completed before step f2 and

the number of agents selected in DES is as in EDES, then SRE is

completed by step l2 + γ4n logn, and the number of agents that

survive SRE is at most log
7 n. From Lemma 7, there is a constant

γ4 > 0, such that

Pr[ESRE] = 1 −O(1/logn).

Let BSRE be the event that SRE is completed by step f3, and the

number of agents that survive SRE isO(log
7 n). LetX be the number

of agents not yet eliminated in LFE. Then Lemma 8(b) gives

E[X | BSRE] = O(1). (2)

Let ELFE be the event that LFE is complete by step l3 + γ5n logn.
From Lemma 8(c), there is a constant γ5 > 0 such that

Pr[ELFE] ≥ 1 − nβ . (3)

Let BLFE be the event that LFE is completed before step f4, and let

B B BSRE∩BLFE. For ρ ∈ {4, . . . ,ν −2}, let Yρ B (sρ −1) ·1W4,ρ ,

where sρ is the number of agents not eliminated in EE1 at fρ+1, and

event Wρ1,ρ2
is defined in (1). From Lemma 9(b), for any k ≥ 1,

E[Yρ | B ∩ {X = k}] ≤ k/2
ρ−3. (4)

It follows that

E[Yρ | B] ≤ E[X | B]/2
ρ−3. (5)

Let ESSE be the event that, if exactly one agent is at state S at

step l ′
1
, then min { t : | Lt | = 1 } ∪ { f ′

2
} ≤ l ′

1
+ γ6n logn).10 From

Lemma 11(b), there is a constant γ6 > 0 such that

Pr[ESSE] = 1 − nβ .

Finally, let ELSC be the event that if at most n1−ϵ
agents are elected

in JE1, then (i) Lint(ρ) ≥ d1 · n logn and Sint(ρ) ≤ d2 · n logn,
for all ρ ∈ { 0, 1, . . . , log

2 n }; and (b) Lext(ρ
′) ≥ d3d2 · n log

2 n
and Sext(ρ

′) ≤ d4d2 · n log
2 n, for all ρ ′ ∈ { 0, 1 }. From Lemma 4,

there are constants d2 ≥ d1 ≥ c1 B (5cW + 11) +
∑

1≤i≤6
γi and

d4 ≥ d3 ≥ c2 B β + 3, where cW B β + 2, such that

Pr[ELSC] ≥ 1 − nβ .

By a union bound, the probability of event EJE1 ∩ EJE2 ∩ EDES ∩

ESRE ∩ ELFE ∩ ELSC is 1 − O(1/logn). Moreover, this event is a

subset of event B. It follows that the probability of event E B
EJE1 ∩ EJE2 ∩ EDES ∩ ESRE ∩ ELFE ∩ ELSC ∩ B is

Pr[E] = 1 −O(1/logn).

From (2) and the fact that E ⊆ B ⊆ BSRE,

E[X | B] ≤
E[X | BSRE]

Pr[B | BSRE]
≤

O(1)

Pr[B]
≤

O(1)

Pr[E]
= O(1). (6)

Similarly, from (5) and E ⊆ B,

E[Yρ | E] ≤
E[Yρ | B]

Pr[E | B]
≤

E[Yρ | B]

Pr[E]
≤

E[X | B]

2
ρ−3

Pr[E]
= O(1/2

ρ−3).

Then, by Markov’s inequality,

Pr[Yρ , 0 | E] = Pr[Yρ ≥ 1 | E] ≤ E[Yρ | E] = O(1/2
ρ−3). (7)

Claim 12. {Yρ = 0} ∩ E ⊆ {T ≤ d2(ρ + 2)n logn}.

Proof. Given E, it follows from Yρ = 0 that only one agent is

not eliminated in EE1 by step fρ+1. Moreover, from E it follows that

fρ+1 ≤ d2(ρ + 1)n logn + γ1n logn < d2(ρ + 2)n logn < f ′
1
. Last,

we have that no agent reaches state S in SSE before step f ′
1
, and all

agents eliminated in EE1 before f ′
1
move to state E. Combining all

these we obtain that given {Yρ = 0} ∩ E, exactly one agent is in

state C in SSE and no agent is in state S at step d2(ρ + 2)n logn. □

For 4 < ρ ≤ ν − 2,

E[T | E ∩ {Yρ = 0 , Yρ−1}] · Pr[E ∩ {Yρ = 0 , Yρ−1}]

≤ d2(ρ + 2)n logn · Pr[E] · Pr[Yρ = 0 , Yρ−1 | E]

= O
(
2

4−ρρn logn
)
.

where in the second line we used Claim 12, and in the last line we

used (7). Similarly, for ρ = 4,

E[T | E ∩ {Y4 = 0}] · Pr[E ∩ {Y4 = 0}] = O(n logn).

10
We will only use this event later, but we need to fix γ6 to define the next event.
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Summing the above equations yields

E[T | E ∩ {Yν−2 = 0}] · Pr[E ∩ {Yν−2 = 0}] = O(n logn). (8)

For ν ≤ ρ ≤ cW logn, let Zρ B (s ′ρ − 1) · 1Wν−1,ρ+1
, where s ′ρ

is the number of agents not eliminated in EE2 at step fρ+1. From

Lemma 10(b),

E[Zρ ] ≤ n/2
ρ−ν+1,

and by Markov’s inequality,

Pr[Zρ , 0] = Pr[Zρ ≥ 1] ≤ E[Zρ ] = O(1/2
ρ−ν+1).

Let E ′ B EJE1 ∩ ESSE ∩ ELSC. By a union bound,

Pr[E ′] ≥ 1 − 3n−β .

Then,

Pr[Zρ , 0 | E ′] ≤
Pr[Zρ , 0]

Pr[E ′]
= O(1/2

ρ−ν+1). (9)

Claim 13. For ρ = (β + 2) logn,

{Zρ = 0} ∩ E ′ ⊆ {T ≤ 3d4d2n log
2 n}.

Proof. Given E ′
, it follows from Zρ = 0 that only one agent is

not eliminated in EE2 by step fρ+1. (Not all agents are eliminated

because of Lemma 10(a).) Moreover, from E ′
it follows that fρ+1 ≤

d2(ρ + 1)n logn +γ1n logn < d2(β + 3)n log
2 n ≤ f ′

1
. It also follows

that at step l ′
1
, there is exactly one agent in state S in SSE (the one

not eliminated in EE2). Then, ESSE yields that |Lt | = 1 for t =
l ′
1
+γ6n logn < f ′

2
≤ 2d4d2n log

2 n +γ1n logn < 3d4d2n log
2 n. □

Let ρ∗ B (β + 2) logn. Then

E[T | (E ′ ∩ {Zρ∗ = 0}) \ (E ∩ {Yν−2 = 0})]

· Pr[(E ′ ∩ {Zρ∗ = 0}) \ (E ∩ {Yν−2 = 0})]

≤ 3d4d2n log
2 n · (1 − Pr[E ∩ {Yν−2 = 0}])

= 3d4d2n log
2 n · (1 − Pr[E] · Pr[Yν−2 = 0 | E])

= O(n logn), (10)

where in the second line we used Claim 13, and in the last we used

Pr[E] = 1 − O(1/logn) and Pr[Yν−2 = 0 | E] = 1 − O(1/2
ν ) =

1 −O(1/logn), by (7).

Claim 14. Let τ B n2
log

4 n. For any integer k ≥ τ , Pr[T > k] =

O(2−k/τ ).

Proof. Let t1 be the step when the first agent is elected in EE1.

By repeated application of Lemma 2(c), we obtain that for a large

enough constant c , Pr[t1 > i · cn logn] = O(1/2
i ). Thus,

Pr[t1 > k/3] = O(1/2
(k/3)/(cn logn)) = O(1/2

k/τ ).

Similarly, by repeated application of Lemma 5 and Markov’s in-

equality, we obtain that for a large enough constant c ′, Pr[l ′
2
− t1 >

i · c ′n2
log

3 n] = O(1/2
i ). Thus

Pr[l ′
2
− t1 > k/3] = O(1/2

(k/3)/(c ′n2
log

3 n)) = O(1/2
k/τ ).

Finally, by repeated application of Lemma 11(c) and Markov’s in-

equality, we get Pr[T − l ′
2
> i · 2n2] = O(1/2

i ), thus

Pr[T − l ′
2
> (k/3)] = O(1/2

(k/3)/(2n2)) = O(1/2
k/τ ).

Combining the three equation above, using a union bound, com-

pletes the proof. □

Let C denote the complementary event of

(E ′ ∩ {Zρ∗ = 0}) ∪ (E ∩ {Yν−2 = 0}).

Then,

Pr[C] ≤ 1 − Pr[E ′] · Pr[Zρ∗ = 0 | E ′] = O(n−β ),

as Pr[E ′] ≥ 1 − 3n−β , and Pr[Zρ∗ = 0 | E ′] = 1 − O(n−β ) by (9).

Let κ B 1/Pr[C] = Ω(nβ ). Choose β ≥ 3, thus κ > τ . Then,

E[T | C] =
∑
k≥0

Pr[T > k | C]

≤ κ +
∑
k≥κ

Pr[T > k]/Pr[C]

≤ κ +
∑
k≥κ

O(2−k/τ ) · κ

≤ κ +O(2−κ/τκ) · κ,

where in the second-last line we used Claim 14, and in the last line

we used that κ ≥ τ to bound the sum asymptotically by its first κ
terms. We then have

E[T | C] · Pr[C] = E[T | C]/κ ≤ 1 +O(2−κ/τκ).

Since κ = Ω(nβ ) = Ω(τ logκ), as β ≥ 3, it follows

E[T | C] · Pr[C] = O(1). (11)

Finally, summing (8) (10) (11), and applying the law of total ex-

pectation yields E[T ] = O(n logn)+O(n logn)+O(1) = O(n logn).
For the high probability bound, Claim 13 implies

Pr[T ≤ 3d4d2n log
2 n] ≤ Pr[{Zρ∗ = 0} ∩ E ′] = 1 −O(n−β ),

as Pr[Zρ∗ = 0 | E ′] = 1 −O(n−β ) by (9), and Pr[E ′] ≥ 1 − 3n−β .

8.3 Space Complexity

Each individual subprotocol used in protocol LE has a constant-

size state space, except for LSC, JE1, LFE, and EE1, which have

Θ(log logn) states each. In particular, SLSC has constant size, but

each agent also needs to maintain variable iphase, which takes

ν + 1 = Θ(log logn) many values. A naive way of combining the

states of all subprotocols would be to take the cartesian product of

their state spaces, which would yield Θ(log
4

logn) states per agent.
A more careful combination of the subprotocols’ states allows us

to reduce the number of states to Θ(log logn).
First, we make the following observation.

Claim 15. If iphase ≥ 1 then the agent’s state in JE1 is φ1 or ⊥.

Proof. Suppose that iphase ≥ 1 for some agent at step t1. This
is possible only if the agent’s internal clock counter in LSC was

non-zero at some previous step t2 < t1, by the definition of the

internal phase number. We show by induction that if the internal

clock counter of an agent u is non-zero at step t , then u’s state in
JE1 at t is either φ1 or ⊥. The claim then follows. The base case of

the induction holds vacuously, as all internal clock counters are

0 at t = 0. Suppose the statement holds for all steps before step

t ≥ 1, and u’s internal clock counter is non-zero at t . If u is a clock

agent at t , then u is elected in JE1 at t , thus its state in JE1 at t
is φ1. Suppose now that u is not a clock agent at step t . Since its
internal clock counter is non-zero, it follows that u interacted (as

an initiator) with another agent v at a step t ′ ≤ t , and v’s internal
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clock counter was non-zero at t ′. Since v’s state does not change at
t ′ (as v is the responder), its internal clock counter was non-zero

also at t ′ − 1. Applying now the induction hypothesis, which we

assume to be true for all steps t ′′ < t and all agents, we have that

v’s state in JE1 at t ′ − 1 (and also at t ′) is φ1 or ⊥. Thus, when u
interacted with v at t ′, by the last transition rule of JE1, the status

of u in JE1 became ⊥ (if it was not ⊥ already). □

Next we describe a modification to LFE that allows for more

efficient space use, without affecting the correctness and step com-

plexity analysis. We essentially stop an agent from executing the

protocol as soon as it reaches internal phase 4. Formally, we add to

LFE the external transitions

(s, ·) ⇒ (in, 0) if s ∈ { in, toss } and iphase = 4

(out, ·) ⇒ (out, 0) if iphase = 4.

Moreover, we allow the last transition rule in LFE only if iphase < 4,

i.e., we replace it by the rule

(s, ℓ) + (·, ℓ′) → (out, ℓ′) if s ∈ {in, out}, ℓ′ > ℓ, & iphase < 4.

After these modifications, it is immediate that the following is true.

Claim 16. If iphase ≥ 4 then the state of the agent in LFE is either

(in, 0) or (out, 0).

Note also that an agent is in the initial state of LFE, (wait, 0), as
long as iphase ≤ 2.

We argue now that the correctness and step complexity are not

affected. For correctness it suffices to argue that Lemma 8(a) still

holds: Using a basic induction argument, one can show that for the

same sequence of interactions and the same random bits, the set of

eliminated agents in the modified LFE protocol is a subset of the

corresponding set in the original protocol LFE, at any step t .
Regarding the step complexity analysis, we have that Lemma 8(b)

and (c) no longer hold in general. We observe, however, that the

modified LFE protocol is identical to the original one until before

step f4. Moreover, if LFE is completed before step f4, the set of

eliminated agents is identical for the two protocols, at all times.

Note that Lemma 8(c) is only used to show (3). We can replace (3)

by Pr[ELFE ∪ ¯BLFE] ≥ 1 − nβ , where ¯BLFE is the complementary

of the event BLFE that LFE is completed before step f4. Since (3) is
used just to compute the probability of event E ⊆ BLFE, the above

equation suffices. Lemma 8(b) is just used to show (2), which is

used in (6). In (6) the leftmost expectation is conditioned on event

E ⊆ BLFE. Given BLFE, variable X is the same in the original and

modified process, thus in (6) we can assume that the original LFE

process is used. For the same reason, (4) is not affected either.

For protocol EE1, we recall that the last component of its state

can be inferred directly from the value of iphase. Thus we can

assume its contribution to the total state space of LE is constant.

We can now count the total number of possible states of an

agent as follows. We distinguish three cases based on the value of

iphase. If iphase = 0, the agent is in one of Θ(log logn) states in
JE1, in one of Θ(1) states in LSC, and in the initial state of LFE, so

Θ(log logn) possible states in total. If iphase ∈ { 1, 2, 3 }, the agent

is in one of two states in JE1, in one of Θ(1) states in LSC, and in

one ofΘ(log logn) states in LFE, so againΘ(log logn) states in total.
Finally, if iphase ∈ { 4, . . . ,ν }, the agent is in one of two states in

JE1, in one of two states in LFE, and in one of Θ(ν ) many states in

LSC, so Θ(ν ) = Θ(log logn) states in total. Thus, overall we have

only Θ(log logn) states per agent.
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A PROBABILISTIC TOOLS

A.1 Chernoff Bounds

Lemma 17. Let X1, . . . ,Xn be independent 0-1 random variables.

LetX B
∑

1≤i≤n Xi and let µℓ, µu ≥ 0 be such that µℓ ≤ E[X ] ≤ µu .
Then, for any δ > 0,

Pr[X ≥ (1 + δ ) · µu ] ≤ e−
δ 2 ·µu

2+δ , (12)

and for any 0 < δ < 1,

Pr[X ≤ (1 − δ ) · µℓ] ≤ e−
δ 2 ·µℓ

2 . (13)

If the random variables are not independent, then (12) holds, if∑
1≤i≤n

Pr[Xi = 1 | X1, . . . ,Xi−1] ≤ µu ,

and (13) holds if∑
1≤i≤n

Pr[Xi = 1 | X1, . . . ,Xi−1] ≥ µℓ .

A.2 Coupon Collection Bounds

For 0 ≤ i < j ≤ n, let Ci , j ,n be the sum of j − i independent
geometric random variables, with expected values

n
i+1
, n
i+2
, . . . , nj .

Note that C0, j ,n has the same distribution as the number of trials

to collect the last j of n coupons in the classic Coupon Collector’s

problem. Let H (k) B
∑

1≤i≤k 1/k be the kth harmonic number,

and recall

ln(k + 1) < H (k) ≤ lnk + 1.

Let also H (i, j) B H (j) − H (i). Then E[Ci , j ,n ] = nH (i, j). The next
lemma provides some basic tail bounds for Ci , j ,n .

Lemma 18. For any 0 ≤ i < j ≤ n and c > 0,

(a) Pr

[
|Ci , j ,n − nH (i, j)| > cn

]
< 1

i ·c2
, if i , 0.

(b) Pr

[
Ci , j ,n > n · ln

(
j

max{i ,1}

)
+ cn

]
< e−c .

(c) Pr

[
Ci , j ,n < n · ln

(
j+1

i+1

)
− cn

]
< e−c .

(d) Pr

[
C0, j ,n < (n − 1) ln(j) − cn

]
< e−e

c
.

Proof. Part (a) is obtained using Chebyshev’s Inequality We

have

Var[Ci , j ,n ] =
∑

i<k≤j

1 − k/n

(k/n)2
≤ n2 ·

∑
i<k≤j

k−2 < n2/i,

and

Pr

[
|Ci , j ,n − nH (i, j)| > cn

]
≤

Var[Ci , j ,n ]
(cn)2

<
n2/i

(cn)2
=

1

ic2
.

Part (b), case i ≥ 1, follows using the standard approach to proving

Chernoff-type bounds, based on the moment generating function.

For any s, t > 0,

Pr[Ci , j ,n > t] = Pr[esCi , j ,n > est ] ≤ e−st · E[esCi , j ,n ],

by Markov’s Inequality. Basic calculations yield

E[esCi , j ,n ] =
∏

i<k≤j

k/n

e−s − (1 − k/n)
,

as long as s is small enough that the denominators in the product are

positive. Substituting that above, setting s B 1/n and t B n ln
j
i +cn,

and using e−1/n > 1 − 1/n, gives

Pr

[
Ci , j ,n > n · ln

(
j

i

)
+ cn

]
< e− ln(j/i)−c ·

∏
i<k≤j

k/n

(1 − 1/n) − (1 − k/n)

=
ie−c

j
·

∏
i<k≤j

k

k − 1

= e−c .

To show (b), case i = 0, we view C0, j ,n as the trials to collect the last

j of n coupons in the Coupon Collector’s problem. By computing

the probability that a given coupon is not collected within n ln j+cn
trials, and taking a union bound over the last j coupons, we get

Pr[C0, j ,n > n ln j + cn] ≤ j · (1 − 1/n)n ln j+cn < je− ln j−c = e−c .

For (c), the proof is similar to (b) case i ≥ 1; we just replace s by −s :

Pr[Ci , j ,n < t] = Pr[e−sCi , j ,n > e−st ] ≤ est · E[e−sCi , j ,n ],

and

E[e−sCi , j ,n ] =
∏

i<k≤j

k/n

es − (1 − k/n)
.
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Then, for s B 1/n and t B n · ln

(
j+1

i+1

)
− cn,

Pr

[
Ci , j ,n > n · ln

(
j+1

i+1

)
− cn

]
< e

ln

(
j+1

i+1

)
−c

·
∏

i<k≤j

k/n

(1 + 1/n) − (1 − k/n)

=
(j + 1)e−c

i + 1

·
∏

i<k≤j

k

k + 1

= e−c .

Part (d) is obtained similarly to [17, Theorem 1.24]. We view C0, j ,n
as the trials to collect the last j of n coupons in the Coupon Collec-

tor’s problem. Let Ek be the event that coupon k is collected within

t B (n − 1) ln(j) − cn attempts. Then,

Pr[Ek ] = 1 − (1 − 1/n)t ≤ 1 − e−t/(n−1) ≤ 1 − ec/j,

where for the first inequality we used the fact e−1 < (1 − 1/n)n−1
.

We have

Pr[C0, j ,n < t] = Pr[E1 ∩ · · · ∩ Ej ]

= Pr[E1 | E2 ∩ · · · ∩ Ej ] · Pr[E2 ∩ · · · ∩ Ej ]

≤ Pr[E1] · Pr[E2 ∩ · · · ∩ Ej ]

≤ · · ·

≤
∏

1≤k≤j

Pr[Ek ]

≤ (1 − ec/j)j

≤ e−e
c
,

where the inequality in the third line holds because the events Ek
are negatively associated. □

A.3 Runs of a Minimal Length

The following lemma bounds the probability that a run of at least

k heads occurs when flipping n independent fair coins.

Lemma 19. Fix n,k ∈ N. Let Rn,k denote the event that when

flipping n independent fair coins there is a run of at least k consecutive

heads. If n ≥ 2k , then(
1 −

k + 2

2
k+1

)
2 ⌈n/(2k )⌉

≤ Pr[Rn,k ] ≤

(
1 −

k + 2

2
k+1

) ⌊n/(2k )⌋
.

Proof. We first note that for n = 2k , we have Pr[Rn,k ] = (k +

2) · 2
−(k+1)

. To see this, let i ∈ { 0, 1, . . . ,k } and let Ei denote the

event that the throws i + 1, i + 2, . . . , i + k come up head and, if

i , 0, throw i comes up tail. Then Rn,k =
⋃k
i=0

Ei and for any

i , j we have Ei ∩ Ej = ∅. Thus,

Pr[Rn,k ] = Pr

[ k⋃
i=0

Ei

]
=

k∑
i=0

Pr [Ei ] = 2
−k + k · 2

−(k+1)

= (k + 2) · 2
−(k+1).

Now consider n > 2k . For i ∈ N0 let Fi denote the event that

there is a run of at least k heads during the throws ik + 1, ik +

2, . . . , ik+2k . Then Pr[Fi ] = Pr[R
2k ,k ] = (k+2)·2−(k+1)

. Moreover,

Fi and Fj are independent if and only if |i − j | ≥ 2. Since event

Rn,k implies

⋂
i even Fi , this yields the upper bound

Pr[Rn,k ] ≤ Pr

[ ⋂
i even

Fi

]
≤

(
1 −

k + 2

2
k+1

) ⌊n/(2k )⌋
.

For the lower bound, we use thatRn,k =
( ⋂

i even Fi
)
∩

( ⋂
i odd Fi

)
and that the events Fi are positively associated to get

Pr[Rn,k ] = Pr

[ ⋂
i even

Fi ∩
⋂
i odd

Fi

]
≥ Pr

[ ⋂
i even

Fi

]
· Pr

[ ⋂
i odd

Fi

]
≥

(
1 −

k + 2

2
k+1

)
2 ⌈n/(2k )⌉

. □

A.4 One-way Epidemic

A one-way epidemic for n agents is a population protocol with state

space { 0, 1 }, and transition rule

x + y → max { x,y } .

Agents in state 1 are called infected. Initially, exactly one agent is

infected. The number of interactions until all agents are infected is

denotedT
inf

. The next lemma gives bounds onT
inf

. Similar bounds

(without specifying the constants involved) were given in [7].

Lemma 20. For any a > 0 and any n large enough with respect

to a, we have that Pr[T
inf

≤ 4(a + 1) · n lnn] ≥ 1 − 2n−a and

Pr[T
inf

≥ (n/2) · lnn] ≥ 1 − n−a .

Proof. Let Nt denote the number of infected agents after t
interactions. Define T1 B min { t : Nt ≥ n/2 } and T2 B T

inf
−T1.

For t ≥ 0 and 0 < k < n,

Pr[Nt+1 = k + 1 | Nt = k] =
k · (n − k)

n · (n − 1)
≥

{
k
2n if k ≤ n/2

n−k
2n if k > n/2.

It follows that both T1 and T2 are dominated by C
0, ⌊n/2⌋,2n . Then,

for j ∈ { 1, 2 } and a > 0, Lemma 18(b) yields,

Pr[Tj > 2(a + 1) · n lnn]

≤ Pr[C
0, ⌊n/2⌋,2n > 2(a + 1) · n lnn]

≤ Pr[C
0, ⌊n/2⌋,2n > 2n ln⌊n/2⌋ + 2a · n lnn] < n−a,

The desired upper bound follows by a union bound,

Pr[T
inf
> 4(a + 1) · n lnn]

≤ Pr[max {T1,T2 } > 4(a + 1) · n lnn] ≤ 2n−a .

For the lower bound, we note Pr[Nt+1 = k + 1 | Nt = k] ≤ k/n.
Thus, T

inf
dominates C0,n−1,n . From Lemma 18(d), we get that for

any a > 0 and n large enough,

Pr[T
inf
< (n/2) · lnn]

≤ Pr[C0,n−1,n < (n/2) · lnn]

≤ Pr

[
C0,n−1,n < (n − 1) · ln(n − 1) − ln

(
a lnn

)
· n

]
< n−a . □
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B ANALYSIS OF JE1

To prove Lemma 2, we consider a variant of protocol JE1without re-

jections (i.e., without the transition rule ℓ+ℓ′ → ⊥ from Protocol 1).

It is easy to see that for all k ∈ { −ψ ,−ψ + 1, . . . ,φ1 }, the number

of agents on level at least k in JE1 is stochastically dominated by the

corresponding number of agents in JE1 without rejections. Hence,

the number of agents in state φ1 of JE1 can be upper bounded by

the corresponding number of the variant without rejections.

For k ∈ SJE1 \ { ⊥ } and t ∈ N0, let Ak (t) denote the number of

agents u with state (level) ≥ k after interaction t for JE1 without
rejection. Ãk (t) is defined accordingly for JE1 with rejections. Simi-

larly, A⊥(t) (Ã⊥(t)) denotes the number of agents u in state ⊥ after

interaction t for JE1 without (with) rejections.
First we show in Lemma 21 that after Θ(n logn) interactions the

number of agents on level ≥ 0 is w.h.p. ξ0 ·n, where ξ0 ≈ 1/(logn)2.

Lemma 22 uses this to derive an upper bound of n1−Ω(1)
on the

number of agents in state φ1 (i.e., on the number of elected agents)

after Θ(n logn) interactions. The idea of the proof is as follows:

When at most ξk · n agents are on level k ∈ { 0, 1, . . . ,φ1 − 1 }, the

probability for a new agent to reach level k + 1 is at most ξ 2

k . Using

linearity of expectation and standard tail bounds, this leads to a

recursive argument (similar to [9]) showing that after Θ(n logn)

interactions, w.h.p. not more than n/(logn)−(2
k+1)

agents reach

level k . With our choice of the maximum level φ1, this results in at

most n1−Ω(1)
agents on level φ1. Lemma 23 uses a similar recursive

approach to prove, w.h.p., a lower bound of at least n1/2
agents on

level φ1 after Θ(n logn) interactions.

Lemma 21. For a ≥ 13/12 and c B 12a define τ B c · n logn,
c1 = c/34, and c2 = 4c . Consider JE1 without rejections and assume

that n is large enough with respect to c .

Pr

[
A0(τ ) ∈

[
c1 ·

n

(logn)2
, c2 ·

n

(logn)2

] ]
≥ 1 − n−a .

Proof. For an agent u let Nu be the random variable counting

the number of the first τ interactions which are initiated by u.
Since Nu ∼ Bin(τ , 1/n), standard Chernoff bounds yield Nu ∈

[τ/(2n), 2τ/n] with probability at least 1 − n−c/6
. Let E denote the

event “∀u : Nu ∈ [τ/(2n), 2τ/n]”. A union bound over all n agents

gives Pr[E] ≤ n−c/6+1
.

Let Lu ,t denote the event that agent u has level ≥ 0 after agent

it initiated t interactions. Furthermore, let Lt denote the number of

agents with level ≥ 0 after their respective t-th initiated interaction.

We define Rt ,ψ as the event that a sequence ofψ consecutive heads

occurs when throwing t independent fair coins (see Lemma 19).

By definition of our protocol, we have Pr[Lu ,t ] = Pr[Rt ,ψ ], As an

immediate consequence of Lemma 19 and by our choice ofψ and τ ,

we get

Pr[Lu , ⌈τ /(2n ⌉)] ≥ 1 −

(
1 −

ψ + 2

2
ψ+1

) ⌊τ /(4ψ ·n)⌋

≥ 1 − exp

(
−
ψ + 2

2
ψ+1

·

⌊
τ

4ψ · n

⌋)
≥ 1 − exp

(
−
ψ + 2

2
ψ+1

·
τ

4ψ · n
·
(
1 − o(1)

) )
≥ 1 − exp

(
−

c

8 · (logn)2
·
(
1 − o(1)

) )
≥

c

16 · (logn)2
·
(
1 − o(1)

)
≥

c

17 · (logn)2

(14)

for n large enough with respect to c . Similarly, we get

Pr[Lu , ⌊2τ /n ⌋ ] ≤ 1 −

(
1 −

ψ + 2

2
ψ+1

)
2 ⌈τ /(ψ ·n)⌉

≤
ψ + 2

2
ψ

·

⌈
τ

ψ · n

⌉
≤

ψ

2
ψ

·
τ

ψ · n
·
(
1 + o(1)

)
=

c

(logn)2
·
(
1 + o(1)

)
≤

2c

(logn)2
.

(15)

Note that, for any t ∈ N, the events Lu ,t over all agents u are

mutually independent. Thus, (14) and (15) together with standard

Chernoff bounds imply

Pr

[
L ⌈τ /(2n)⌉ ≤

c · n

34 · (logn)2

]
≤ exp

(
−

c · n

136 · (logn)2

)
(16)

and

Pr

[
L ⌊2τ /n ⌋ ≥

4c · n

(logn)2

]
≤ exp

(
−

2c · n

3 · (logn)2

)
. (17)

Note that – since the Lu ,t are also independent of E – both bounds

also hold conditioned on E.

Recall that A0(τ ) is the number of agents with level ≥ 0 af-

ter τ interactions. Conditioned on E, event A0(τ ) ≤ x implies

L ⌈τ /(2n)⌉ ≤ x and A0(τ ) ≥ x implies L ⌊2τ /n ⌋ ≥ x . The lemma’s

statement follows by applying a union bound to (16) and (17) as

follows:

Pr

[
A0(τ ) <

[
c · n

34 · (logn)2
,

4c · n

(logn)2

] ]
≤ Pr

[
A0(τ ) <

[
c · n

34 · (logn)2
,

4c · n

(logn)2

] ���� E]
+ Pr[E]

≤ Pr

[
L ⌈τ /(2n)⌉ ≤

c · n

34 · (logn)2

���� E]
+ Pr

[
L ⌊2τ /n ⌋ ≥

4c · n

(logn)2

���� E]
+ n−(c−6)/6

≤ exp

(
−

c · n

136 · (logn)2

)
+ exp

(
−

2c · n

3 · (logn)2

)
+ n−(c−6)/6

≤ n−c/12.

The last inequality holds for n large enough with respect to c for
c ≥ 13. □
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Lemma 22. For a ≥ 1/12 and c B 12a + 12, define τ B c · n logn
and let ϵ B 1/32. Consider JE1 without rejections and assume that n
is large enough with respect to c . Then

Pr

[
Aφ1

(τ ) < n1−ϵ ] ≥ 1 − n−a .

Proof. In order to prove the lemma’s statement, we derive a

recursive upper bound on the number of agents on level ≥ k as a

function of the number of agents on level ≥ k − 1.

For k ∈ { 0, 1, . . . ,φ1 } let Bk denote the (bad) event “Ak (τ ) ≥

ξk ·n”. The values ξk ∈ [n−1/4, 1) will be fixed during the proof. We

will prove that

Pr[Bk | Bk−1
] ≤

n−(a+1)

Pr[Bk−1
]

(18)

for k ∈ { 1, 2, . . . ,φ1 }. This implies

Pr[Bk ] ≤ Pr[Bk | Bk−1
] · Pr[Bk−1

] + Pr[Bk−1
]

≤ n−(a+1) + Pr[Bk−1
].

(19)

Applying this recursively and using ξφ1
≤ n−1/32

(see below) yields

Pr[Aφ1
(τ ) ≥ n1−1/32] ≤ Pr[Bφ1

] ≤ φ1 · n
−(a+1) + Pr[B0]

≤ (φ1 + 1) · n−(a+1),
(20)

where the last inequality uses Lemma 21 and ξ0 = 4c/(logn)2.
The lemma’s statement follows from this via a union bound since

φ1 = O(log logn) = o(n).
It remains to prove (18). In the following, let (Ft )t ∈N0

denote

the filtration in which Ft describes the outcome of the first t
interactions. Fix a level k ∈ { 1, 2, . . . ,φ1 } and an interaction

t ∈ { 1, 2, . . . , τ }. Let the binary random variable Xt be 1 if and

only if both a new agent reaches level k during interaction t and
Ak−1

(t − 1) < ξk−1
· n. Observe that Pr[Xt = 1 | Ft−1] ≤ ξ 2

k−1

(one of the at most Ak−1
(t − 1) < ξk−1

· n agents on level exactly

k − 1 must initiate an interaction with a responder of the at most

Ak−1
(t − 1) < ξk−1

· n agents on level at least k − 1). Thus, the sum∑τ
t=1

Xt is stochastically dominated by Bin(τ , ξ 2

k−1
). Since Ak−1

(t)

is monotonically non-decreasing in t ,Ak−1
(τ ) < ξk−1

·n (i.e., event

Bk−1
) implies

∑τ
t=1

Xt = Ak (τ ). We apply this (conditioned) iden-

tity and the aforementioned stochastic domination together with a

standard Chernoff bound to get

Pr[Ak (τ ) ≥ 2ξ 2

k−1
· τ | Bk−1

]

= Pr

[ τ∑
t=1

Xt ≥ 2ξ 2

k−1
· τ

����� Bk−1

]
≤ Pr

[ τ∑
t=1

Xt ≥ 2ξ 2

k−1
· τ

]
/Pr[Bk−1

]

≤ exp

(
−
ξ 2

k−1
· τ

3

)
/Pr[Bk−1

]

≤
n−(a+1)

Pr[Bk−1
]
,

(21)

where the last inequality uses ξk−1
≥ n−1/4

.

Based on (21) and Lemma 21, we define ξk B 2ξ 2

k−1
· τ/n for k ∈

{ 1, 2, . . . ,φ1 } and ξ0 B 4c/(logn)2. With this, (21) can be written

as (18). It only remains to prove that these ξk fulfill the required

property ξk ≥ n−1/4
and that ξφ1

≤ n−1/32
. Both of these follow by

our choice of φ1. To see this, note that ξk =
(
2τ/n

)
2
k−1

· ξ 2
k

0
for

all k ∈ { 0, 1, . . . ,φ1 } and that ξk is monotonously decreasing in k .
Using this we see that, for any ϵ > 0, the inequality ξk ≤ n−ϵ is

equivalent to

k ≥ log log

[
n1+ϵ

2τ

]
− log log

[
n

2τ · ξ0

]
.

By substituting the definitions ofτ and ξ0, we see thatk ≥ log logn−
log log logn + log(2ϵ) is sufficient for ξk ≤ n−ϵ . In particular, this

inequality holds for ϵ = 1/32 and our choice of φ1. Similarly we see

that k ≤ log logn− log log logn+ log(ϵ/2) is sufficient for ξk ≥ n−ϵ ,
which holds for ϵ = 1/4 and our choice of φ1. □

Lemma 23. For a ≥ 1/6 and c B 12a + 12, define τ B c · n logn.
For JE1 without rejections and for n large enough with respect to c ,

Pr

[
Aφ1

(τ ) > n1/2

]
≥ 1 − n−a .

Proof. The outline of the proof is similar to that of Lemma 22.

We first derive a recursive lower bound on the number of agents on

level ≥ k (at a specific point in time) when given a corresponding

bound on the number of agents on level ≥ k − 1. More exactly,

we define τ0 B (c − 1) · n logn and τk B τk−1
+ ⌈n/2

k ⌉ for k ∈

{ 1, 2, . . . ,φ1 }. Note that τφ1
≤ τ0 + n ≤ τ . For k ∈ { 0, 1, . . . ,φ1 }

let Bk denote the (bad) event “Ak (τk ) ≤ ξk · n”. The values ξk ∈

[(logn)2/n1/2, 1) will be fixed during the proof. We will prove that

Pr[Bk | Bk−1
] ≤ n−(a+1)/Pr[Bk−1

] (22)

for k ∈ { 1, 2, . . . ,φ1 }. This implies

Pr[Bk ] ≤ Pr[Bk | Bk−1
] · Pr[Bk−1

] + Pr[Bk−1
]

≤ n−(a+1) + Pr[Bk−1
].

(23)

Applying this recursively and using τφ1
≤ τ as well as ξφ1

≥ n−1/2

yields

Pr[Aφ1
(τ ) ≤ n1/2] ≤ Pr[Bφ1

] ≤ φ1 · n
−(a+1) + Pr[B0]

≤ (φ1 + 1) · n−(a+1),

where the last inequality uses Lemma 21 and ξ0 = (c − 1)/(34 ·

(logn)2). The lemma’s statement follows from this via a union

bound since φ1 = O(log logn) = o(n).
In order to prove (22) we introduce some additional notation.

Again, let (Ft )t ∈N0

denote the filtration in which Ft describes

the outcome of the first t interactions. For k ∈ { 1, 2, . . . ,φ1 } de-

fine Ik B { τk−1
+ 1, τk−1

+ 2, . . . , τk }. Note that |Ik | = ⌈n/2
k ⌉ ≥

n/2
φ1 ≥ n/logn. Remember the values ξk used in the definition

of the events Bk . When we fix ξk below, we will ensure that

ξk ≤ ξk−1
/4 for k ∈ { 1, 2, . . . ,φ1 } and that ξk ≥ (logn)2/n1/2

for k ∈ { 0, 1, . . . ,φ1 }.

Now, fix a level k ∈ { 1, 2, . . . ,φ1 } and an interaction t ∈ Ik .
Let the binary random variable Xt be 1 if and only if a new agent

reaches level k during interaction t or if Ak (t − 1) > ξk · n. Using

the basic probability inequality Pr[A ∨ B | C] ≥ Pr[A | B ∧C] and
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ξk ≤ ξk−1
/4, we get

Pr[Xt | Ft−1,Bk−1
] ≥ Pr[Xt | Ft−1,Bk−1

,Ak (t − 1) ≤ ξk · n]

≥ (ξk−1
− ξk ) · (ξk−1

− 1/n) ≥ ξ 2

k−1
/2.

Thus, conditioned on Bk−1
, the sum

∑
t ∈Ik Xt stochastically dom-

inates Bin(|Ik |, ξ
2

k−1
/2). The definition of the Xt , the stochastic

dominance, and standard Chernoff bounds now yield

Pr[Ak (τk ) ≤ ξ 2

k−1
· |Ik |/4 | Bk−1

]

≤ Pr


∑
t ∈Ik

Xt ≤ ξ 2

k−1
· |Ik |/4

������ Bk−1


≤ Pr


∑
t ∈Ik

Xt ≤ ξ 2

k−1
· |Ik |/4

 /Pr[Bk−1
]

≤ exp

(
−
ξ 2

k−1
· |Ik |

16

)
/Pr[Bk−1

]

≤ n−(a+1)/Pr[Bk−1
],

(24)

where the last inequality uses ξk−1
≥ (logn)2/n1/2

.

Based on (24) and Lemma 21, we define ξk B ξ 2

k−1
· |It |/(4n)

for k ∈ { 1, 2, . . . ,φ1 } and ξ0 B (c − 1)/(34 · (logn)2). With this,

(24) can be written as (22). It only remains to prove that these ξk
fulfill the required properties ξk ≤ ξk−1

/4 and ξk ≥ (logn)2/n1/2
.

The first property is obvious from the recursive definition. The

second property follows by our choice of φ1. To see this, note that

ξk ≥ ξ 2

k−1
· (n/2

k )/(4n) = ξ 2

k−1
/2

l+2
. Solving the corresponding

recursion yields ξk ≥ 2
4−2

2+l+l · ξ 2
k

0
for all k ∈ { 0, 1, . . . ,φ1 }.

Using this we see that, for any ϵ > 0, the inequality ξk ≥ n−ϵ is

implied by

k ≤ log

(
4 + k + ϵ logn

4 + log(1/ξ0)

)
.

Since 4 + k ≥ 0 and 4 ≤ log(1/ξ0)/2, we get that k ≤ log logn −

log log(1/ξ0)+ log(2ϵ/3) is sufficient for ξk ≥ n−ϵ . To simplify this

further, we use 1/ξ0 ≤ (logn)5/2
, which yields that k ≤ log logn −

log log logn + log(4ϵ/15) is sufficient for ξk ≥ n−ϵ . In particular,

this inequality holds for ϵ = 15/32 and our choice of φ1. As a result,

we see that ξk ≥ n−15/32 ≥ (logn)2/n1/2
. □

With the above statement, we are now able to prove the main

result for JE1.

B.1 Proof of Lemma 2

We first prove statement (a), stating that at least one agent is elected

in JE1. Note that here we can assume that all agents start on level

−ψ . By the definition of the protocol, no agent can enter state ⊥

before there exists an agent on levelφ1. Furthermore, any agent that

reaches levelφ1 will not be rejected by JE1 during a later interaction.

The statement follows from this together with the observation that

for any agent on level < φ1, the probability to increase its level is

positive.

Recall that we use Ãk (t) and Ak (t) to denote the number of

agents on level ≥ k after t interactions of JE1 with and without

rejections, respectively. Define the random variable

T0 B min { t ∈ N : |Aφ1
(t)| + |A⊥(t)| ≥ 1 }

as well as the random variable

T1 B min { t ∈ N : |Aφ1
(t)| + |A⊥(t)| = n } .

We use T̃0 and T̃1 to denote the corresponding variables when run-

ning JE1with rejections. In particular, T̃1 andT1 are the interactions

after which JE1 with and without rejections are completed. Note

that JE1with rejections will not reject any agents as long as there is

no agent in state φ1 or state ⊥. Hence, JE1 with rejections behaves

exactly like JE1 without rejections and T0 and T̃0 both have the

same distribution.

We prove statement (c) before statement (b), as the former is

useful in the latter’s proof. After interaction T̃0, the last transition

rule of JE1 distributes ⊥ in an epidemic fashion. Thus, Lemma 20

implies that, with probability at least 1 − 2n−(a+1)
,

T̃1 ≤ T̃0 + 4(a + 3) · n lnn.

Thus, it is sufficient to prove that w.h.p. T̃0 = O(n logn). Since T0

and T̃0 both have the same distribution we can also show that w.h.p.

T0 = O(n logn).

Case 1: All agents start from state −ψ . Then Lemma 23 implies

that, for any a > 0 and c ′ B 12a + 24, with probability at least

1 − n−(a+1)
we have T0 ≤ c ′ · n logn, yielding the desired result.

Case 2: All agents start from an arbitrary state. In the following

we reduce this case to the case that the agents start from state −ψ . If
there exists an agent in state φ1 or⊥ it is easy to see thatT0 = 0 and

we are done. Otherwise, we use a simple identity coupling to couple

an execution of JE1 starting from our arbitrary state (called process

A in the following) with an execution of JE1 where all agents start

from state −ψ (called process B). We defineT
(A)
0

andT
(B)
0

according

to the definition of T0 above. One can easily check that, for any

t < min {T
(A)
0
,T

(B)
0

} ,

the identity coupling maintains the property that ℓ
(A)
u (t) ≥ ℓ

(B)
u (t),

where ℓ
(X )
u (t) denotes the level of agent u in process X after t

interactions. This implies T
(A)
0

≤ T
(B)
0

. Due to the definition of B
(all agents start from state −ψ ) it follows from Case 1 that w.h.p.,

T
(B)
0
= O(n logn), this yields the desired bound.

Combining the cases above, we get that, with probability at least

1 − n−a ,

T̃1 ≤ T̃0 + 4(a + 3)n lnn ≤ (16a + 27) · n logn,

yielding statement (c).

For statement (b), note that, similarly to above, a simple identity

coupling gives that, for all k ∈ SJE1 \ { ⊥ } and t ∈ N0, the random

variable Ãk (t) is stochastically dominated by Ak (t). Thus, we can
apply Lemma 22 to get that, for any a > 0, the number of survivors

in JE1 after (12a + 24) · n logn ≤ (16a + 27) · n logn interactions is,

with probability at least 1 − n−(a+1)
, at most n31/32

. A union bound

with statement (c) yields the desired result.
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C ANALYSIS OF JE2

For k ∈ { 0, . . . ,φ2 } let the random variable Ak denote the number

of agents that reach at least level k . Note, the agents that reach level

max { k : Ak > 0 } are exactly those that are not rejected in JE2.

Lemma 24. Let k ∈ { 1, . . . ,φ2 − 1 }, a > 0, and ξ ≥ n−1/2 ·
√

32a · lnn. Then

(a) Pr

[
{Ak+1

≥ 2ξ 2 · n } ∩ {Ak ≤ ξ · n }
]
≤ n−a .

(b) Pr

[
{Ak+1

≤ ξ 2 · n/8 } ∩ {Ak ≥ ξ · n }
]
≤ n−a .

Proof. Let ui be the ith agent that reaches level k . In the next

interaction ri that ui initiates, ui will either reach level k + 1 or

become inactive. The probability that ui reaches level k + 1 is at

most (ξn − 1)/(n − 1) ≤ ξ , if the number of agents on level at least

k is at most ξn right before interaction ri . It follows that, if Xi
is the indicator random variable of the event: “i ≤ Ak ≤ ξn and

ui reaches level k + 1,” then Pr[Xi = 1] ≤ ξ ; and this holds even

conditionally on all Xi′ , i
′ , i . Moreover,

Pr

[ ∑
1≤i≤ξn

Xi ≥ 2ξ 2n
]
= Pr

[
{Ak+1

≥ 2ξ 2n } ∩ {Ak ≤ ξn }
]
.

By an application of Chernoff bound (12),

Pr

[ ∑
1≤i≤ξn

Xi ≥ 2ξ 2n
]
≤ exp

(
−
ξ 2n

3

)
≤ n−a,

where the last inequality uses the lower bound on ξ . Combining

the last two equations above proves (a).
The proof of (b) is similar. Assuming again thatui is the ith agent

to reach level k , the probability that ui reaches level k + 1 is at least

(i − 1)/(n − 1). It follows that, if Yi is the indicator of the event:
“Ak < i or ui reaches level k + 1,” then Pr[Yi = 1] ≥ (i − 1)/(n − 1);

and this holds even conditionally on all Yi′ , i
′ , i . Moreover,

Pr

[ ∑
1≤i≤ξn

Yi ≤ ξ 2/8n
]
≥ Pr

[
{Ak+1

≤ ξ 2n/8 } ∩ {Ak ≥ ξn }
]
.

By an application of Chernoff bound (13),

Pr

[ ∑
1≤i≤ξn

Yi ≤ ξ 2n/8

]
≤ exp

(
−
ξ 2n

32

)
≤ n−a .

Combining the last two equations above proves (b). □

C.1 Proof of Lemma 3

We first prove (a). If no agent is activated, no agent can be rejected

(since both the agents’ level and max-level cannot increase above

0). Otherwise, at least one agent is activated. Note that levels are

monotonically non-decreasing and that agents that never become

active remain on level 0. Active agents either increase their level by

1 or become inactive whenever they initiate an interaction. Since

the maximum level is bounded by φ2, eventually all active agents

become inactive. Thus, once all agents that ever become active are

inactive, any agent that reached the maximum level is not rejected.

Next we show (b). Note that A0 = n, and that the A1 agents that

reach level at least 1 are exactly those agents that are elected in JE1.

By Lemma 2(a), JE1 elects at least one agent, thus A1 ≥ 1.

Let ξ0 = n
−1/2

√
lnn. We apply Lemma 24 for all levels 0 < k < φ2

and all ξ = βiξ0 ≤ 1 for i ≥ 0, where β = 1.06. Then, we apply a

union bound over all those O(logn) different combinations of k, ξ ,
to obtain that the event

E ′ B
⋂

1≤k<φ2,ξ=β i ξ0≤1

(
{Ak+1

< 2ξ 2n } ∪ {Ak > ξn }
)

∩
(
{Ak+1

> ξ 2n/8 } ∪ {Ak < ξn }
)

has probability 1 − o(1/logn). It is easy to see that E ′ ⊆ E, where

E B
⋂

1≤k<φ2,ξ0≤ξ ≤1

(
{Ak+1

< 3ξ 2n } ∪ {Ak > ξn }
)

∩
(
{Ak+1

> ξ 2n/9 } ∪ {Ak < ξn }
)
,

as for each βi−1ξ0 < ξ < β
iξ0, the events for ξ in the definition of

E follow from the corresponding events for βi−1ξ0 or β
iξ0 in the

definition of E ′
. Thus,

Pr[E] ≥ Pr[E ′] = 1 − o(1/logn).

Given E, and the event that A1 ≤ n1−ϵ
, we obtain

A1+imax
≤ ξ0n,

where imax is the number of times we must iteratively apply the

function f (x) = 3x2
to x = n−ϵ , before we reach a value less

or equal to ξ0. Thus imax is bounded by a constant that depends

only on ϵ . Note that we must choose φ2 ≥ imax + 1. Moreover, for

i⊤ B max { i : Ai , 0 }, we have

Ai⊤ < ξ0n,

because otherwise E would imply thatA⊤ > ξ
2

0
n/9 > 0, contradict-

ing the definition of i⊤. This completes the proof of (b).

We now prove (c). For a constant c > 0 define τ1 B c ·n logn and

let Nu be the number of interactions that agent u initiates during

any interaction from { t1 + 1, t1 + 2, . . . , t1 + τ1 }. Let D denote the

event “∀u : Nu ∈ [τ1/(2n), 2τ1/n].” As in the proof of Lemma 21,

standard Chernoff bounds yield

Pr[D] ≤ n−c/6+1.

Thus, for c ≥ 6a + 6 we have that w.pr. at least 1 − n−a , each agent

initiates at least c/2 · logn and at most 2c · logn interactions. Let u
be an agent that is still active after interaction t1. While u is active,

any interaction it initiates causes u to either increase its level or

to become inactive. Since any agent reaching level φ2 becomes

inactive, u is guaranteed to be inactive as soon as it initiated at

least φ2 interactions after t1. For n large enough (or by choosing

c large enough), we have c/2 · logn ≥ φ2 (remember that φ2 is a

constant). Thus, as long as D occurs, all agents are inactive after

t1 + τ1 steps. By Lemma 20, during another τ2 B 4(a + 1) · n lnn
steps, with probability at least 1 − 2n−a , the one-way epidemic for

the agents’ max-level is completed and all agents have the same

max-level (i.e., JE2 is completed). Combining both results yields

that t2 ≤ t1 + τ1 + τ2 = t1 +O(n logn) w.h.p.

D ANALYSIS OF LSC

D.1 Proof Sketch of Lemma 4

The guarantees of Lemma 4 and their analysis are due to [24]; here

we mostly show how their results – which use a slightly different

set of notions and wording – map to our formulation.
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The following lemma is an adaptation of [24, Lemma 3.7], which

assumes that the internal clock counters are unbounded, thus avoids

the modulo arithmetic. The lemma assumes that a junta of size

n1−ϵ
drives the phase clock, for a constant 0 < ϵ < 1. Under this

assumption, it states that, w.h.p., the clock counters of the agents

stay close together.

Lemma 25 ([24, Lemma 3.7]). For any constant d > 0 there is

an integer constant K > 0 such that the following holds. Let cmax

denote the maximum and cmin the minimum unbounded internal

clock counters after an interaction t ∈ N. If cmax − cmin ≤ 2K , then
w.h.p. there is a t ′ > t + d · n logn such that:

(a) Interaction t ′ is the first interaction after which the maximum

internal clock counter is cmax + K .
(b) After interaction t ′, all agents have internal clock counter at

least cmax.

The same result holds for the external clock counters, if we count

only those interactions in which an agent updates its external clock,

i.e., interactions in which the second component of the initiator’s

state is ext. (Such interactions were called meaningful in [24]).)

We are ready to sketch the proof of Lemma 4. We prove only the

part for the internal clock. The part for the external clock works

analogously by noticing that external clocks are updated exactly

once per internal phase. Since we show that an internal phase has,

w.h.p., a length of Ω(n logn) interactions and a stretch ofO(n logn)
interactions, this results in the additional factor Θ(logn).

We have to show that, w.h.p., Lint(ρ) ≥ d1 ·n logn and Sint(ρ) ≤
d2 ·n logn for an arbitrary given constant c1 > 0 and some suitable

constants d2 ≥ d1 ≥ c1 for all ρ ∈ { 0, 1, . . . , log
2 n }. The lower

bound on Lint(ρ) follows via an induction over ρ by applying

Lemma 25 for d = d1 and by choosing the clock parameterm1 such

that 2m1 + 1 ≥ 6K . This choice of m1 and the synchronization

guarantee of Lemma 25 imply that, w.h.p., agents can do arithmetic

modulo 2m1 + 1 and still determine correctly which of two agents’

internal clock counters is further ahead. For the upper bound on

Sint(ρ), note that the one-way epidemic (cf. Lemma 20) implies

that, w.h.p., the maximum clock counter increases withinO(n logn)
interactions (when a clock agent finally sees the maximum clock

counter). Thus, w.h.p., it takes at most (2m1 + 1) · O(n logn) =
O(n logn) interactions for an agent to leave a given phase, such

that d2 is given by the constant hidden in the Landau notation.

D.2 Proof of Lemma 5

Let (Ft )t ∈N0

denote the filtration in which Ft describes the out-

come of the first t interactions. Let Et denote the event that there
is at least one clock agent after the first t interactions and note that
Et =⇒ Et ′ for all t

′ ≥ t . We will show that there is a constant

c > 0 such that

Pr[l ′
2
> t + c · n2

log
3 n | Ft , Et ] ≤ n−1. (25)

Applying (25) repeatedly (via the chain rule), we obtain for k ≥ 1,

Pr[l ′
2
> t + k · c · n2

log
3 n | Et ] ≤ n−k .

From that, it follows

E[l ′
2
| Ft , Et ] ≤ t + 2c · n2

log
3 n,

which implies the lemma.

It remains to show (25). To simplify the exposition, we assume

w.l.o.g. that t = 0. Define an epoch as a sequence of consecutive

interactions during which each agent initiates at least one external

clock interaction, that is, an interaction in which the second com-

ponent of the initiator’s state is ext right before the interaction.

Consider a partitioning of the time horizon into epochs of mini-

mal length. We first show that, with probability at least 1 − n−2
,

all agents reach external phase 2 within the first O(logn) epochs.
Afterward we show that, with probability at least 1−n−2

, an epoch

requires only O(n2
log

2 n) interactions. Using a union bound, these

two statements imply (25).

Let pmax denote the maximal external clock counter among all

agents after a given interaction and assume pmax < 2m2. Note that

the number of epochs until all agents have external clock counter

at least pmax is stochastically dominated by the runtime of syn-

chronous PULL rumor spreading (the rumor being external clock

counter values ≥ pmax; see [27]). It follows that, w.h.p., all agents

have external clock counter at least pmax after O(logn) epochs. Af-
ter one more epoch, some clock agent v has increased its external

clock counter to at least pmax + 1). This andm2 = O(1) yields that,
w.h.p., the maximum external clock counter reaches value 2m2 af-

ter O(logn) epochs. Using again the dominance by PULL rumor

spreading, after another O(logn) epochs all agents have external
clock counter 2m2 (i.e., have reached external phase 2).

It remains to show the second part mentioned above. That is,

w.h.p., an epoch ends within O(n2
log

2 n) interactions. Before we
prove that, it will be useful to consider the event Eu ,v that an

agent u initiates an interaction before agent v within τ consecutive

interactions, where τ B d · n lnn, and d > 0 is a constant to be

fixed later. The number of interactions until an agent initiates an

interaction is a geometric random variable Geom(1/n). Thus, the
number of interactions until either u or v initiates an interaction is

the minimum of two geometric random variables and distributed

according to Geom(p) with p B 1 − (1 − 1/n)2. By symmetry, u
and v are equally likely to initiate that interaction. This yields

Pr[Eu ,v ] =
(
1 − (1 − p)τ

)
/2 ≥ (1 − n−2d )/2 ≥ 1/4.

We now bound the number of interactions required to end an

epoch. In the following we say an agent u makes progress whenever

it increases its internal clock counter (in the modulo arithmetic).

Fix an agent u with internal clock counter tint. We first show that

the probability for u to make progress within O(1) · τ interactions

is not too small. To this end, consider two cases:

(i) There is an agent v with internal clock counter t ′int such

that 0 < t ′int − tint ≤ m1 or tint − t ′int > m1. In this case, if

Eu ,v occurs and v is chosen as a responder, then u makes

progress. As seen above, Pr[Eu ,v ] ≥ 1/4 and, independently,

v is chosen as a responder during the interaction initiated

by u with probability ≥ 1/n. Thus, u makes progress within

τ interactions with probability at least 1/(4n).
(ii) There is no agent v with internal clock counter t ′int such

that 0 < t ′int − tint ≤ m1 or tint − t ′int > m1. In this case,

the only way that some node progresses to an internal clock

counter t ′int as above is that some clock agent initiates an

interaction with an agent that has internal clock counter

tint; in this case, t ′int = tint + 1 mod (2m1 + 1). The number

of interactions for this to occur is stochastically dominated
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by a one-way epidemic (the infected agents being those with

internal clock counter tint). Thus, if E denotes the event

that some clock agent’s internal clock counter reaches value

t ′int as above within τ interactions, then Lemma 20 implies

Pr[E] ≥ 1 − 1/n ≥ 1/2 for large enough n and d .
Now assume E occurs and let v denote the first clock agent

with internal clock counter t ′int. If u = v , agent u made

progress. Otherwise, we are in the situation of case (i) and

know that u makes progress within τ interactions with prob-

ability at least 1/(4n).
We conclude that u makes progress within 2τ interactions

with probability at least 1/2 · 1/(4n) ≥ 1/(8n).

Combining both cases, we see that the probability that u makes

progress within 2τ interactions is at least 1/(8n). Thus, for any
a > 0 we find a constant d ′ > 0 such that the probability that

u makes progress within (d ′ · n lnn) · 2τ interactions is at least

1 − n−(a+1)
. By a union bound, with probability at least 1 − n−a

each agent makes progress within O(n2
log

2 n) interactions. Since
m1 = O(1), we get that, w.h.p., all agents make progress at least

2m1 + 1 times (and, thus, initiate an external clock interaction)

within O(n2
log

2 n) interactions, yielding the desired bound on the

epoch length.

E ANALYSIS OF DES

E.1 Proof of Lemma 6(a)

Suppose, for contradiction, that all agents are rejected in DES. An

agent gets rejected in DES, i.e., reaches state ⊥, only if at some step

it is in state 0 and interacts (as an initiator) with an agent in state 2

or ⊥. Let t be the step when the first agent reaches state ⊥. Then

the responder agentv at step t is either in state 2 or in state ⊥ right

before step t . In both cases we have a contradiction: If v is in state

⊥ before t , this contradicts the definition of t ; if it is in state 2 then

v is never rejected in DES.

E.2 Proof of Lemma 6(b): Upper Bound

For any s ∈ SDES, let Nt (s) denote the set of agents in state s
right after step t , and let nt (s) B |Nt (s)|. We also extend this

notation to pairs of states: For distinct s1, s2 ∈ SDES, we define

Nt (s1, s2) B Nt (s1) ∪ Nt (s1), and nt (s1, s2) B nt (s1) + nt (s1). Let

t1 B min { t : Nt (1) , ∅ }

t2 B min { t : Nt (2) , ∅ }

t3 B min { t : Nt (⊥) , ∅ }

t4 B min { t : Nt (0) = ∅ } .

Note that t4 is the completion time of DES. Let S denote the set of

agents elected in JE2. Since the lemma assumes that JE2 is completed

before step f1, set S is finalized before f1. We also assume |S | =

O
(
(n logn)1/2

)
, and from Lemma 3(a), |S | > 0.

Claim 26. Pr[nt3
(1, 2) > c · (n lnn)1/2] = o(1/logn), for some

constant c .

Proof. Let

r1 B min { t : nt (1) ≥ 2(n lnn)1/2 } ∪ {r2}

r2 B min { t : nt (2) ≥ lnn } ∪ {t3, r4}

r4 B min { t : nt (1, 2) ≥ n3/4 } .

First we bound the probability that r2 > r1 + 4n. For any step

r1 < t ≤ r2, nt−1(1) ≥ 2(n lnn)1/2 − lnn; thus, the probability that

nt (2) = nt−1(2) + 1, which is the probability that two agents in

state 1 interact at step t , is

nt−1(1)(nt−1(1) − 1)

n(n − 1)
≥

lnn

n
.

It follows, by applying Chernoff bound (13), that

Pr[r2 > r1 + 4n] = O(1/n).

Next we bound the probability that min{t3, r4} > r2 + 5n. For any

r2 < t ≤ min{t3, r4}, nt−1(0) ≥ n − n3/2
and nt−1(2) ≥ lnn; thus,

the probability that Nt (⊥) , ∅, which is the probability that at step

t an agent in state 0 interacts with an agent in state 2 and moves to

state ⊥, is
(1/4) · nt−1(0) · nt−1(2)

n(n − 1)
≥

lnn

5n
.

Then

Pr[min{t3, r4} > r2 + 5n] ≤

(
1 −

lnn

5n

)
5n
= O(1/n).

From that and the bound we showed earlier on r2, it follows

Pr[min{t3, r4} > r1 + 9n] = O(1/n).

We now bound nr1+9n (1, 2). The number of agents in states 1 and

2 can increase in a step for two reasons: either because an agent

in state 0 interacts with an agent in state 1, or because an agent in

state 0 gets selected in JE2. To avoid having to deal with the timing

of the latter transitions we define n′t (1, 2) B |Nt (1, 2) ∪S |. Recall, S
is the set of agents elected in JE2, which is fixed before f1. For each
t > r1, we have n

′
t (1, 2) = n

′
t−1

(1, 2) + 1 only if at step t an agent in

state 0 interacts with an agent in state 1 and its state changes to 1.

Thus the probability that n′t (1, 2) = n
′
t−1

(1, 2) + 1 is at most

(1/4) · nt−1(0) · nt−1(1)

n(n − 1)
≤

nt−1(1)

4n
≤

n′t−1
(1)

4n
.

Let k B 2(n lnn)1/2 + |S |, and note that k ≥ n′r1

(1, 2). Then, the

probability that n′r1+9n (1, 2) > 13k , i.e., n′t (1, 2) increases from at

most k to more than 13k in the 9n steps r1 < t ≤ r1 + 9n, is upper
bounded by the probability that the sum Ck−1,13k ,4n of indepen-

dent geometric random variables with mean values 4n/k, 4n/(k +
1), . . . , 4n/(13k) is at most 9n:

Pr[n′r1+9n (1, 2) > 13k] ≤ Pr[Ck−1,13k ,4n ≤ 9n]

≤ Pr[4nH (k − 1, 13k) − Ck−1,13k ,4n > n]

≤ O(1/k) = O
(
(n logn)−1/2

)
,

where for the second inequality we used that H (k − 1, 13k) ≥

ln(13k/k) > 10/4, and the last inequality follows from Lemma 18(a).

Combining that and the bound on min{t3, r4} above, we obtain for

the event E B { min{t3, r4} ≤ r1 + 9n }∩{n′r1+9n (1, 2) ≤ 13k } that

Pr[E] = 1 − o(1/logn).
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Given E, we have n′
min{t3,r4 }

(1, 2) ≤ n′r1+9n (1, 2) ≤ 13k, and thus

n
min{t3,r4 }(1, 2) ≤ 13k . From this and the definition of r4, it fol-

lows that min{t3, r4} = t3, thus nt3
(1, 2) = n

min{t3,r4 }(1, 2) ≤ 13k .
Therefore, E ⊆ {nt3

(1, 2) ≤ 13k }, and

Pr[nt3
(1, 2) ≤ 13k] ≥ Pr[E] = 1 − o(1/logn).

Since k = O
(
(n logn)1/2

)
, the claim follows. □

Let us now fix step t3. We call step t > 0 a zero-step if the initiator

agent of the interaction in step t is in state 0 before the step. Let

i∗ be the total number of zero-steps t > t3. For 1 ≤ i ≤ i∗, let zi be
the ith zero-step t > t3, and let z0 B t3. For 0 ≤ i ≤ i∗, let

ai B nzi (1, 2), bi B nzi (⊥),

and for i > i∗, let ai B ai∗ and bi B bi∗ . Note that a0 = nt3
(1, 2),

b0 = 1, zi∗ = t4, and ai∗ + bi∗ = n.

Claim 27. Pr[i∗ > σ ] = O(1/logn), for σ B n lnn + n ln lnn.

Proof. For each 0 < i ≤ i∗ and 0 < k < n,

Pr[bi = bi−1 + 1 | bi−1 = k] ≥ k/(n − 1),

because the probability that the responder in step zi is in state ⊥,

and thus the initiator’s state 0 changes to ⊥, is nzi−1(⊥)/(n − 1) =

bi−1/(n − 1). Above we have inequality instead of equality because

the initiator’s state may change to ⊥ also when the responder is in

state 2. It follows

Pr[i∗ > σ ] ≤ Pr[C0,n−1,n−1 > σ ] = O(1/logn),

by Lemma 18(b). □

Claim 28. If a0 ≤ c · (n lnn)1/2
for some constant c > 0, then for

σ B n lnn + n ln lnn, Pr[aσ > n3/4
lnn] = o(1/logn).

Proof. Let a′i B |Nzi (1, 2) ∪S |, and note that ai ≤ a′i < ai + |S |.
As before, we work with a′i instead of ai to avoid dealing explicitly

with the timing of external transitions 0 ⇒ 1. For each 0 < i ≤ i∗

and a′
0
< k < n − 1,

Pr[a′i = a′i−1
+ 1 | a′i−1

= k] ≤ k/(4(n − 1)),

because the probability that the responder in step zi is in state 1

or 2 is nzi−1(1, 2)/(n − 1) ≤ a′i−1
/(n − 1), and if the initiator is not

in S , its state changes from 0 to 1 with probability 1/4. The above

inequality holds also trivially if i > i∗, since then ai = ai∗ . It follows

Pr[a′σ > n3/4
lnn] ≤ Pr[Ck1−1,k2,4(n−1) ≤ σ ],

where k1 B c · (n lnn)1/2 + |S | and k2 B n3/4
lnn. We can bound

the right side by using Lemma 18(a): We have H (k1 − 1,k2) >

ln(k2/k1) > (1/4) lnn + (1/3) ln lnn, thus,

σ = n lnn + n ln lnn < 4(n − 1)H (k1 − 1,k2) − (1/4)(n − 1) ln lnn.

From that and Lemma 18(a), it follows

Pr[Ck1−1,k2,4(n−1) ≤ σ ] = O(1/k1) = o(logn).

Therefore, Pr[a′σ > n3/4
lnn] = o(1/logn). Since aσ ≤ a′σ , the

claim follows. □

From Claims 27 and 28, and a union bound, it follows that if

a0 ≤ c · (n lnn)1/2
, then Pr[ai∗ > n3/4

lnn] = O(1/logn). Also,

from Claim 26, Pr[a0 ≤ c · (n lnn)1/2] = 1 − o(1/logn). Therefore,

Pr[ai∗ > n3/4
lnn] = O(1/logn), which implies the lemma.

E.3 Proof of Lemma 6(b): Lower Bound

We will use the notation from Appendix E.2. The next claim implies

that to compute a lower bound on the number of agents selected in

DES, it suffices to assume that the set S of agents elected in JE2 has

size one. Recall that S is fixed before step f1, thus before any agent

reaches state 1. Recall also that t4 B min { t : Nt (0) = ∅ }.

Claim 29. For all k ≥ 0,

Pr[nt4
(1, 2) ≥ k | |S | = 1] ≤ Pr[nt4

(1, 2) ≥ k | |S | > 1].

Proof. Fix a k ≥ 0. We will write x = (x0, x1, x2, x⊥) to denote

a configuration with xs agents in state s ∈ SDES. Let Ex be an exe-

cution of DES starting from configuration x , in which no external

transitions are allowed. Let p(x) be the probability that nt4
(1, 2) ≥ k

in Ex . We will often write p(x0, x1, x2, x⊥) instead of p(x).
For two configuration x,y, we will prove that if the following

conditions hold,

x1 ≥ y1, x⊥ ≤ y⊥, x1 − y1 ≥ max{y0 − x0,y2 − x2},

then p(x) ≥ p(y). By transitivity, it suffices to prove the following:

(i) p(x) ≥ p(x0, x1 − 1, x2 + 1, x⊥), (ii) p(x) ≥ p(x0, x1, x2 − 1, x⊥ + 1),

(iii)p(x) ≥ p(x0+1, x1−1, x2, x⊥), (vi)p(x) ≤ p(x0+1, x1, x2, x⊥−1).

The proof is by induction on x0 ∈ {0, . . . ,n − 1}.

We denote by y the second configuration in each of (i)–(iv).

For x0 = 0, the final number kx of agents in states 1 and 2 in Ex
is kx = x1 +x2. For the corresponding number ky in Ey , depending
on the case, we have: (i) ky = x1 + x2; (ii) ky = x1 + x2 − 1;

(iii) ky ≤ x1 + x2, as the remaining agent in state 0 may or may not

reach states 1 and 2; and, for the same reason, (iv) ky ≥ x1 + x2.

This proves the base case.

For the inductive step, suppose that statements (i)–(iv) hold for

x0 = i − 1, for some 1 ≤ i < n − 1; we show they hold for x0 = i .
We consider the cases (i) and (ii) first. In both cases, we couple

Ex and Ey such that the same pairs of agents interact in the two

executions, and the same random coins are used. Also, every agent

starts in the same state in the two executions, except for agent u.
In (i), u starts in state 1 in Ex and in state 2 in Ey ; in (ii), u starts in

state 2 in Ex and in state ⊥ in Ey . In both cases we show that after

the same number of steps, configurations x ′ and y′ are reached in

Ex and Ey , respectively, such that either x ′ = y′, or the induction
hypothesis implies p(x ′) ≥ p(y′). In either case we conclude that

p(x) ≥ p(y).
Let t be the first step in which u interacts (as an initiator or

responder), and in addition the state of the initiator changes at that

step in at least one of the two executions. It is easy to see that until

right before that point the state of any agent v , u is the same in

the two executions. If no step t as above exists then the number

of agents in state 0 must become k − 1 at some point t ′, and the

induction hypothesis implies p(x ′) ≥ p(y′), for the configurations
x ′,y′ reached in Ex , Ey , respectively, right after step t

′
.

Suppose now that t exists, and consider case (i) first. In this

case, the following transitions are possible at step t : (1) Agent u
interacts (as an initiator or responder) with an agent in state 1,

and in Ex the initiator moves to state 2, while in Ey there is no

transition. Then both executions are in the same configuration

after step t . (2) Agent u is the responder, and the initiator v is

in state 0. Then with probability 1/4, v moves to state 1 in both
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executions; with probability 1/2, v stays in state 0 in both; and

with probability 1/4, v moves to state ⊥ in Ey and stays in state

0 in Ex . We can now apply the induction hypothesis to obtain

p(x ′) ≥ p(y′) for the configurations reached after the step. E.g., in

the very last subcase, x ′ = x and y′ = (x0 − 1, x1 − 1, x2 + 1, x⊥ + 1),

thus p(x ′) = p(x) ≥ p(x0 − 1, x1, x2, x⊥ + 1) ≥ p(y′), from induction

hypothesis (iv) and (i).

In case (ii), u must be the responder, and the initiator v must be

in state 0 before t . In Ex , v’s state changes to 1, or to ⊥, or does

not change. In Ey , v’s state changes to ⊥. After the step, we can

again apply the induction hypothesis to obtain p(x ′) ≥ p(y′) for
the configurations reached.

For case (iii), we have that from configuration y = (x0 + 1, x1 −

1, x2, x⊥) the only possible transitions are to one of the three config-
uration x , z = (x0, x1 − 1, x2 + 1, x⊥), orw = (x0, x1 − 1, x2, x⊥ + 1),

and we have just shown in the induction step that p(x) ≥ p(z) and
p(x) ≥ p(w). It follows that p(x) ≥ p(y). The proof for case (iv) is
similar. This completes the induction proof.

Finally, we observe that an external transitions 0 ⇒ 1 just

changes a configuration x to y = (x0 − 1, x1 + 1, x2, x3), and we

have shown that p(y) ≥ p(x). The claim then follows by taking any

execution, with multiple transitions 0 ⇒ 1, and remove them one

by one (starting from the last one), keeping just the first one, and

applying the above observation. □

Claim 29 allows us to assume |S | = 1 for the rest of the proof.

Recall that t2 B min { t : Nt (2) , ∅ }. The next statement is the

lower-bound version of Claim 26.

Claim 30. Pr[nt2
(1, 2) ≤ (n/lnn)1/2] = O(1/logn).

Proof. Recall that t1 B min { t : Nt (1) , ∅ }. We call step t > 0

a transition-step if the state of the initiator agent changes in that

step. Let ri , for i ≥ 1, be the ith transition-step t > t1, and let

r0 = t1. Let ı̃ be number of transition-steps t > t1 until the first

agent reaches state 2, i.e., rı̃ = t2. For any 0 < i ≤ ı̃,

Pr[nri (2) = 1 | nri−1
(2) = 0] =

i(i − 1)

i(i − 1) + (n − i)i/4

≤
4i

n + 3i
,

because nri−1
(1) = i , and in step ri the number of agents in state

2 increases when two agents in state 1 interact, while the number

of agents in state 1 increases when an agent in state 0 interacts

with an agent in state 1 and the coin with success probability 1/4

is favorable. From the bound above, the probability that no agent

reaches state 2 in the first (n/lnn)1/2
transition-steps is at least∏

1≤i≤(n/lnn)1/2

(
1 −

4i

n + 3i

)
≥ 1 −

∑
1≤i≤(n/lnn)1/2

4i

n + 3i
≥ 1 −

2

lnn
.

The claim then follows □

Let

τ1 B min { t : nt (1, 2) = (n/lnn)1/2 } ∪ {t4}

τ2 B min { t : nt (0) ≤ n/2 } .

Recall that step t > 0 is a zero-step if the initiator agent in that step

is in state 0 before the step. Let j∗ be the total number of zero-steps

t > τ1. For 1 ≤ j ≤ j∗, let ϱj be the jth zero-step t > τ1, and let

ϱ0 B τ1 (for j > j∗, ϱj = ∞). For 0 ≤ j ≤ j∗, let

dj B nϱj (1, 2), ej B nϱj (2), fj B nϱj (⊥);

and for j > j∗, let dj B dj∗ , ej B ej∗ , and fj B fj∗ . Note that

d0 = nτ1
(1, 2), ϱj∗ = t4, and dj∗ + fj∗ = n. Also, if t2 > τ1 then

d0 = (n/lnn)1/2
and e0 = f0 = 0. Let

λ B n3/4(ln lnn)1/4(lnn)−3/4

σ B n lnn − n ln lnn + n ln ln lnn + n.

In the next claims, we compute upper and lower bounds for the

quantities dj , ej , and fj .

Claim 31. If t2 > τ1 then

Pr[{dσ < λ} ∩ {j∗ ≥ σ }] = o(1/logn).

Proof. For any 0 < j ≤ j∗ and 0 < k < n,

Pr[dj = dj−1 + 1 | dj−1 = k] = k/(4(n − 1)), (26)

because the probability that the responder in step ϱj is in state 1 or

2 is nϱj−1(1, 2)/(n−1) = dj−1/(n−1), and in this case the initiator’s

state changes from 0 to 1 with probability 1/4. It follows

Pr[{dσ < λ} ∩ {j∗ ≥ σ }] ≤ Pr[Cd0−1,λ,4(n−1) > σ ].

We can bound the right side using Lemma 18(a): Since t2 > τ1, we

have d0 = (n/lnn)1/2
. Then,

H (d0 − 1, λ) ≤ ln(λ/(d0 − 1))

≤ (1/4) lnn + (1/4) ln ln lnn − (1/4) ln lnn + o(1),

thus, σ ≥ 4(n − 1)H (d0 − 1, λ) + n/2. From Lemma 18(a), then

Pr[Cd0−1,λ,4(n−1) > σ ] = O(1/d0) = o(1/logn). Substituting this

above we obtain Pr[{dσ < λ} ∩ {j∗ ≥ σ }] = o(1/logn). □

Claim 32. For any j ≥ 0 and for k1 B 2 · e j/(4(n−1))d0,

Pr[dj > k1] = O(1/d0).

Proof. From (26) and the fact thatdj = dj−1 for j > j∗, it follows

Pr[dj > k1] ≤ Pr[Cd0−1,k1,4(n−1) ≤ j].

The right side is at most

Pr[Cd0−1,k1,4(n−1) < 4(n − 1)H (d0 − 1,k1) − n],

sinceH (d0 −1,k1) ≥ ln(k1/d0) = j/(4(n−1))+ ln 2. The probability

above is O(1/d0), from Lemma 18(a). □

Claim 33. For any j ≥ 0 and for k2 B 32k2

1
/n + 1, where k1 is

defined as in Claim 32,

Pr[{ej > k2} ∩ {ϱj ≤ τ2}] = O(1/d0) + e
−16k2

1
/(3n).

Proof. We call step t > 0 a good-step if the state of the initiator

changes to either 1 or 2 in that step. Let ri , for i ≥ 1, be the ith
good-step t > t1, or ri = ∞ if no such step exists; let also r0 = t1.
For any i > 0 and j ≥ 0, if ri < ∞ and the number of agents in state

0 before the step is at least n/2, the probability some agent reaches

state 2 in this step is

Pr[nri (2) = j + 1 | nri−1
(2) = j]

=
nri−1

(1) · (nri−1
(1) − 1)

(1/4)nri−1(0) · nri−1
(1, 2) + nri−1

(1) · (nri−1
(1) − 1)

≤
nri−1

(1) − 1

nri−1(0)/4

≤
i − 2j − 1

n/8

≤
i − 1

n/8

,
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because nri−1
(1) = i − 2j, nri−1(0) ≥ n/2, and in step ri the num-

ber of agents in state 2 increases when two agents in state 1 in-

teract, while the number of agents in state 1 increases when an

agent in state 0 interacts with an agent in state 1 or 2 and the

coin with success probability 1/4 is favorable. It follows that for

ı̃ B max{i ′ : ri′ ≤ τ2}, and any i > 0,

E[nr
min{i ,ı̃} (2)] ≤

∑
1≤j≤i

j − 1

n/8

≤ 4i2/n.

Since the probability bound above on nri (2) holds independently
of nri′ (2), for i

′ < i , we can apply Chernoff bound (12) to obtain

Pr[nr
min{i ,ı̃} (2) > 2 · 4i2/n] < e−4i2/(3n).

Setting i = 2k1, where k1 = 2e j/(4(n−1))d0, gives

Pr[nr
min{2k

1
,ı̃} (2) > 32k2

1
/n] < e−16k2

1
/(3n). (27)

From Claim 32, we have

Pr[dj + ej < 2k1 − 1] = 1 −O(1/d0),

because ej ≤ dj −1. If dj +ej < 2k1 −1, ϱj ≤ τ2, and r2k1
< ∞, then

nr
2k

1

(1, 2) + nr
2k

1

(2) = 2k1 − 1 > dj + ej = nϱj (1, 2) + nϱj (2),

thus r
2k1
> ϱj , as nt (1, 2) and nt (2) are non-decreasing. It follows

Pr[{r
2k1
> ϱj } ∪ {ϱj > τ2} ∪ {r

2k1
> τ2}] = 1 −O(1/d0).

This implies

Pr[{r
min{2k1,ı̃ }+1

> ϱj } ∪ {ϱj > τ2}] = 1 −O(1/d0),

because if ϱj ≤ τ2 and r
min{2k1,ı̃ }+1

≤ ϱj then r
min{2k1,ı̃ }+1

≤ τ2,

and from that, min{2k1, ı̃} , ı̃, since rı̃+1
> τ2 by the definition of ı̃,

and thus r
2k1
< r

2k1+1
= r

min{2k1,ı̃ }+1
≤ τ2. From (27),

Pr[nr
min{2k

1
,ı̃}+1(2) > 1 + 32k2

1
/n] < e−16k2

1
/(3n).

Combining the last two equations above, and using the fact that, if

r
min{2k1,ı̃ }+1

≤ ϱj , then ej = nrϱj (2) ≥ nr
min{2k

1
,ı̃}+1(2), we obtain

Pr[{ej > 1 + 32k2

1
/n} ∩ {ϱj ≤ τ2}] < e−16k2

1
/(3n) +O(1/d0). □

The next statement is immediate from Claim 33, and the fact

that d0 = (n/lnn)1/2
if t2 > τ1.

Corollary 34. If t2 > τ1 then for k3 =
2

6e
j

2(n−1)

lnn and any j ≥ 0,

Pr[{ej > 2k3 + 1} ∩ {ϱj ≤ τ2}] = O
(
(n/logn)−1/2

)
+ e−k3/3.

To bound fj , we first define a random sequence д = (д0,д1, . . .),

which we compare to the sequence of fj . We have д0 B 1, and for

j > 0, either дj = дj−1 or дj = дj−1 + 1, such that

Pr[дj = дj−1 + 1 | дj−1, . . . ,д1] =
дj−1 + cд(lnn)

−1e
j

2(n−1) − 3/4

n − 1

,

where cд B 2
6
. If the right side above exceeds 1, we implicitly

assume it is equal to 1.

Lemma 35. If t2 > τ1 then there is a coupling of sequence д with
the sequence of fi such that Pr[

⋂
j≥0

{дj ≥ fj } ∪ {ϱj > τ2}] =

1 −O(1/logn).

Proof. Suppose that t2 > τ1. We will couple the two sequences

above for all j ≥ 0 for which ϱj ≤ τ2. The coupling consists of two

parts. The first part is for 0 ≤ j ≤ n(ln lnn)2, and the second for

j ≥ n(ln lnn)2. For j ≥ 1, let

д∗j B cд(lnn)
−1e

j
2(n−1) ,

and note that Pr[дj = дj−1 + 1 | дj−1] = (дj−1 − 3/4 + д∗j )/(n − 1).

Let j
mid
B n(ln lnn)2.

Coupling for 0 ≤ j ≤ j
mid

. The coupling is as follows. For j ≥ 0,

we define the next event under the coupling,

E1

j B {ϱj < τ2} ∩ {дj − 3/4 + д∗j+1
< n − 1}

∩ {дj ≥ fj + ej/4 + 3/4} ∩ {d2

j /n ≤ д∗j+1
}.

For each 1 ≤ j ≤ j
mid

, if ϱj−1 < τ2, we first execute the steps

ϱj−1 < t ≤ ϱj of the protocol. After that, if event E
1

j−1
holds, we

select дj according to one of the cases below.

(i) If fj + ej = fj−1 + ej−1 + 1, then we set дj = дj−1 + 1.

(ii) If fj + ej = fj−1 + ej−1, then we set дj = дj−1 + 1 with

probability

qj B
дj−1 − 3/4 + д∗j

n − 1

·

(
1 +

p1

j

p0

j

)
−
p1

j

p0

j
,

where for i ∈ {0, 1},

pij B Pr[fj + ej = fj−1 + ej−1 + i | E
1

j−1
].

With the remaining probability, 1 − qj , we set дj = дj−1.

(iii) If fj + ej ≥ fj−1 + ej−1 + 2, then we choose the value of дj
independently (according to its distribution).

If E1

j−1
does not hold, again we choose дj ’s value independently.

We must show that the marginal distribution of д in the coupling

above is the correct one. In Claim 36 we prove that if E1

j−1
holds,

then 0 ≤ qj ≤ 1. Given that, we have that if E1

j−1
occurs, then the

probability that дj = дj + 1 is

p1

j + p
0

j qj + (1 − p1

j − p0

j ) ·
дj−1 − 3/4 + д∗j

n − 1

=
дj−1 − 3/4 + д∗j

n − 1

,

which is the right probability.

Claim 36. For any 1 ≤ j ≤ j
mid

, if E1

j−1
occurs then 0 ≤ qj ≤ 1.

Proof. Suppose that E1

j−1
occurs. The probability that ej > ej−1,

i.e., between zero-steps ϱj−1 and ϱj−1 there is at least one interaction

between two agents in state 1, is

Pr[ej > ej−1] ≤ E[ej − ej−1]

≤
∑
i≥1

2
−i−1

dj−1(dj−1 − 1)

n(n − 1)
≤

d2

j−1

2n2
≤
д∗j

2n
, (28)

where the second inequality holds because the probability there are

exactly i non zero-steps between two zero-steps is at most 2
−i−1

,

as the number of agents at state 0 is at least n/2 before ϱj ≤ τ2; and
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the last inequality above follows from E1

j−1
. The probability that

fj > fj−1, i.e., at zero-step ϱj the initiator moves to state ⊥, is

Pr[fj > fj−1] =
fj−1 + ej−1/4

n − 1

+
E[ej − ej−1]/4

n − 1

≤
дj−1 − 3/4

n − 1

+
д∗j /8

n − 1

,

where the last inequality follows from E1

j−1
and the bound on

E[ej − ej−1] we computed above. Then,

p0

j ≥ 1 − Pr[ej > ej−1] − Pr[fj > fj−1] ≥ 1 −
дj−1 − 3/4 + д∗j

n − 1

.

Let x B
дj−1−3/4+д∗j

n−1
, and note that 0 < x < 1, where the right

inequality follows from E1

j−1
. To prove the claim we must show

that x · (1+p1

j /p
0

j )−p
1

j /p
0

j ∈ [0, 1]. We showed above that p0

j ≥ 1−x ,

and we have p1

j ≤ 1 − p0

j ≤ x . Then

x · (1 + p1

j /p
0

j ) − p1

j /p
0

j = [xp0

j − (1 − x)p1

j ]/p
0

j

≥ [x(1 − x) − (1 − x)x]/p0

j = 0.

And

x · (1 + p1

j /p
0

j ) − p1

j /p
0

j = x − (1 − x)p1

j /p
0

j ≤ x < 1. □

Claim 37.

Pr

[ ⋃
1≤j≤j

mid

(
E1

j−1
∩ { fj + ej ≥ fj−1 + ej−1 + 2}

) ]
= o(1/logn).

Proof. Let 1 ≤ j ≤ j
mid

. Suppose E1

j−1
occurs and дj−1 ≤ n1/3

.

Similarly to (28), we get

Pr[ej ≥ ej−1 + 2] ≤
∑
i≥2

2
−i−1

(
i

2

) (
dj−1(dj−1 − 1)

n(n − 1)

)
2

≤ d4

j−1
/n4 ≤ (д∗j /n)

2 = o(n−3/2),

as j ≤ j
mid

. Also,

Pr[fj > fj−1 | ej = ej−1 + 1] =
fj−1 + ej−1/4 + 1/4

n − 1

≤
дj−1

n − 1

.

From that and (28),

Pr[{ fj > fj−1} ∩ {ej = ej−1 + 1}] ≤
дj−1

n − 1

·
д∗j

2n
= o(n−3/2),

as we have assumed that дj−1 ≤ n1/3
. Combining the above, yields

Pr[E1

j−1
∩ {дj−1 ≤ n1/3} ∩ { fi + ej ≥ fj−1 + ej−1 + 2}] = o(n−3/2).

Taking the union over all j, gives that the probability of event

B B
⋃

1≤j≤j
mid

(
E1

j−1
∩ { fi + ej ≥ fj−1 + ej−1 + 2}

)
∩ {дj

mid
≤ n1/3}

is Pr[B] = o(j
mid

n−3/2) = o(1/logn). Moreover,

Pr[дj
mid
> n1/3] ≤ Pr[Cд∗j

mid

,n1/3−1,n−1
< j

mid
] = o(1/logn), (29)

by Lemma 18(c). It follows that Pr[B ∪ {дj
mid
> n1/3}] = o(1/logn),

which implies the claim. □

Claim 38. Pr[
⋃

1≤j≤j
mid

{d2

j−1
/n > д∗j }] = o(1/logn).

Proof. Since t2 > τ1, we have d0 = (n/lnn)1/2
. Then, from

Claim 32, for any j ≥ 0,

Pr[d2

j /n > 4 · e j/(2(n−1))(lnn)−1] = O
(
(n/lnn)−1/2

)
.

Applying this for all j ≤ j
mid

that are multiples of n, taking the

union bound over those Θ(ln lnn)2 different j, and using the fact

that d2

j′/n ≤ d2

j /n if j ′ < j, we obtain

Pr

[ ⋃
0≤j<j

mid

{
d2

j /n > 8 · e j/(2(n−1))(lnn)−1
}]
= O

(
(ln lnn)2

(n/lnn)1/2

)
.

The claim then follows. □

We now prove the main property of the coupling.

Claim 39. Under the coupling described above,

Pr

[ ⋂
0≤j≤j

mid

(
{дj ≥ fj + ej/4+ 3/4} ∪ {ϱj > τ2}

) ]
= 1−o(1/logn).

Proof. We define the events

D1 B
⋂

1≤j≤j
mid

(
¯E1

j−1
∪ { fj + ej ≤ fj−1 + ej−1 + 1}

)
D2 B

⋂
1≤j≤j

mid

{d2

j−1
/n ≤ д∗j }, D3 B {дj

mid
≤ n1/3},

where
¯E1

j−1
is the complement of E1

j−1
. Let D B D1 ∩ D2 ∩ D3.

From Claims 37 and 38, and equation (29), it follows

Pr[D] = 1 − o(1/logn).

We prove below that if D holds then, for every 0 ≤ j ≤ j
mid

,

дj ≥ fj + ej/4 + 3/4 or ϱj > τ2. The claim then follows.

The proof is by induction on j. We have

д0 = 1 > 3/4 = f0 + e0/4 + 3/4,

since t2 > τ1 and thus f0 = e0 = 0; hence, the base case holds.

Suppose now that дj−1 ≥ fj−1+ej−1/4+3/4 or ϱj−1 > τ2, for some

1 ≤ j ≤ j
mid

. Wemust prove that if ϱj ≤ τ2, thenдj ≥ fj+ej/4+3/4.

From ϱj ≤ τ2, it follows ϱj−1 < τ2. From that and the induction

hypothesis, we get дj−1 ≥ fj−1 + ej−1/4 + 3/4. Also, from D2,

d2

j−1
/n ≤ д∗j /2, and fromD3, дj−1 − 3/4+д∗j < дjmid

− 3/4+д∗j
mid

<

n − 1. Therefore, all four events whose intersection defines E1

j−1

hold, and thus E1

j−1
holds. Since E1

j−1
holds, the coupling stipulates

that one of the cases (i)–(iii) of the coupling applies. Moreover, from

D1, we have fj+ej ≤ fj−1+ej−1+1, thus case (iii) does not apply. In

both cases (i) and (ii), we have thatдj−дj−1 ≥ (fj+ej )−(fj−1+ej−1).

From that and fact дj−1 ≥ fj−1+ej−1/4+3/4 (from E1

j−1
), it follows

дj ≥ fj + ej/4 + 3/4.

This completes the induction proof. □

Coupling for j ≥ j
mid

. The coupling is as follows. For j ≥ 0, we

define the next event under the coupling,

E2

j B {ϱj < τ2} ∩ {дj − 3/4 + д∗j+1
< n − 1}

∩ { fj ≤ дj } ∩ {ej+1/4 ≤ д∗j+1
− 3/4}.

For each j > j
mid

, if ϱj−1 < τ2, then we first execute the steps

ϱj−1 < t ≤ ϱj of the protocol. After that, if event E
2

j−1
holds, we

select дj according to one of the cases below.
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(i) If fj = fj−1 + 1, then we set дj = дj−1 + 1.

(ii) If fj = fj−1, then we set дj = дj−1 + 1 with probability

pj B

(
дj−1 − 3/4 + д∗j

n − 1

−
fj−1 + ej/4

n − 1

)
·

(
1 −

fj−1 + ej/4

n − 1

)−1

;

and set дj = дj−1 with the remaining probability, 1 − pj .

If E2

j−1
does not hold, we choose дj ’s value independently of fj .

It is not hard to see that the marginal distribution of д in the

coupling above is the correct one. In particular, if E2

j−1
holds then

the probability of fj = fj + 1 is

fj−1 + ej/4

n − 1

≤
дj−1 + д

∗
j − 3/4

n − 1

< 1,

where the two inequalities follow from E2

j−1
. Thus, if E2

j−1
holds,

the probability of дj = дj + 1 is

fj−1 + ej/4

n − 1

+
(
1 −

fj−1 + ej/4

n − 1

)
· pj =

дj−1 + д
∗
j − 3/4

n − 1

,

which is the correct probability.

Claim 40.

Pr

[ ⋃
j>j

mid

({ej/4 > д∗j − 3/4} ∩ {ϱj ≤ τ2})

]
= o(1/logn).

Proof. From Corollary 34, for any j > j
mid

,

Pr[{ej > 2
7 ·e j/(2(n−1))(lnn)−1+1}∩{ϱj ≤ τ2}] = O((n/logn)−1/2).

Applying this for all j
mid
< j ≤ n ln

2 n that are multiples of n,
taking the union bound over those Θ(ln2 n) different j, and using

the fact that ej′ ≤ ej if j
′ < j, we obtain

Pr

[ ⋃
j
mid

<j≤n ln
2 n

{
ej > 2

8 · e j/(2(n−1))(lnn)−1 − 3

}
∩ {ϱj ≤ τ2}

]
= o(1/logn).

Since Pr[ϱn ln
2 n < ∞] = o(1/n), we can extend the range of the

union above to j
mid
< j < ∞, without increasing the right side. The

claim then follows by applying the definition of д∗j . □

We now prove the main property of the coupling.

Claim 41. Under the coupling described above,

Pr

[ ⋂
j≥j

mid

(
{дj ≥ fj }∪{ϱj > τ2}

)
∪{дj

mid
< fj

mid
}

]
= 1−o(1/logn).

Proof. We define the events D1 B {дj
mid

≥ fj
mid

}, and

D2 B
⋂

j>j
mid

(
{ej/4 ≤ д∗j − 3/4} ∪ {ϱj > τ2}

)
.

We show by induction that ifD1∩D2 holds, then for every j ≥ j
mid

,

дj ≥ fj or ϱj > τ2. The base case holds because ofD1. Suppose now

that дj−1 ≥ fj−1 or ϱj−1 > τ2, for some j > j
mid

. We must prove

that if ϱj ≤ τ2 then дj ≥ fj . From ϱj ≤ τ2, it follows ϱj−1 < τ2.

From that and the induction hypothesis, we get дj−1 ≥ fj−1. Also,

fromD2, ej/4 ≤ д∗j −3/4. Therefore, three of the four events whose

intersection defines E2

j−1
hold. We consider two cases depending

on whether the fourth event, дj−1 − 3/4 + д∗j < n − 1 holds.

If дj−1 − 3/4 + д∗j < n − 1, then E2

j−1
holds. The coupling then

stipulates that one of the cases (i) or (ii) applies. In both cases, we

have дj −дj−1 ≥ fj − fj−1. From that and the induction hypothesis

дj−1 ≥ fj−1, we get дj ≥ fj .
If дj−1 − 3/4 + д∗j ≥ n − 1, then дj = дj−1 + 1. From that and the

induction hypothesis дj−1 ≥ fj−1, we get дj ≥ fj .
This completes the induction proof. We have thus shown that

D1 ∩D2 ⊆
⋂
j≥j

mid

({дj ≥ fj } ∪ {ϱj > τ2}). The claim now follows

by taking the union of each side with event D1, and using that

Pr[(D1 ∩ D2) ∪ D1] ≥ Pr[D2] = 1 − o(1/logn),

by Claim 40. □

From Claims 39 and 41, and a union bound, we obtain the state-

ment of Lemma 35. □

Next we define a second random sequence, h = (h0,h1 . . .),

which is easier to bound, and compare it with д. We have h0 B 1,

and for j > 0, either hj = hj−1 or hj = hj−1 + 1, such that
11

Pr[hj = hj−1 + 1 | hj−1, . . . ,h1] =
hj−1

n′
,

where

n′ B (n − 1) ·

(
1 +

3 ln lnn

4 lnn

)−1

.

Lemma 42. There is coupling of the sequences h and д such that

Pr[
⋂
j≥0

{hj ≥ дj }] = 1 −O(1/logn).

Proof. For j ≥ 1, let

д+j B cд(lnn)
−1e

j
2(n−1) − 3/4.

Then, Pr[дj = дj−1 + 1 | дj−1] = (дj−1 + д
+
j )/(n − 1). Let also

h+j B hj−1 · (3 ln lnn)/(4 lnn).

Then, Pr[hj = hj−1 + 1 | hj−1] = (hj−1 + h
+
j )/(n − 1).

We describe now the coupling of h and д. For each j ≥ 1:

(i) If hj−1 ≥ дj−1, h
+
j ≥ д+j , and hj−1 +h

+
j < n − 1, then we first

choose the value of hj according to the low of h, i.e., hj =
hj−1 + 1 with probability (hj−1 + h

+
j )/(n − 1), and hj = hj−1

with the remaining probability. After that, ifhj = hj−1+1, we

setдj = дj−1+1with probability (дj−1+д
+
j )/(hj−1+h

+
j ); with

the remaining probability, or if hj = hj−1, we let дj = дj−1.

(ii) If any of the three conditions in (i) are not met, then we

choose the values of дj and hj independently, from their

respective distributions.

Clearly the marginal distributions of h and д in the coupling

above are the correct ones. In particular, in case (i), the probability

thathj = hj−1+1 is [(hj−1+h
+
j )/(n−1)]·[(дj−1+д

+
j )/(hj−1+h

+
j )] =

(дj−1 + д
+
j )/(n − 1).

Let

ζ B min { j : hj−1 + h
+
j ≥ n − 1 } .

We observe that if h+j ≥ д+j for all 0 < j < ζ , then hj ≥ дj for

all j ≥ 0. The reason is that h0 = д0 = 1, and for all 0 < j < ζ a

simple inductive argument shows that case (i) above applies, while

11
As before, if the right side exceeds 1 we implicitly assume it is 1.
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for j ≥ ζ , hj increases by one in each step, and thus hζ −1
≥ дζ −1

implies hj ≥ дj . Therefore, to prove the lemma it suffices to show

Pr[
⋂

0<j<ζ

{h+j ≥ д+j }] = 1 −O(1/logn). (30)

The remaining of the proof is devoted to the proof of (30).

For k ≥ 0, let

jk B 2(n − 1) ln lnn + 2(n − 1)k ln ln lnn − 2(n − 1) ln(4cд/3).

Note that

д+jk = (3/4) · (ln lnn)k − 3/4.

Claim 43. Letm B n′ · (3 ln lnn)/(4 lnn). For all k ≤ 0,

Pr[h+jk < min{д+jk+1

,m}] = O
(
(lnn)−1 · (ln lnn)−k

)
.

Proof. Substituting the definition of h+j , and the values of д+jk+1

andm, gives

Pr[h+jk < min{д+jk+1

,m}]

= Pr[hjk−1< min{(ln lnn)k lnn − lnn,n′}].

The right side is at most

Pr[C
0,min{(ln lnn)k lnn−lnn,n′ },n′ > jk − 1].

We bound this probability by applying Lemma 18(b): For x =
ln lnn + k ln ln lnn − 2 ln(4cд/3),

n′ ln

(
(ln lnn)k lnn − lnn

)
+ xn′ <

(n − 1) ln

(
(ln lnn)k lnn

)
+ x(n − 1) = jk − 1.

Then, from Lemma 18(b), the probability above is at most

e−x = O
(
(lnn)−1 · (ln lnn)−k

)
. □

From Claim 43 and a union bound over all k , we obtain

Pr

[ ⋂
k≥0

{
h+jk ≥ min{д+jk+1

,m}
}]
= 1 −O(1/logn).

We observe that if h+jk
≥ min{д+jk+1

,m} for some k ≥ 0, then for

any jk ≤ j ≤ jk+1
, h+j ≥ h+jk

≥ min{д+jk+1

,m} ≥ min{д+j ,m}. Also,

for 0 < j < j0, we have h
+
j > 0 > д+j . It follows⋂

k≥0

{h+jk ≥ min{д+jk+1

,m}} ⊆
⋂
j>0

{h+j ≥ min{д+j ,m}}.

Moreover, the event on the right is a subset of

⋂
0<j<ζ {h

+
j ≥ д+j },

because if j < ζ then h+j + hj−1 < n − 1, which implies h+j < m.

It follows that the probability of event

⋂
0<j<ζ {h

+
j ≥ д+j } is at

least 1 −O(1/logn). This proves (30), and completes the proof of

Lemma 42. □

Next we compute a bound for the sequence h. Recall that σ =
n lnn − n ln lnn + n ln ln lnn + n.

Claim 44. Pr[hσ > n/4] = O(1/logn).

Proof. We use Lemma 18(d). We have

Pr[hσ > n/4] ≤ Pr[C
0,n/4,n′ ≤ σ ],

and

(n′ − 1) ln(n/4) − n′ ln ln lnn =

n lnn − (3/4)n ln lnn − n ln ln lnn −O(n) > σ .

Substituting this upper bound of σ to the right side of the previous

equation, and applying Lemma 18(d), yields

Pr[hσ > n/4] ≤ e−e
ln ln lnn

= 1/lnn. □

The next statement follows from Lemmas 35 and 42 and Claim 44.

Claim 45. If t2 > τ1 then

Pr[{ fσ ≤ n/4} ∪ {dσ ≥ n/4}] = 1 −O(1/logn).

Proof. Note that step τ2 is a zero-step, and define ȷ̂ to be the

index of that zero-step, i.e., ϱ ȷ̂ = τ2. From Lemma 35,

Pr

[ ⋂
0≤j≤ ȷ̂

{дj ≥ fj }

]
= 1 −O(1/logn).

From that, Lemma 42, and Claim 44,

Pr

[ ⋂
0≤j≤ ȷ̂

{hj ≥ fj } ∩ {hσ ≤ n/4}

]
= 1 −O(1/logn).

If the even above occurs, i.e., hj ≥ fj for all j ≤ ȷ̂, and hσ ≤ n/4,

then: (i) if ȷ̂ > σ , we have fσ ≤ hσ ≤ n/4; and (ii) if ȷ̂ ≤ σ , we
have f ȷ̂ ≤ fσ ≤ hσ ≤ n/4, and since d ȷ̂ + f ȷ̂ ≥ n/2, we have

d ȷ̂ ≥ n/4 and thus dσ ≥ n/4. Therefore, the probability of event

{ fσ ≤ n/4}∪{dσ ≥ n/4} is at least as large as the event’s above. □

We can now conclude the proof of the lower bound of Lemma 6(b)

as follows. If t2 > τ1 then from Claims 31 and 45, the event E B
({dσ ≥ λ}∪{j∗ < σ })∩({ fσ ≤ n/4}∪{dσ ≥ n/4}) has probability

Pr[E] = 1 −O(1/logn).

We argue that E ⊆ {dσ ≥ λ}: If dσ < λ then for E to hold it must

be the case that both j∗ < σ and fσ ≤ n/4. However, j∗ < σ implies

dσ + fσ = n, thus dσ = n − fσ > n − λ > n/2, which contradicts

fσ ≤ n/4. Therefore, if t2 > τ1,

Pr[dσ ≥ λ] ≥ Pr[E] = 1 −O(1/logn).

Finally,

Pr[t2 > τ1] = Pr[nt2
> (n/lnn)1/2] = 1 −O(1/logn),

from Claim 30. Combining the last two results above, gives

Pr[dσ ≥ λ] = 1 −O(1/logn).

Since the total number of agents in states 1 and 2 eventually is

dj∗ ≥ dσ , the claim follows.
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E.4 Proof of Lemma 6(c)

Recall, t1 B min { t : nt (0) < n } and t4 B min { t : nt (0) = 0 }, and

let h B min { t : nt (0) ≤ n/2 }. When an agent u in state 0 interacts

with an agent in a non-0 state, u’s state changes to non-0 with

probability at least 1/4. Also, no transition is possible from a non-0

state to 0. Therefore, for any t > t1 and 0 < k < n,

Pr[nt (0) = k − 1 | nt−1(0) = k] ≥
k(n − k)

4n(n − 1)
≥

min{k,n − k}

8n
.

It follows that h − t1 and t4 − h are both dominated by C
0,n/2,8n ,

thus, from Lemma 18(b), they are both at most O(n logn), w.h.p.
Then, by union bound, t4 − t1 = O(n logn) w.h.p.

F ANALYSIS OF SRE

F.1 Proof of Lemma 7(a)

The proof is very similar to that of Lemma 6(a). Suppose, for con-

tradiction, that all agents are eliminated in SRE. An agent gets

eliminated in SRE, i.e., reaches state ⊥, if at some step it is in a state

s < {z,⊥} and interacts with an agent in state z or ⊥. Let t be the
step when the first agent reaches state ⊥. Then the responder agent

v in that step is either in state z or in state ⊥ right before step t .
In both cases we have a contradiction: If v is in state ⊥ before t ,
this contradicts the definition of t ; if it is in state z then v is never

eliminated in SRE.

F.2 Proof of Lemma 7(b)

Let Xt denote the set of agents that are in state x right after step
t , and let xt B |Xt |. Define similarly Yt ,yt , Zt , zt , and Bt ,bt , for
states y, z, and ⊥, respectively. Let

t1 B min { t : yt ≥ n1/2 } ∪ { t2 }

t2 B min { t : zt > 0 }

t3 B min { t : zt + bt = n }

t4 B t1 + 9n lnn.

Note that t3 is the completion time of SRE.

Claim 46. Pr[t3 > t4] = O(1/n).

Proof. Observe that t3 − t2 is upper bounded by the completion

time of a one-way epidemic originated at the first agent that reaches

state z. Thus, Lemma 20 gives

Pr[t3 − t2 > 8n lnn] = O(1/n). (31)

If zt1
> 0 then t2 − t1 = 0. If zt1

= 0 then yt1
≥ n1/2

and t2 − t1
is upper bounded by the number of steps t > t1, until two agents
from Yt1

interact. It follows

Pr[t2 − t1 > n lnn] ≤

(
1 −

n1/2(n1/2 − 1)

n(n − 1)

)n lnn

= O(1/n),

where the last equation is obtained using the fact (1 − ϵ) ≤ e−ϵ .
By a union bound, Pr[t3 − t1 > 9n lnn] = O(1/n), and substituting

t1 + 9n lnn = t4 yields the claim. □

Let S be the set of agents selected inDES. Since we have assumed

DES is completed before f2, set S is finalized before f2. Let k B |S |

and suppose that k = O(n3/4
logn). Also, k ≥ 1, from Lemma 6(a).

Let Y+t B
⋃
t ′≤t Yt ′ be the set of agents that reach state y before

or at step t , and let y+t B |Y+t |.

Claim 47. There is a constant c > 0 such that for ŷ B cn1/2
log

3 n,
Pr[y+t4

> ŷ] = o(1/n),

Proof. The difference y+t4

−y+t1

is upper bounded by the number

of interactions between agents in S , during the steps t1 < t ≤ t4.
In each such step, the probability q that both agents that interact

belong to S is independent for different steps and

q =
k(k − 1)

n(n − 1)
=

O(n3/4
logn)2

n(n − 1)
= O(n−1/2

log
2 n).

Then,

E[y+t4

− y+t1

] ≤ q9n lnn ≤ c1n
1/2

log
3 n,

for some constant c1. Chernoff bound (12) then gives

Pr[y+t4

− y+t1

> 2c1n
1/2

log
3 n] = o(1/n).

Since y+t1

≤ n1/2 + 1, the claim follows. □

Claim 48. Pr[{zt4
≤ c ′ log

7 n} ∪ {y+t4

> ŷ }] = 1 − o(1/n), for

some constant c ′ > 0.

Proof. Let at , for t1 < t ≤ t4, be 1 if two agents from set Yt−1

interact in step t and y+t−1
≤ ŷ; let at = 0 otherwise. Observe that

zt4
− 1 is bounded by A B

∑
t1<t ≤t4

at , if y
+
t4

≤ ŷ. Thus, for any ℓ,

{A ≤ ℓ } ⊆ { zt4
− 1 ≤ ℓ } ∪ {y+t4

> ŷ } . (32)

For each t1 < t ≤ t4,

Pr[at = 1] ≤
ŷ(ŷ − 1)

n(n − 1)
≤

(cn1/2
log

3 n)2

n2
= c2n−1

log
6 n.

Then,

E[A] ≤ 9n lnn · c2n−1
log

6 n ≤ c2 log
7 n,

for some constant c2. The bound on Pr[at = 1] above is independent

of all at ′, t
′ , t , thus we can apply Chernoff bound (12) to obtain

Pr[A > 2c2 log
7 n] = o(1/n).

From that and (32), we get Pr[{ zt4
− 1 ≤ 2c2 log

7 n }∪{y+t4

> ŷ }] ≥

Pr[A ≤ 2c2 log
7 n] = 1 − o(1/n). □

By union bound, we have Pr[{zt4
≤ c ′ log

7 n} ∪ {y+t4

> ŷ }] ≤

Pr[zt4
≤ c ′ log

7 n] + Pr[y+t4

> ŷ] = Pr[zt4
≤ c ′ log

7 n] + o(1/n), by
Claim 47. Substituting that to the equation of Claim 48 yields

Pr[zt4
≤ c ′ log

7 n] = 1 − o(1/n).

From that and Claim 46,

Pr[zt3
≤ c ′ log

7 n] ≥ Pr[{zt4
≤ c ′ log

7 n}∩{t3 ≤ t4}] = 1−O(1/n).

This completes the proof of Lemma 7(b).
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F.3 Proof of Lemma 7(c)

We will use the steps t2, t3 defined in part (b). We also define

t ′
1
B min

{
t : yt ≥ λ1/2

}
∪ { t2 } , λ B

n ln lnn

lnn
.

The next result is similar to Claim 46.

Claim 49. Pr[t3 > t ′
1
+ 9n lnn] = O(1/logn).

Proof. If zt ′
1

> 0 then t2 − t ′
1
= 0. If zt ′

1

= 0 then yt ′
1

≥ λ1/2
and

t2 − t ′
1
is upper bounded by the number of steps t > t ′

1
, until two

agents from Yt ′
1

interact. It follows

Pr[t2 − t ′
1
> n lnn] ≤

(
1 −

λ1/2(λ1/2 − 1)

n(n − 1)

)n lnn

= O(1/lnn).

Combining that and (31), yields the claim. □

It remains to bound t ′
1
− l2. Let S be the set of agents selected in

DES. Since DES is completed before f2, S is finalized before f2. Let

k B |S | and suppose that k = Ω(n3/4(log logn)1/4(logn)−3/4).

Claim 50. Pr[t ′
1
> l2 + ĉn lnn] = O(1/n), for a constant ĉ > 0.

Proof. Let t5 B l2 + ĉn logn, where constant ĉ is fixed later. Let
dt , for l1 < t ≤ t5, be 1 if two agents from set Xt−1 interact in step

t or if xt−1 < k/2; let dt = 0 otherwise. Let D B
∑
l1<t ≤t5

dt . We

argue that if D ≥ λ1/2
then t ′

1
≤ t5: Suppose that t

′
1
> t5. Then

yt5
< λ1/2

and for each l1 < t ≤ t5, xt−1 > k − λ1/2 > k/2. Hence,

for each l1 < t ≤ t5,dt = 1 only if two agents from setXt−1 interact

in step t , i.e., if yt = yt−1 + 1. Note also that yt ≥ yt−1, for t < t2,

and thus for t < t ′
1
. Therefore, D = yt5

− yl2 < λ1/2
, which is a

contradiction. We have thus shown that D ≥ λ1/2
implies t ′

1
≤ t5.

It follows

Pr[t ′
1
≤ t5] ≥ Pr[D ≥ λ1/2]. (33)

For each l1 < t ≤ t5,

Pr[dt = 1] ≥
(k/2)((k/2) − 1)

n(n − 1)
≥ c3n

−1/2
(log logn)1/2

(logn)3/2

,

for a constant c3 > 0, as k = Ω(n3/4(log logn)1/4/(logn)3/4). Then,

E[D] ≥ ĉn logn · c3n
−1/2

(log logn)1/2

(logn)3/2

≥ 2n1/2
(log logn)1/2

(logn)1/2

= 2λ1/2,

where the second inequality holds if we choose constant ĉ large
enough. The bound on Pr[dt = 1] above is independent of all

dt ′, t
′ , t , thus we can apply Chernoff bound (13) to obtain

Pr[D ≥ λ1/2] = 1 − o(1/n).

From that and (33), the claim follows. □

Finally, combining Claims 49 and 50 using a union bound, com-

pletes the proof of Lemma 7(c).

G ANALYSIS OF LFE

G.1 Proof of Lemma 8(a)

The proof is by contradiction. Suppose that all agents are eventually

eliminated in LFE. An agent can get eliminated in LFE only if it is

eliminated in SRE or interacts with an agent in a state (·, ℓ), where

ℓ > 0. From Lemma 7(a), not all agents are eliminated in SRE, thus

at least one agent reaches a state (·, ℓ), with ℓ > 0. Let ℓ∗ be the

maximum level reached by any agent. Thus, ℓ∗ ≥ ℓ for any state

(·, ℓ) reached by an agent. Then, ℓ∗ > 0. Let u be an agent that

reaches level ℓ∗, i.e., reaches state (in, ℓ∗) or (toss, ℓ∗). Then u was

not eliminated when it reached internal phase 3. Since we have

assumed that all agents are eliminated in LFE eventually, u must

interact at some step with an agent in a state (·, ℓ), where ℓ > ℓ∗.

However, this contradicts that ℓ∗ ≥ ℓ for any state (·, ℓ) reached by

an agent.

G.2 Proof of Lemma 8(b)

Let S be the set of agents that survive SRE. Since we assume SRE is

completed before step f3, the set S is finalized before f3. Suppose
that |S | = k (we have k > 0 by Lemma 7(a)). For any agent u ∈ S , u
is not eliminated in LFE precisely if the largest level ℓ it reaches is

greater or equal to the levels reached by the other k − 1 agents in S .
Hence, the probability that u is not eliminated in LFE is

µ−1∑
ℓ=0

(
2
−ℓ−1(1 − 2

−ℓ−1)
k−1

)
+ 2

−µ =

µ∑
ℓ=1

(
2
−ℓ(1 − 2

−ℓ)
k−1

)
+ 2

−µ .

We have ∑
logk≤ℓ≤µ

(
2
−ℓ(1 − 2

−ℓ)
k−1

)
≤

∑
logk≤ℓ≤µ

2
−ℓ ≤ 2/k,

and∑
1≤ℓ≤logk

(
2
−ℓ(1 − 2

−ℓ)
k−1

)
≤

∑
1≤ℓ≤logk

(
2
−ℓe−2

−ℓ (k−1)
)
= O(1/k).

Substituting these above, yields that the probability of u not being

eliminated in LFE is O(1/k), thus, the expected total number of

agents that are not eliminated in LFE is O(|S |/k) = O(1).

G.3 Proof of Lemma 8(c)

Observe that after step l3, there are no agents left in the initial state,

(wait, 0). Moreover, each agent in state (toss, ·) participates (as
an initiator) in at most µ + 1 = O(log logn) interactions before it
reaches state (in, ·). By Chernoff bound (12), an agent that is in

state (toss, ·) right after l3, will reach a state (in, ·) afterO(n logn)
steps w.h.p. And by a union bound, w.h.p. every agent is in some

state (in, ·) or (out, ·) at the end of step t1 = l3 + cn logn, for a
large enough constant c > 0. From then on, the additional number

of step until the max-level propagates to all agents is bounded by

the completion time of a one-way epidemic, which is O(n logn)
w.h.p. (Lemma 20). By a union bound, the completion time of LFE

is t1 +O(n logn) = l3 +O(n logn) w.h.p.
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H ANALYSIS OF EE1

H.1 Proof of Lemma 9(a)

The proof is by contradiction. Suppose that all agents are eventually

eliminated in EE1. An agent u can get eliminated in EE1 only if it

is eliminated in LFE, or if it is in state (in, 0, ρ) and interacts with

an agent in a state (·, 1, ρ). From Lemma 8(a), not all agents are

eliminated in LFE. Thus, there is a step t in which some agent in

state (in, 0, ρ) interacts with an agent in state (·, 1, ρ). Let ρ∗ be the
largest ρ for which such a step t exists. Then the responder agent in

step t is in state (·, 1, ρ∗). Letw denote the first agent that reaches

a state (·, 1, ρ∗); then the state reached byw must be (in, 1, ρ∗). It
follows that w is not eliminated in EE1 before reaching internal

phase ρ∗ + 1. Since w must be eliminated eventually, as we have

assumed that all agents are, there is some ρ ′ > ρ∗ and a step t ′, such
thatw is in state (in, 0, ρ) right before t ′, and at t ′ w interacts with

an agent in state (·, 1, ρ). This, however, contradicts the definition
of ρ∗.

H.2 Proof of Lemma 9(b)

We start by analyzing a simple game.

Claim 51. Consider the following game. We start with k0 = k
fair coins. In each round r ≥ 1 of the game, we toss all coins that

are still in the game. A coin is removed from the game in round r if
its outcome is tails and the outcome of at least one other coin in the

round is heads. Let kr denote the number of coins that are still in the

game after r rounds. Then E[kr − 1] ≤ (k − 1)/2
r
.

Proof. The proof is by induction on r . For r = 0, kr − 1 =

k − 1 = (k − 1)/2
0
, thus the claim holds. Let r ≥ 0 and suppose that

E[kr − 1] ≤ (k − 1)/2
r
. If kr = s , i.e., there are s coins still in the

game at the beginning of round r + 1, the probability a give coin is

not removed in this round is 1/2 + 1/2
s . It follows

E[kr+1 | kr = s] = s(1/2 + 1/2
s ).

Then

E[kr+1 − 1 | kr = s] = s(1/2 + 1/2
s ) − 1 ≤ (s − 1)/2.

It follows

E[kr+1 − 1] ≤ E[kr − 1]/2 ≤ (k − 1)/2
r+1,

by the induction hypothesis. This completes the inductive proof. □

Let S be the set of agents that survive LFE. Since we assume LFE

is completed before step f4, the set S is finalized before f4. Suppose
that |S | = k . W.l.o.g., we assume that for every agent u ∈ S , we
toss in advance µ coins, and we use the outcome of these coins to

determine the outcome of any interaction (toss, 0, ·) + (·, ·, ·) in

which u participates as an initiator; let Ru denote this sequence

of coin tosses. Let Eρ , for 4 ≤ ρ ≤ ν − 2 denote the event that

right before step fρ+1, every agent is either in state (in, x, ρ) or
(out, x, ρ), where x ∈ { 0, 1 } is the maximum value of any coin in

phase ρ. Note that if Eρ occurs, then the agents in state (in, x, ρ)
right before fρ+1 are precisely those that survive phase ρ in EE1.

Let Eρ B
⋂

4≤i≤ρ Ei . It is now easy to see that, given Eρ , sρ is

equal to kr , for r = ρ − 3, if the same coins are used in the game as

those in the protocol, i.e., the sequence of outcomes of the ith coin,

among the k coins that start the game, is a prefix of the sequence

Ru of coin values generated for the ith agent u ∈ S . It follows

E[kρ−3 − 1] ≥ E[(sρ − 1) · 1Eρ ].

Using Claim 51 to bound the left side, yields

E[(sρ − 1) · 1Eρ ] ≤ (k − 1)/2
ρ−3. (34)

Claim 52. Pr[W4,ρ \ Eρ ] = O(ρ/n
cW+1).

Proof. Let t ′ρ be the first step such that each agent participates

as an initiator in at least one interaction in steps lρ < t ≤ t ′ρ .
Let also tρ be the first step that satisfies the following condition.

Consider the schedule of interactions in steps t ′ρ < t ≤ tρ , i.e.,
the sequence of the agent pairs that interact in those steps. The

condition that tρ must satisfy is that a one-way epidemic originated

at any agent is completed after at most tρ − t ′ρ steps, if the schedule

of interactions is the same as the one above. We have

Pr[t ′ρ > lρ + (cW + 2)n lnn] ≤ n(1 − 1/n)(cW+2)n lnn ≤ n−cW−1.

Also, by Lemma 20,

Pr[tρ > t ′ρ + (4cW + 8)n lnn] ≤ 2n−cW−1.

It follows

Pr[tρ ≥ lρ + (5cW + 11)n lnn] ≤ 3n−cW−1.

Observe now that {tρ < fρ+1} ⊆ Eρ : As soon as every agent has

participated in at least one interaction after step lρ , no agent is

still in state (toss, 0, ρ); and once that happens, completing the

one-way epidemic dissemination of the largest coin value before

step fρ+1 ensures that every agent is in state (in, x, ρ) or (out, x, ρ)
before fρ+1. It follows that {tρ < lρ + (5cW + 11)n lnn} ⊆ {tρ <

fρ+1}∪{ fρ+1 < lρ +(5cW+11)n lnn} ⊆ Eρ ∪ ¯Wρ ,ρ ⊆ Eρ ∪ ¯W4,ρ .

Then

Pr[Eρ ∪ ¯W4,ρ ] ≥ Pr[tρ < lρ + (5cW + 11)n lnn]

≥ 1 − 3n−cW−1,

and by union bound,

Pr[Eρ ∪ ¯W4,ρ ] ≥ 1 − 3(ρ − 3)n−cW−1.

This implies the claim. □

We have

E[(sρ − 1) · 1W4,ρ ] ≤ E[(sρ − 1) · 1Eρ ] + E[(sρ − 1)1W4,ρ \Eρ ]

≤ (k − 1)/2
ρ−3 + (k − 1) · Pr[W4,ρ \ Eρ ]

≤ (k − 1)/2
ρ−3 +O((k − 1)ρ/ncW+1)

≤ k/2
ρ−3,

where in the second line we used (34), in the third we used Claim 52,

and the last line holds for all large enough n since cW ≥ 1.
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I ANALYSIS OF EE2

I.1 Proof of Lemma 10(a)

We will use the next claim, which follows from a simple inductive

argument.

Claim 53. Suppose that Lint(r ) > 0, for all ρ1 ≤ r ≤ ρ2. For any

lρ1
≤ t < fρ2

, if two agents have the same value in their variable

parity right after step t , then they are in the same internal phase.

Suppose that Lint(r ) > 0, for all r ≤ ρ + 1. We must show

that not all agents are eliminated in EE2 before reaching internal

phase ρ + 1. The proof is similar to that of Lemma 9(a). Suppose for

contradiction that every agent is eliminated in EE2 before reaching

internal phase ρ + 1. An agent u can get eliminated in EE2 only

if it is eliminated in EE1, or if it is in state (in, 0,p) and interacts

with an agent in a state (·, 1,p). From Lemma 9(a), not all agents are

eliminated in EE1. Thus, there is a step t in which some agent in

state (in, 0,p) and internal phase r , interacts with an agent in state

(·, 1,p). Let ρ∗ be the largest r for which such a step t exists. Then
ρ∗ ≤ ρ since we have assumed that all agents are eliminated in EE2

before reaching internal phase ρ + 1. For the same reason, t < lρ+1,

and thus t < fρ+2, because of the assumption that Lint(ρ + 1) > 0.

Since the responder agent v in step t is in state (·, 1,p), its variable
parity is the same as u’s before the step, and Claim 53 implies that

v’s internal phase is ρ∗ at that point. Letw denote the first agent

that reaches state (·, 1,p) while being in internal phase ρ∗; let t ′ be
the step when that happens. Then the state of w right after step

t ′ must be (in, 1,p), otherwise w interacts at t ′ with an agent w ′

who is already in state (·, 1,p) and, by Claim 53, also in internal

phase ρ∗, contrary to the definition of w . It follows that w is not

eliminated in EE2 before reaching internal phase ρ∗ + 1. Since w
must be eliminated before reaching internal phase ρ + 1, as we have

assumed that all agents are, there is some ρ ′ > ρ∗ and a step t ′′,
such thatw is in state (in, 0,p′) and internal phase ρ ′ right before
t ′′, and at t ′′ w interacts with an agent in (·, 1,p′). This, however,
contradicts the definition of ρ∗.

I.2 Proof of Lemma 10(b)

The proof is similar to that of Lemma 9(b). Suppose that Lint(ν −
1) > 0. Let S be the set of agents not eliminated in EE1. Since

Lint(ν − 1) > 0, S is finalized before step fν > lν−1. Suppose that

|S | = k . W.l.o.g., we assume that for every agent u ∈ S , we toss
in advance cW logn coins, and we use the outcome of these coins

to determine the outcome of any interaction (toss, 0, ·) + (·, ·, ·) in
which u participates as an initiator; let Ru denote this sequence of

coin tosses. Let E ′ρ be the event E ′ρ B
⋃
ρ−1≤r ≤ρ+1

{Lint(r ) > 0}.

Note that given E ′ρ , Claim 53 implies that if an agent u in internal

phase ρ has the same parity value as another agent v , then v is

also in internal phase ρ. Let Eρ , for ν ≤ ρ ≤ cW logn, be the

event that, if E ′ρ occurs, then right before step fρ+1, every agent

is either in state (in, x,p) or (out, x,p), and in internal phase ρ,
where x ∈ { 0, 1 } is the maximum value of any coin in phase ρ,
and p = ρ mod 2. Define Eρ B

⋂
ν ≤i≤ρ (Ei ∩ E ′i ). Given Eρ , sρ is

equal to kr , for r = ρ −ν + 1, if the same coins are used in the game

as those in the protocol, similarly to the proof of Lemma 9(b). Then

E[kρ−ν+1 − 1] ≥ E[(sρ − 1) · 1Eρ ].

and from Claim 51,

E[(sρ − 1) · 1Eρ ] ≤ (k − 1)/2
ρ−ν+1. (35)

Also, similarly to Claim 52, we have:

Claim 54. Pr[Wν−1,ρ+1 \ Eρ ] = O(ρ/n
cW+1).

Proof. Let t ′ρ and tρ be defined as in the proof of Claim 52. We

showed there that

Pr[tρ ≥ lρ + (5cW + 11)n lnn] ≤ 3n−cW−1.

Also, similarly to the proof of Claim 52, {tρ < fρ+1} ⊆ Eρ . It
follows {tρ < lρ + (5cW + 11)n lnn} ⊆ {tρ < fρ+1} ∪ { fρ+1 <

lρ+(5cW+11)n lnn} ⊆ Eρ∪ ¯Wν−1,ρ+1 Note also Eρ∪ ¯Wν−1,ρ+1 =

(Eρ ∩ E ′ρ ) ∪
¯Wν−1,ρ+1, as ¯Wν−1,ρ+1 ⊆ E ′ρ . Then

Pr[(Eρ ∩ E ′ρ ) ∪
¯Wρ−1,ρ+1] ≥ Pr[tρ < lρ + (5cW + 11)n lnn]

≥ 1 − 3n−cW−1,

and by union bound,

Pr[Eρ ∪ ¯Wν−1,ρ+1] ≥ 1 − 3(ρ − ν + 1)n−cW−1.

This implies the claim. □

We have

E[(sρ − 1) · 1Wν−1,ρ+1
]

≤ E[(sρ − 1) · 1Eρ ] + E[(sρ − 1)1Wν−1,ρ+1\Eρ ]

≤ (k − 1)/2
ρ−ν+1 + (k − 1) · Pr[Wν−1,ρ+1 \ Eρ ]

≤ (k − 1)/2
ρ−ν+1 +O((k − 1)ρ/ncW+1)

≤ k/2
ρ−ν+1,

where in the third line we used (35), in the forth we used Claim 54,

and the last line holds for all large enough n, as ρ ≤ cW logn.

J ANALYSIS OF SSE

J.1 Proof of Lemma 11(a)

It is immediate from the SSE protocol that Lt+1 ⊆ Lt , for any t ≥ 0,

because there is no transition that changes the state of an agent

from non-C to C, and the only possible transition to state S is from

state C.
Let St ⊆ Lt be the set of agents in state S right after step t .

Claim 55. If St , ∅ then St ′ , ∅ for all t ′ > t .

Proof. Suppose for contradiction this is not true, and let t ′ > t
be the first step for which St ′ = ∅. Then in step t ′, an agent’s state

changed from S to non-S. This is possible only if it interacted with

another agentv in state S at step t ′. But thenv’s state is still S right
after step t ′, which contradicts St ′ = ∅. □

Wenow show that Lt , ∅, for all t ≥ 0. Suppose for contradiction

this is not true, and let t ′ be the first step for which Lt ′ = ∅. Clearly

t ′ > 0, as L0 contains all agents. Also St = ∅ for all 0 ≤ t ≤ t ′,
otherwise Claim 55 would imply that St ′ , ∅ and thus Lt ′ , ∅. It

follows that no agent reached state S in any of the first t ′ steps,
and thus no agent reached state F either. Since we have assumed

that Lt ′ = ∅, and all agents are initially in state C, they must all

have their state changed to E at some point during the first t ′ steps.
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This means that all agents are eliminated in EE1, which contradicts

Lemma 9(a). This completes the proof of Lemma 11(a).

J.2 Proof of Lemma 11(b)

Claim 56. If Sl ′
1

= {u} then v < St for all v , u and l ′
1
≤ t < f ′

2
.

Proof. Suppose for contradiction that v ∈ St , for some v, t as
above, and consider the smallest such t . Clearly t > l ′

1
, as we have

assumed Sl ′
1

= {u}. Since t < f ′
2
, agentv can only move to state S at

step t , if it is true at t thatv is not eliminated in EE2 and xphase = 1,

and it is true right before step t that v is in state C. If this is the
case, however, the same conditions are also true for the step t ′ ≤ l ′

1

at which v reached external phase 1. It follows that v ∈ St ′ , which
contradicts thatv is in state C right before step t , as an agent cannot

return to state C once it leaves that state. □

Suppose that Sl ′
1

= {u}. Let Ft be the set of agents in state F right

after step t , and let t1 B min{t : |St ∪Ft | = n}. Then t1 −l
′
1
is upper

bounded by the completion time of a one-way epidemic started

at u, because when an agent u ′ interacts with an agent v who is

in state S or F, agent u ′ is also in state S or F after the interaction.
Since the completion time of a one-way epidemic isO(n logn)w.h.p.

(Lemma 20), we have w.h.p.

min{t : |St ∪ Ft | = n} ≤ l ′
1
+O(n logn).

From Claims 55 and 56, it follows |St | = 1 for all l ′
1
≤ t < f ′

2
.

Thus min{t : |St ∪ Ft | = n} ≥ min{t : |Ft | = n − 1} ∪ { f ′
2
} ≥

min{t : |Lt | = 1} ∪ { f ′
2
}. Combining that with the bound above

completes the proof of Lemma 11(b).

J.3 Proof of Lemma 11(c)

Suppose that |Lt2
| = κ > 1. Since t2 ≥ l ′

2
, no agent is in state C after

t2, and thus no new agents reach state S at any later step. Therefore,
min { t : | Lt | = 1 } = min { t : | St | = 1 } . To bound the right side,

it suffices to consider just interactions in which both agents are

in state S. Each such interaction reduces the size of St by one.

If |St | = k , the expected number of steps before an interaction

between agents in S occurs is
n(n−1)

k (k−1)
. It follows

E[min { t : | Lt | = 1 }] = E[min { t : | St | = 1 }]

= t2 +
∑

2≤k≤κ

n(n − 1)

k(k − 1)
≤ t2 +

∑
k≥2

n(n − 1)

k(k − 1)

= t2 + n(n − 1).
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