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Abstract. Smart glasses are autonomous and efficient computers that can per-
form complex tasks through mobile applications. This paper focuses on text input 
for mobile context. We present a new connected fabric to smart glasses as a de-
vice for text entry. This device, integrated into clothing, provides a new interac-
tion technique called TEXTile. It allows typing without requiring users to hold a 
device. Users can put fingers anywhere on the fabric surface and release them, 
without needing to look at the fabric or using markers on the fabric. The text entry 
technique is based on eight combinations of fingers in contact or released, iden-
tified as pleasant among 15 in a survey involving 74 participants. A first user’s 
study with 20 participants establishes that the eight combinations for TEXTile 
were significantly reliable (98.95% recognition rate). A second study with nine 
participants evaluates the learning curve of TEXTile. Users achieved a mean typ-
ing of 8.11 WPM at the end of ten 12-minute sessions, which can be slow, but 
sufficient with short text compared to other advantages of the technique. Results 
show low error rates for tasks completed and good usability (76% in SUS ques-
tionnaire). The NASA-TLX questionnaire establishes there is no important men-
tal or physical workload to accomplish the task. 

Keywords: Wearable, smart glasses, textile, forearm interaction, text entry. 

1 Introduction 

Today, the smartphone is the most widespread device in the world offering access to a 
broad range of apps, tools, and services. However, the mobile device has some practical 
limitations : it is often in the pocket or bags [1], and it does not allow quick access. In 
addition, during use, the user’s hands are occupied, even if they are not interacting with 
the device, which makes its use frustrating in some context.  

Smart glasses can overcome these limitations. This device looks like conventional 
eyeglasses including electronic components: a processor, sensors (Wifi, Bluetooth, 
GPS, accelerometer, gyroscope, etc.)  and a transparent display screen that allows a 
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simultaneous vision of physical and digital worlds.  Current smart glasses are autono-
mous and efficient computers that can perform more complex tasks for mobile applica-
tions. When using smart glasses, users may need to enter text: to search for information, 
to reply to a message or to write a note. Common text entry used with smartphones or 
computers may be complex to use with smart glasses. 

The first commercial smart glasses, the Google Glass [2], provided speech recogni-
tion to enter text. However, this technique is inappropriate in noisy environments [3], 
and users didn't like it in public places [4]. There is a need to design a new text entry 
system for use in conjunction with smart glasses beyond what is currently available [5]. 

In this paper, we propose a new text entry technique called "TEXTile". This tech-
nique uses a new one-dimensional tactile fabric device that is placed on the forearm 
while being connected to the smart glasses. We did an online survey to identify the 
most comfortable combinations of fingers in contact with the fabric device. With these 
combinations, we built a grammar for our new text entry technique. Two user studies 
were conducted: one demonstrated the performance and reliability of the device, and 
one experimented the performance of the new text entry technique. The contribution of 
our work includes:  

1. A smart textile for input with smart glasses based on a literature review and concep-
tual modeling. 

2. A low cost and reliable prototype integrated into the fabric of one’s clothing, e.g., 
on the forearm.  

3. A new text entry technique using a grammar based on a user study that matches with 
the conceptual framework of our prototype. 

2 Motivating Goal And Design Rational 

In a mobile environment, the text entry task can be done standing, walking or sitting. 
The user cannot hold additional devices because his hands can be busy, and he cannot 
always use audio input due to respect privacy. Such a context would include for exam-
ple a pedestrian that sends a message while walking in the street, a worker attending a 
meeting and taking short notes, or a clinician accessing patient records while interacting 
with the patient. To meet the needs of this context, we have set the following require-
ments for our design: 

• (Req 1) The location of the interaction: interaction with the device should not hamper 
the user work. He should not carry an extra device in his hand or wear a glove. Wrist 
and forearm interactions are the most socially acceptable [6].  

• (Req 2) The discretion of the device: the device must be invisible and comfortable 
during a mobility situation. It should not be cumbersome to affect the user work 
(e.g., a smartphone placed on the forearm). 

• (Req 3) Eyes-free interaction: since the smart glasses screen is in front of the eyes, 
the user must be able to interact while remaining engaged to both real and digital 
worlds.  
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3 Related Works 

With the emergence of mobile and wearable technologies, many research has been in-
terested in text entry because this task requires effective hardware or software solutions 
to compensate for the absence of classic keyboards. With smart glasses, the great ad-
vantage is to be able to interact while remaining attentive to the real world, since the 
smart glasses screen is in front of the eyes. This advantage becomes a challenge for 
tasks like text entry. Usually, the user looks at the keyboard to enter text and looks at 
the screen to check for text accuracy. With smart glasses, the user can look at the real-
world, while walking and interacting with the virtual environment. In this context, it is 
ineffective and cumbersome to look at a text entry device.  

Many classifications exist for text entry techniques. In this paper, we divide text 
entry techniques into two groups: those that require a single action and those that re-
quire multiple actions to select a character. We define an action as a gesture, a flick, a 
selection by pointing one or more touch simultaneously, etc. 

3.1 Text entry techniques using a single action to select a character  

The best known single action technique is the standard keyboard: one character maps 
to one physical key. It can be physical or virtual. Small versions of Qwerty keyboard 
for wearable exist, but they failed to gain acceptance due to their lower text performance 
and their fatigue level [7]. To overcome space limitation, chorded keyboards were in-
troduced to decrease the number of keys. A chord is a combination of keys pressed 
simultaneously. One of the most common is the one-handed Twiddler keyboard [8]. 
Other research has proposed several chording techniques based on Braille encodings: 
BrailleTouch [9] and Perkinput [10]. These techniques are implemented on 
smartphones. Although designed primarily for visually impaired people, they can be 
used for text entry on smart glasses. The disadvantage of chorded keyboards is the effort 
needed to learn chords. 

Single-action techniques involve also gestures based input. Gestures can be per-
formed with a two-dimensional device. To ease learning, Graffiti [11] and EdgeWrite 
[12] use gestures that are more or less related to the shape of the Latin letters. Graffiti 
[11] supports quick learning and aid retention through the similarity of most characters 
to the Romain alphabet, but it requires accuracy. EdgeWrite [12] needs less accuracy 
but requires edges to perform the gestures and gestures are less related to the shapes of 
the letters. With QuikWriting [13] and 8pen [14], users trace gestures around a central 
region of the layout to one or more zones around the center to enter a character. Since 
the layout of the characters determines the gestures, it is challenging to support text 
entry in a mobile situation:  the gestures require users to find locations of the character. 
Gestures can be performed as well in the air. A sensor captures the gesture, and the user 
can perform a gesture in the air associated with a character as in Airwriting [15] or 
Airstroke [16]. These techniques have some human factors limitations because it causes 
fatigue in the arms [17]. This technology requires the user to make gestures publicly in 
front of the face, but users do not appreciate [18]. PalmType [26] is a technique that 
uses the palm of the hand as a keyboard to enter text. A virtual keyboard is displayed 
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on the smart glasses, and the user touches his palm. Infrared sensors located on the 
forearm detect each touch. This technique requires the user to locate the specific region 
on the palm to enter the characters. As some smart glasses have a tactile surface, Yu 
and al. [27] proposed a system of gestures on this surface: each character is a set of one-
dimensional lines that mimic the representation of the character with handwriting. This 
system does not support numbers and special characters. 

3.2 Text entry techniques using multiple actions to select a character  

Multiple actions to select a character allow reducing the space to interact and sim-
plify the learning. Actions are sequential and they allow navigating in the space of char-
acters. Users first select a group of characters and a character among this group. Mes-
sageEase [19] was primarily designed for 12-button keypad of mobile phones. It uses a 
tap for the first action followed by a tap or a slide-lift for the second action. With Flick-
Key [20] and ThumbText [21], the keyboard layout is divided into six large keys. The 
user selects a group of characters by pointing a position on the surface and make a flick 
for the second action to select the character. All of these three techniques may imply 
accuracy issues because they require to locate where to tap for the first action. More 
than two actions can be performed in H4-writer [22], H4-TEG [23], MDITIM [24] to 
select a character depending on the frequency of the character. The Huffman coding 
using four keys represent the characters, but it requires learning.  

Swipezone [28] was adapted from SwipeBoard technique [29] to smart glasses. By 
using this technique, each character is encoded with two actions: a first swipe that se-
lects the region on the keyboard, and a second swipe that selects the character. This 
technique is very efficient and does not require a lot of learning because it uses the 
Qwerty layout. Holdboard [30] uses the same interaction technique, but unlike in 
Swipezone, it merges the selection of the region and the selection of the character in 
one gesture. The location of the thumb touching the edge of the smartwatch selects a 
group of characters (starting point of the gesture), and then, a swipe selects the desired 
character. That’s why we consider it in the multiple actions category. This technique 
has also a problem with localization. 

3.3 Devices used for text entry 

Many devices can be associated with a text entry technique on smart glasses. 

Handheld devices. In this category, we can find small versions of the Qwerty keyboard 
or Twiddler chorded keyboard with different buttons [8]. Another technology is a gy-
roscope-based handheld device [31], and it consists in entering the text by using a 
handheld controller to select the character on a keyboard with hand movement. The 
user must hold the controller in the hand and tilt it to different angles to select targets 
(characters) on the screen. Holding an extra device does not satisfy our requirement. 
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Hand wearables. DigitTap [32] is a wrist-worn device with an accelerometer to detect 
tap time and a camera to detect tap location. The acquisition of tap location cannot be 
accurately recognized in the occlusion environment or with wrist movement. Another 
work, DigitSpace [33], includes a pair of magnetic-sensing nail-ring chains mounted in 
the hand of the user. The prototype is very cumbersome in some mobile contexts. Other 
works use thumb-to-fingers interaction, but by wearing a glove [23,34,35,36]. The more 
recent and advanced work is DigiTouch[36], which senses a continuous touch position 
and detects the thumb position along the length of a finger by using conductive fabric 
strips and a conductive patch on the thumb pad. This technique uses one action by using 
the two hands. Though the technique is promising and can achieve high text entry 
speed, wearing a glove during the interaction may hamper the user in a mobile situation 
and may make his tasks difficult to master. Other wearable devices use eyes-free text 
entry, such as a ring [37], miniature touch surface [21] or even a nail-mounted device 
[38]. For example, asking the user to tap the finger that carries the ring [37] on a surface 
in different directions to select a character, has a variable performance that depends on 
the surface quality. Also, users of [21,38] may have difficulty because the interaction 
surface is limited to a small portion and can suffer from precision. 
 
Eye or head tracking. With significant advances in eye-tracking performance, we can 
use eye movement for text entry [39] with smart glasses.  In eye-tracking systems, peo-
ple are usually asked to fix long enough on a character to select it. In a mobile context, 
the user could not keep visual attention to his environment.  Moreover, interacting with 
the head using a gyroscope [40] requires learning and can be a source of fatigue if the 
text is long. It requires considerable visual attention while typing, along with constant 
head movement, which seems to be difficult in situations of needed mobility, making 
this technology also socially troublesome. 
 
Microphone. Text entry using voice seems to be the most natural technique with a 
good performance outcome [25]. However, it raises issues of reliability and confiden-
tiality in mobile situations.  
 
Interactive textile. Many new inexpensive interactive textile materials are marketed. 
They can be made for invisible and ubiquitous interactions [41]. Several studies are 
interested in interactive textiles. One of the earliest is PocketTouch [42], that inserts a 
capacitive device grid in the pocket, but not integrated on the fabric of the pocket. Other 
works such as [43] and [44] have designed a resistive surface in the form of a matrix of 
pressure sensors, on the textile surface. Resistive technology does not detect multiple 
points in an efficient way. zPatch [45] combines resistive and capacitive technology, 
making a patch to detect hover, touch, and pressure on its interface. It does not yet allow 
multi-finger interactions. 
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4 The Text Entry Technique TEXTile 

4.1 Description Of The Prototype 

To meet the needs defined above (section 2), we chose to use an interactive textile that 
can be placed on clothing. We have designed a textile surface with a capacitive grid, 
which allows us the recognition of several simultaneous contact points, as outlined in 
detail below. 
 
Hardware Device. Our prototype is a tactile fabric with a size of 11.9 cm x 10 cm. The 
prototype consists of 36 parallel conductive threads (thin, stainless, and washable), 
sewn in a linear array onto the fabric with a spacing of 3.5 mm. Three “12-cap-touch 
breakout MPR121” [46] cards are used to connect the threads. These cards allow us the 
capacitive sensing of touch on the tactile fabric. The cards manage the sensitivity. In 
addition, cards connect the 12 threads. All three cards are connected to a FLORA mi-
crocontroller (see Fig. 1). 

 

 
  Capacitive sensor under textile                 36 threads sewn in a linear array 

Fig. 1. The prototype has 36 parallel conductive threads sewn in a linear array connected to ca-
pacitive sensors. 

The microcontroller receives the touch events (contact or release) of each entry 
among the 36 entries. The device is connected to smart glasses with an OTG cable. A 
Bluetooth module can be integrated for a wireless solution if desired. The touch surface 
is framed by a red plastic rectangle so that the user can feel if their fingers are moving 
away from the touch surface. 

To meet the first requirement (Req1), we explored the idea of attaching the device 
to the sleeve of a white lab coat, with snap buttons. Thus, when the user wears the coat, 
he can interact with the surface on the forearm. 

 
Processing Software. The data transmitted by the MPR121 cards are processed at two 
levels. The first level, on the Arduino platform based on C/C++. This platform can 
detect touch events (contact or release) on the thread, and knows on which thread the 
event has been performed. After detection, the information is sent using the I2C serial 
bus communication protocol at the second level.   
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The second level is programmed in JAVA using the Android SDK because the smart 
glasses run under the Android system. This level interprets the state of the threads, in 
terms of fingers in contact or released. The combination of fingers is validated after a 
time without changing of states on the threads. The prototype can identify the numbers 
of fingers in contact with the textile surface by extracting the touch groups on the sur-
face. Then, if the user releases fingers, the algorithm identifies which fingers are re-
leased by eliminating the touch groups from the start position. Once the operations are 
interpreted by the algorithm, in terms of interaction, specific actions on the system can 
be triggered. 
 
Prototype limitation. Our prototype was simplified to perform 1D interactions any-
where on the surface in order to have reliability in fingers in contact and released de-
tection. However, it has some limitations in the type of gestures that we can perform on 
the surface. The prototype does not identify which fingers are on the surface, that is 
why we need a start position to detect released fingers. Another limitation to the detri-
ment of the simplicity of the prototype is that we cannot perform two-dimensional ges-
tures as in many common techniques. 

4.2 Preliminary Study  

Our goal was to find a language of interaction based on simple contacts-and-releases of 
the four fingers (forefinger, middle finger, ring finger and little finger). The thumb was 
ignored because of its shifted position from the other fingers. We define  a combination 
of 4 values 𝑑"𝑑#𝑑$𝑑%	where the state of each finger 𝑑'	is defined by : 
	

𝑑' = )
0, 𝑖𝑓	𝑓𝑖𝑛𝑔𝑒𝑟	𝑖	𝑖𝑠	𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑
1, 𝑖𝑓	𝑓𝑖𝑛𝑔𝑒𝑟	𝑖	𝑖𝑠	𝑖𝑛	𝑐𝑜𝑛𝑡𝑎𝑐𝑡	𝑤𝑖𝑡ℎ	𝑡ℎ𝑒	𝑑𝑒𝑣𝑖𝑐𝑒	

	
𝑓𝑜𝑟𝑒𝑓𝑖𝑛𝑔𝑒𝑟 = 1	 ≤ 𝑖 ≤ 4 = 𝑙𝑖𝑡𝑡𝑙𝑒	𝑓𝑖𝑛𝑔𝑒𝑟 

 
We started by conducting an online survey to identify comfortable combinations by 

using our prototype. The online survey was an effective tool for obtaining quick feed-
back on acceptability, as well as related to comfort with a gestural interface [47].  
 
Participants. An email was sent requesting volunteers for the study. The email was 
dispatched on a university mailing list. Participants were encouraged to send it to others 
to participate in the study. We sent it to our families and friends too. 74 participants (37 
females, 64 right-handed) answered to the online survey, 62% aged between 15-24, 
18% between 25-34, 5% between 35-44, 4% between 45-54, 3% between 55-64 and 
7% more than 65 years old. 69% were students, 19% workers, 5% retired persons, 3% 
unemployed, 3% housewife and 1% at college student. 
  
Task and Procedure. The online survey examined the possible types of interaction 
while using our prototype: the RELEASE, i.e. release fingers “simultaneously” from a 
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start combination. We have chosen as the start combination the one where the four 
fingers (index, middle, ring and little) are in contact with the surface. The thumb was 
ignored because of its position being too offset from the others. We have 15 possible 
combinations of finger released. We have explored this “RELEASES” because they 
can (1) be performed in our 1D interaction surface, (2) be detected in an accurate way 
on our device, and (3) meet the eyes-free interaction without needing to look at the 
fabric or using markers on the fabric.  

Before starting the survey, we inform the participants that the purpose of the study 
was to evaluate the comfort of these combinations to be used as part of an interface. 

The survey illustrated the 15 combinations, with animated demonstrations in the 
form of a hand that performs the combination on the surface and with a brief descrip-
tion. In this way, the participants of the study could reproduce the combination. The 
videoed action took about two seconds, played in a loop. Participants were asked to 
reproduce and rate each combination, according to the comfort level they felt by using 
a five-point Likert scale—from “Not at all comfortable” to “Very comfortable”. All 
combinations are displayed in the same order on a single page with scrolling. The user 
can go back and correct a rate he gave. 

Each combination was coded as follows: the finger in contact with the surface is 
represented by a 1 (or 0 if it is released). We presented the four fingers by a sequence 
of 4 digits where the high weight is associated with the index and the low weight with 
the little finger. For example, “RELEASE_0110” maps to “release the forefinger and 
the little finger from the start combination”. 

 
Results. Figure 2 shows the average scores for the 15 combinations. 

 
Fig. 2. Mean score of each combination for the RELEASE operation. 

We only retained the comfortable combinations that had a score of more than 3.5 to 
eliminate the combinations with negative or neutral score—giving us 8 combinations: 

• 3 combinations with a one released finger: 0111, 1011, 1110. 
• 2 combinations with two released fingers: 0011 et 1100. 

1: Finger in contact 
0: Finger released 
Combination d1d2d3d4 of forefinger, middle finger, ring finger and little finger  

COMBINATION 



9 

 

• 2 combinations with three released fingers: 0001, 1000. 
• 1 combination with four released fingers: 0000. 

From our analysis, we learned that comfortable combinations do not require the user 
to release non-adjacent fingers. 

4.3 Evaluation Of Device Reliability 

The purpose of the experiment is to evaluate the reliability of the device. 
 
Participants. Twenty unpaid volunteer participants (average age 21.6 years, all right-
handed) were recruited from the University's Computer Science PhD program. Partici-
pants never used smart glasses neither connected textile surfaces in the past. 
 
Task. The goal is to evaluate the performance of the detection of the start combination 
(four fingers in contact with the textile surface) and the number of fingers released 
detected from the start combination. Participants had to interact with the textile surface 
in response to a visual stimulus displayed on the smart glasses. The stimulus (see Fig. 
3) asked the user to put the four fingers in contact. Once the fingers are in contact with 
the surface, arrows indicates the fingers to release.  

Fig. 3. Screenshot of the task 

Procedure. Our study follows a single-variable plan: the operation (start combination, 
RELEASE) with an intra-subject configuration. The RELEASE operation had 8 possi-
bilities (the selected combinations). Each combination was tested 10 times. Each par-
ticipant performed 80 tests as follows: 0000 " 1111 " RELEASE. We collected data 
for 0000"1111 (8x10) and 1111"RELEASE (8x10). The task order was randomized 
with only one constraint: a RELEASE task always comes after a starting position task. 

 
Before starting the tests, participants were asked to read a document that specifies 

the purpose of the experiment, the task to be performed, and the devices to use. They 
also fill out a pre-questionnaire for demographic information (age, gender, laterality). 
Participants began the test with a visual feedback on the smart glasses that gives them 
instructions. 

, 1 : Finger in contact , 0 : Finger released  

Fingers to release  

(a) Start combination (c) Incorrect combination (b) Correct combination        
1111 1100 1110 
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Apparatus. The experiment was performed using Epson binocular transparent smart 
glasses. This model offers very good image quality with its OLED display at a 
1280x720 pixels resolution. The screen of smart glasses maps to a screen of 80 inches 
by 5 meters. The smart glasses can be worn over eyeglasses. They embed various sen-
sors (GPS, compass, gyroscope, accelerometer, etc.). They are connected to a controller 
through a cable. This controller contains buttons and a tactile surface used as a trackpad. 
The smart glasses run under an Android 5.1 operating system. 

Our textile surface is connected to the glasses and placed on the left sleeve of a lab 
coat worn by the participant. The participant is standing, wearing the glasses and inter-
acting with the textile surface with his right hand. The experiment took place in the 
same room with the same lighting conditions (closed window shutters and interior lights 
under the ceiling). 

 
Collected Data. During the study, we recorded each interaction task with the textile 
surface (the expected interaction and the interaction detected), i.e.1600 (20 participants 
x 80 operations) of start combinations and 1600 operations release. 
 
Results. Overall, our prototype successfully identified 99.19% of starting positions and 
98.69% of RELEASE operations performed. Table 2 summarizes the detailed recogni-
tion rates. 

The detailed error analysis revealed two causes of error. In some situations, the 
user’s finger was not sufficiently in contact with the surface. In addition, the user some-
times hesitated and did not release the requested fingers simultaneously, which was 
interpreted as more than one action. For example, if it requested to release the middle 
finger, the ring finger and the little finger (RELEASE_1000), the user releases the mid-
dle finger and the ring finger and after a time longer than he/she releases the little finger, 
which considered as (RELEASE_1001). We distinguish device errors and participants 
errors by observation. 

In addition, the reliability test showed that our textile surface can be used to put in 
contact four fingers (forefinger, middle, ring and little fingers) on the surface and re-
lease them. Hence, it could be used to test our text input technique. 

Table 1. Recognition operations’ rate by observation. 

 Device errors Participant errors Reliability of the device 
Starting position 13/1600 

0.81 % 
0/1600 

0% 
99.19% 

Release 21/1600 
1.31% 

94/1600 
5.87% 

98.69% 
 

4.4 Definition Of TEXTile 

TEXTile is a text entry technique that encodes each character into a sequence of two 
actions (see Fig. 4). For each action, the user needs to put in contact the four fingers on 
the textile surface (called start combination) and to release between one and three fin-
gers. If the user releases the four fingers, the text entry interaction is cancelled.  
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The advantage of this technique is that it does not require the visual attention of the 
user to look at the tactile surface which is being typed on. As the user has the glasses 
screen in front of their eyes, a view of the keyboard is displayed to help him to perform 
the right actions. 

 
Fig. 4. Two actions to perform the typing of a character. 

As the goal is to support novice users to enter a short text, we opted for a Qwerty 
layout as in Swipezone [28]. The keyboard is divided into two regions of three rows, 
which gives a distribution of characters on six rows. Each row is divided into two re-
gions of three characters. This division allows us to reach all the characters in two ac-
tions as mentioned in Figure 4. To facilitate learning, we chose an intuitive method to 
select a row or a character: 

• The number of the row to be selected maps to the number of fingers to release. If the 
row is located on the left region, the user needs to release its fingers by starting from 
forefinger. If the row is located on the right region, the user needs to release its fin-
gers from little finger to forefinger.  

• To choose the character in the row selected, it’s the same technique as row selection. 
The user just needs to release the number of fingers matching to the position of the 
character on the region of the row. If the character is located on the left region of the 
row, the user needs to release its fingers by starting from forefinger. If the character 
is located on the right region, the user needs to release its fingers from little finger 
to forefinger.  

• To select another character, the user just needs to do the start combination (put the 
four fingers in contact with the textile surface). 

A visual help is displayed on the keyboard that user can see on smartglasses to help 
him which fingers to release (see Fig. 5): the numbers indicate how many fingers to 

i i fingers released 
¯i i fingers in contact with 

the textile surface 
 

Initial state 
 
 

Enabling row selection 
 
 

Row selected 
 
 

Enabling character selection 
 
 

Character selected and typed 

1,2 or 3 

¯4 

S1 

S2 

S3 

S4 

¯4 

 S0 

1,2 or 3 

4 

4 

4 
¯4 

4 

Action 1 
Action 2 
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release and the arrows under the numbers indicate from which finger to start. For ex-
ample, to select the second row of the right region, the user must release two fingers 
starting from the right: little and ring fingers (RELEASE_1100). Table 2 summarizes 
how to select each region from the start combination. Fig. 5 shows how to write the 
word “CAP” with visual feedback on the smart glasses.  

 
Fig. 5. Example of text entry : the word “CAP”. 

 

Table 2. The combinations to select a row or a column (character) on the keyboard. 

Number of fingers 
to release Combination Result of action 1 Result of action 2 

0 finger RELEASE_0000 No row selected No column selected 
1 finger RELEASE_0111 Left row #1  Left column #1 
1 finger RELEASE_1110 Right row #1  Right column #1  
2 fingers RELEASE_0011 Left row 2 left Left column #2  
2 fingers RELEASE_1100 Right row 2 right Right column #2  
3 fingers RELEASE_0001 Left row 3 left Left column #3  
3 fingers RELEASE_1000 Right row 3 right Right column #3  

Finger in contact with the textile surface 
Finger released 

i : i fingers to release from forefinger 
i : i fingers to release from little finger 
¬ 
® 

Visual feedback on smartglasses User input 
Start 

« C » 

« P » 

« A » 
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Among the eight combinations selected during the preliminary study, RELEASE_1011 (re-
lease middle finger) combination remains available. This combination was used to switch 
to the numeric and special characters view of the keyboard. Initially, the QWERTY view 
was displayed.  

5 Experiment Of TEXTile : Evaluation Of The Learning Curve 

The purpose of this experiment was to evaluate novice performance and the learning 
curve of the TEXTile technique on smart glasses. 

5.1 Participants 

Nine unpaid volunteers (two female) participated in the experiment (average age 24 
years, all right-handed) were recruited from the University’s Computer Science pro-
gram for a five-days study. Participants never used smart glasses neither connected tex-
tile surfaces in the past. In addition, they did not participate in any of the previous stud-
ies we conducted. 

5.2 Task 

Participants completed a text entry task with the TEXTile technique. The experiment 
was structured into 10 sessions that were split into five days, two sessions each day, to 
observe the learning curve and fatigue levels. Each session lasted 12 minutes. During 
this time the participants entered short text phrases as quickly and accurately as possible 
randomly selected from the MacKenzie and Soukoreff corpus [48]. 

5.3 Procedure 

The experiment was a within-subjects design, with one independent variable, the ses-
sion. The sessions (1-10) were used to check the learning effect and the novice perfor-
mances. On the first session and before starting the tests, participants are asked to read 
a document specifying the purpose of the experiment, the tasks to be performed, and 
the devices to be used. The document explains also the text entry technique and how to 
perform typing and releasing to write letters based on visual aid on smart glasses. After 
that, they completed a training session where they had to enter the sentence “hello 
world” to get familiar with the smart glasses, the fabric and the technique. No prior 
training was performed because the goal of our evaluation is to observe how the per-
formance varied over time. During this pre-test, if a participant had a problem, then 
they could ask the experimenter for help. Data from this session were discarded and 
this was done only one time, at the beginning of the first session. 

Following the training session and after a short break, the test application started. 
Each participant typed sentences for 12 minutes. The timing started after the partici-
pants typed the first letter. A sentence was validated once typing the “enter” key. Error 
correction was allowed using the “back” key. It is up to the user to make as few mistakes 
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as possible while keeping a good speed of data entry. The test procedure for other ses-
sions was the same as the first session, not including the training session. During the 
experiment, the experimenter took notes from the observations of the behavior of the 
participants. 

At the end of the experiment (i.e., after session 10), the participants shared their 
comments on the experiment and the tested device. They also filled out the NASA-TLX 
evaluation, a subjective feedback form to assess perceived workload. They also com-
plete a SUS questionnaire to measure the usability of the tested technique. 

5.4 Apparatus 

We conducted this experiment under the same conditions as the previous experiment, 
with the same equipment. 

5.5 Collected Data 

During this study, we recorded the expected sentence, each operation on the surface 
(Start position, RELEASE) with the time of the event. In addition, to the data collected 
during the interaction, we collected all questionnaire answers (SUS, NASA-TLX), the 
informal comments from the participants and the observations we noted during the ex-
periment. 

5.6 Results 

Text entry speed - the learning curve. Fig. 6 shows the text entry speed overage over 
each session. The one-way repeated measures ANOVA showed a significant effect of 
the sessions (𝐹@,A# = 19,53, 𝑝 < .001). Tukey’s HSD post hoc tests on sessions were 
carried out for text entry speed. Comparisons using the Tukey HSD test indicated that 
sessions six and nine, seven and ten were significantly different. 
 We derive the regression model in the form of the power law of learning. The equation 
and the squared correlation coefficients are shown in Fig. 6. 

 
Fig. 6. Text entry speed by session. 
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Errors. We distinguish two levels of errors: 

• Corrected error: error that caused an entry of a wrong character with correction. 
• Uncorrected error: error that caused an entry of a wrong character without correction. 
Fig. 7 shows the average rate of the corrected errors over each session and Fig. 8 shows 
the average rate of the uncorrected errors by session.  

The one-way repeated measures ANOVA showed that the difference between the ses-
sion is significant  for corrected errors and  for uncorrected errors. 

Another type of error that was reported is soft error when the users make a row 
selection error (i.e., an error during the first action and the user cancels without causing 
an entry of a character, the passage S2"S0 and S3"S0 in Fig. 4). The soft error rate 
was 5.65% (SD 0.74) in the first session to 4.17% (SD 0.51) in the last session.  
 

 
Fig. 7. Corrected text entry errors by session. 

 
Fig. 8. Uncorrected text entry errors by session. 
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Participant feedback. The results of the SUS questionnaires demonstrated an average 
of 76.5 (SD 6.89) for the TEXTile technique. The NASA-TLX questionnaires admin-
istered after the last session produced subjective ratings. Responses to these questions 
are summarized in Fig. 9.  

When interviewing the participants about the TEXTile technique, they stated that: 
“at the beginning we look for how to reach a character, and it becomes a reflex action”, 
“it requires a little concentration at first, but we take over quickly”, “As we go along, 
the position of the letters are retained and automatically actions are made without look-
ing at the keyboard” and “it takes a little time to get used with.” 

Our primary findings from study 2 is related to the position of the arm carrying the 
textile. The participants who started the test with the arm in front of the eyes to write 
finished with their arm along the body. 

 

 
Fig. 9. Average NASA-TLX score of TEXTile technique. 

6 Discussion 

The results of our study show that although the TEXTile technique started with a rela-
tively low speed (4.76 WPM; SD 0.58), the participants were still able to learn the 
technique as the study progressed. That is, they eventually achieved an entry speed of 
8.11 WPM (SD 0.29) in the last session, after 2 hours of practice. These results are not 
surprising, because participants never practiced text input with the TEXTile technique. 
They were also not in a comfortable position because they were standing to simulate a 
standing mobility context.  

Although our longitudinal study lasted 10 sessions, it did not last long, so the partic-
ipants never became experts. It is hard to judge the performance of TEXTile technique 
after 2 hours of use but the results of our study show that users were able to type using 
TEXTile and meet the requirement of mobility context. 

The error rate is relatively low (see Fig. 7). Increasing speed through sessions is not 
done at the expense of error. We also noticed a soft error rate from 5.65% (SD 0.74) in 
the first session to 4.10% (SD 0.51) in the last session. These errors can be explained 
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by the fact that the participants choose a combination and then cancelled. Part of the 
errors was due to a combination that was not done correctly. For example, if it requested 
to release the middle finger, the ring finger and the little finger (RELEASE_1000), then 
the user releases the middle finger and the ring finger and after a time longer than the 
validation time he/she releases the little finger, and thus, the combinations were per-
ceived as sequentially, which caused a misinterpretation of the combination and con-
sidered as (RELEASE_1001). 

The results of the SUS questionnaire indicated a score of 76% for the TEXTile tech-
nique. This value can be considered as reaching a good level of satisfaction [49]. The 
results of the NASA-TLX questionnaire were also very encouraging in the absence of 
negative scores, while highlighting the mental and physical requirements necessary to 
accomplish the task.  

Although the TEXTile technique was new to the participants, they found it very in-
structive. Participants also noted that their learning of the TEXTile technique text entry 
became quite eventually automatic, without the need to look at the keyboard. As our 
goal was to provide eyes-free interaction with the device and not with the visual help 
displayed on the smartglasses, another study will be necessary to measure when this 
visual help is no more useful. 

7 Conclusion And Future Work 

We designed a new text entry technique referred to as TEXTile, in conjunction with the 
use of smart glasses. This technique uses a new connected fabric as a device that can 
be integrated into one’s clothing. It provides typing without requiring users to hold a 
device. The user performs multi-touch of fingers anywhere on the fabric surface with 
no anchored targets for typing. The results of our user study demonstrated that the TEX-
Tile technique had a good performance by reaching 8.11 WPM showing the feasibility 
of using TEXTile for text entry. After 2 hours of practice, the participants speed of 
input continued to grow throughout the study.  

There are several limitations to the study that should be noted. First, the participants 
of the study were limited with high degrees of experience with technology and compu-
ting. However, the research findings presented here were only intended to be explora-
tory; and as such, we used a convenience sample of users, i.e., students. Next steps will 
include testing using a more general population, to assess the value of the technology 
in other real-world settings. We hope to test TEXTile on a broader participant popula-
tion to assess usability and learning, in a fairer context. Another perspective is to con-
duct a blind experiment setting for experts where users do not have visual feedback to 
limit the visual attention the user devotes to smart glasses visual feedback. 

For our future work, we plan to make improvements to TEXTile, in order to address 
several issues. The first would be to improve our prototype and to keep up with new 
advances in digital fabrics technology. One possibility will be to have a two-dimen-
sional textile surface to compare our text entry technique to other techniques like Graf-
fiti [11] or EdgeWrite [12]. This improvement will allow us to use the textile surface 
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for other type of interaction, other than the text entry like pointing and manipulating 
interfaces in smart glasses.  

We plan to permit users to edit their text (selection, copy, paste, etc.) and control the 
interface. We still have several possibilities with combinations of fingers that have not 
been explored, e.g., combinations with three fingers as starting position. Now, our tech-
nique uses two actions to enter a character. As such, we will increase the input speed 
by evaluating our technique using the first action to select the region and a prediction 
model to replace the second action to select the character. Lastly, we will also focus our 
revised version of TEXTile on providing an auto-completion and auto-correction func-
tion. 
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