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Abstract

The Input-to-State Stability (ISS) of homogeneous evolution equations with unbounded linear operators and locally Lipschitz nonlinearities in Banach spaces is studied using a new homogeneous converse Lyapunov theorem. It is shown that, similarly to finite-dimensional models, uniform asymptotic stability of an unperturbed homogeneous system guarantees its ISS with respect to homogeneously involved exogenous inputs.
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1 Introduction

Homogeneity is a dilation symmetry, which can be discovered for functions and vector fields in $\mathbb{R}^n$ (see [49], [18], [3]) as well as for functionals and operators in Banach and Hilbert spaces (see e.g. [15], [14], [40]). All linear and many nonlinear models of mathematical physics are homogeneous in a generalized sense or, at least, admit a locally homogeneous approximation. For example, the dilation symmetry can be discovered in heat, wave, Navier–Stokes, Burgers, Korteweg–de Vries and Saint-Venant equations (see [37]).

The homogeneity simplifies stability and robustness analysis of control systems (see e.g. [26], [44], [1]) as well as nonlinear controllers/observers design (see [25], [7], [16], [1], [39], [29]). The so-called homogeneity degree specifies a convergence rate of any asymptotically stable homogeneous system (see e.g. [34]). In particular, the negative homogeneity degree corresponds to finite-time stability.

Input-to-State Stability (ISS) is one of notion that has had the greatest impact in the study of control systems. Being originally introduced by E. Sontag for Ordinary Differential Equations (ODEs) [45], it has been extended to discrete-time systems [22], [28], impulsive and hybrid systems [17], [6] and Partial Differential Equations (PDEs) [21], [30], [10], [24], [32]. The method of Lyapunov function is the main tool for stability analysis and stabilization of both finite and infinite dimensional nonlinear systems (see [2], [11], [8] among others).

Characterization (necessary and sufficient conditions) of stability in terms of a Lyapunov function is useful for ISS analysis (see [46], [41], [33], [20]). It is known, since [49] and [42], that any asymptotically stable homogeneous ODE admits a homogeneous Lyapunov function. The key difference between Zubov’s and Rosier’s theorems is the regularity assumption to the homogeneous Lyapunov function. Vladimir Zubov proved only the existence of a continuous homogeneous Lyapunov function, while Lionel Rosier constructed a smooth one using the Kurzweil’s converse Lyapunov theorem. The Rosier’s theorem allows a rather simple ISS analysis of homogeneous finite-dimensional systems to be developed (see e.g. [44], [1], [4]) showing that the asymptotic stability of an unperturbed homogeneous ODE implies its ISS with respect to homogeneously involved perturbations. This paper extends the mentioned result to a class of infinite dimensional models.

The theory of strongly continuous semigroups of linear bounded operators in Banach spaces proposes a unified approach to solution existence and uniqueness problem as well as to analysis of distributed parameter dynamical systems such as PDEs (see e.g. [35, 13], [48]). In this paper we deal with dynamical models described by evo-
lution equations with unbounded linear closed densely defined operators and locally Lipschitz continuous non-linearities in Banach spaces. Such models always have the so-called mild solutions, which are unique in the regularity domain (see e.g. [35], Chapter 6, Theorem 1.4).

The extension of the results known for homogeneous ODEs to evolution equations in Banach spaces is complicated because of the impossibility to use the conventional differential calculus. Solutions of ODEs are, at least, absolutely continuous functions of time, which are differentiable almost everywhere. One-parametric curves in a Banach space $\mathbb{B}$ may be globally Lipschitz but nowhere differentiable (see e.g. [47]). The differentiability (in a strong sense) and even local Lipschitz/Hölder continuity of a mild solution $x : [0, +\infty) \to \mathbb{B}$ cannot be always guaranteed. It is not obvious if the composition $t \to V(x(t))$ of a smooth Lyapunov function candidate $V : \mathbb{B} \to \mathbb{R}$ with the mild solution $x$ is differentiable. The smoothness of a Lyapunov function for an infinite-dimensional system seems to be a rather restrictive assumption in the general case. However, a successful ISS analysis, even in the finite-dimensional case (see [46]), requires some regularity of ISS Lyapunov functions. The homogeneous converse Lyapunov theorem for infinite-dimensional systems presented in [38] does not guarantee even a continuity of the Lyapunov function. In this paper, we managed to construct a locally Lipschitz continuous homogeneous Lyapunov function, which allows the ISS results existing for homogeneous ODEs to be successfully extended to evolution systems in Banach spaces.

Notation.

- $\mathbb{R}$ is the field of real numbers; $\mathbb{R}_+ = [0, +\infty)$;
- $\mathbb{B}$ is a real Banach space with a norm $\| \cdot \|; 0 \in \mathbb{B}$ is the zero element;
- $\mathcal{L}([l_1, l_2], \mathbb{B})$ denotes the space of linear bounded operators $\mathbb{B}_1 \to \mathbb{B}_2$ with the norm $\| A \| = \sup_{x \neq 0} \frac{\| Ax \|}{\| x \|}$;
- $l \in \mathcal{L}(\mathbb{B}, \mathbb{B})$ is the identity operator;
- $f_1 \circ f_2$ and $f_1 f_2$ denote a composition of operators $f_1$ and $f_2$;
- $S$ is the unit sphere in $\mathbb{B}$; $B(r) \subset \mathbb{B}$ is the ball in $\mathbb{B}$ centered at 0 of the radius $r > 0$;
- $K(r) := \{ x \in \mathbb{B} : 1/r < \| x \| < r \}, r > 1$;
- $C([t_1, t_2], \mathbb{B})$ is the space of continuous functions $x : [t_1, t_2] \to \mathbb{B}$ with the uniform norm $\| x \|_C = \sup_{t \in [t_1, t_2]} \| x(t) \|$ with $-\infty < t_1 < t_2 < +\infty$;
- $L^1([t_1, t_2], \mathbb{B})$ is the space of Bochner integrable functions $(t_1, t_2) \to \mathbb{B}$, where $-\infty \leq t_1 < t_2 \leq +\infty$;
- $L^\infty((t_1, t_2), \mathbb{B})$ is a space of uniformly essentially bounded Bochner measurable functions with the norm $\| g \|_\infty := \esssup_{t \in [t_1, t_2]} g(t) (t)$;
- $H^p(\Omega, \mathbb{R})$ is the Sobolev space of functions $\Omega \to \mathbb{R}$, where $\Omega \subset \mathbb{R}^n$ is an open connected set with a smooth boundary;
- $C_0^\infty(\Omega)$ is a set of infinitely smooth functions $\mathbb{R}^n \to \mathbb{R}$ with compact supports in $\Omega$;
- $\mathcal{H}^p(\Omega, \mathbb{B})$ is the closure of $C_0^\infty(\Omega)$ in the norm of $H^p$;
- $\mathcal{K}$ is a set of strictly increasing functions $\sigma : [0, +\infty) \to [0, +\infty)$ such that $\sigma(0) = 0$;
- $\mathcal{K}^\infty := \{ \sigma \in \mathcal{K} : \sigma(s) \to +\infty \text{ as } s \to +\infty \}$;
- the function $\beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+$ belongs to the class $\mathcal{KL}$ if $\beta(., t) \in \mathcal{K}$ and $t \to \beta(s, t)$ is strictly decreasing to zero;
- the symbol $a_\sigma$ (resp. $a_\sigma$) means that the identity (resp. inequality or inclusion) holds almost everywhere;
- $\mathcal{D}^+ V(t) = \limsup_{h \to 0^+} \frac{V(t+h)-V(t)}{h}$ denotes the right-hand upper Dini derivative of the function $v : \mathbb{R} \to \mathbb{R}$;
- $\mathcal{D}^\gamma V(x, g) = \limsup_{h \to 0^+} \frac{V(x+g h)-V(x)}{h}$ denotes the right-hand upper directional derivative of the functional $V : \mathbb{B} \to \mathbb{R}$ in the direction $g \in \mathbb{B}$.

2 Problem Statement

Let us consider the nonlinear system

\[ \dot{x} = Ax + f(x, q), \quad t > t_0, \quad x(t_0) = x_0 \quad (1) \]

where $x(t) \in \mathbb{B}$ is a system state, $\mathbb{B}$ is a real Banach space; $t_0 \in \mathbb{R}$ is an initial instant of time; $x_0 \in \mathbb{B}$ is an initial state; $q \in L^\infty(\mathbb{R}, \mathbb{V})$ is an exogenous input; $\mathbb{V}$ is a real Banach space; $A : \mathcal{D}(A) \subset \mathbb{B} \to \mathbb{B}$ is a linear unbounded closed densely defined operator which generates a strongly continuous semigroup $\Phi$ of linear bounded operators on $\mathbb{B}$; $f : \mathbb{B} \times \mathbb{V} \to \mathbb{B}$ is a non-linear mapping such that $f(0, 0) = 0$.

We assume that, on $\mathbb{B} \setminus \{ 0 \} \times \mathbb{V}$, the nonlinear mapping $f$ is locally Lipschitz continuous in the first argument and locally $\gamma$-Hölder continuous in the second one, i.e. for any $r > 0$ there exists $L_r > 0$ such that

\[ \| f(x_1, q_1) - f(x_2, q_2) \| \leq L_r \left( \| x_1 - x_2 \| + \| q_1 - q_2 \| \right), \quad (2) \]

for all $x_1, x_2 \in K(r)$ and $q_1, q_2 \in B(r)$, where $\gamma \in (0, 1]$.

The non-linear evolution equations are well-studied in the literature (see, for example, [35, 13]), where the notion of solution is introduced using the theory of evolution semigroups.

**Definition 1** Let a linear closed densely defined operator $A : \mathcal{D}(A) \subset \mathbb{B} \to \mathbb{B}$ be an infinitesimal generator of a strongly continuous semigroup $\Phi$ of linear bounded operators on $\mathbb{B}$. A continuous function $x : [t_0, t_1) \to \mathbb{B}$ is said to be a mild solution of (1) if $f(x(\cdot), q(\cdot)) \in L^1((t_0, t_1), \mathbb{B})$, $x(t) = \Phi(t-t_0)x_0 + \int_{t_0}^{t} \Phi(t-s)f(x(s), q(s))ds$, $\forall t \in [t_0, t_1)$.
If the mild solution satisfies (1) for (almost) all \( t \in (t_0, t_1) \) then \( x \) is called a classical (strong) solution of (1).

The integral in the above definition is understood in the sense of Bochner. The assumption \( f(0, 0) = 0 \) guarantees the existence of the zero solution of the non-perturbed system (1). The regularity of \( f \) ensures the existence and uniqueness of mild solutions on \( B \{ 0 \} \) as well as their continuous dependence on initial conditions (see Appendix).

In this paper we deal with operators \( A \) and \( f \), which are homogeneous (symmetric in a sense explained below). It is known that the asymptotic stability of the non-perturbed \((q = 0)\) homogeneous ODE \((B = \mathbb{R}^n)\) guarantees its ISS provided that the perturbation \( q \) is homogeneously involved into the system (see e.g. [1], [4] for more details). The first aim of the paper is to extend this result to the infinite dimensional model (1). The corresponding ISS analysis for ODEs was based on the homogeneous Lyapunov function theorem proven in [42]. Therefore, the second aim is to extend the mentioned theorem to homogeneous evolution equations in Banach spaces.

3 Homogeneous systems

3.1 Dilations in Banach Spaces

Dilations in finite-dimensional and infinite-dimensional spaces are studied in the literature (see e.g. [19], [26], [40]). Here we just recall briefly some related definitions and properties.

Definition 2 A mapping \( \mathfrak{d} : \mathbb{R} \to \mathcal{L}(\mathbb{B}, \mathbb{B}) \) is said to be a group of linear dilations (or simply dilation) in \( \mathbb{B} \) if

1) (Group property) \( \mathfrak{d}(0) = I, \mathfrak{d}(t+s) = \mathfrak{d}(t)\mathfrak{d}(s), t, s \in \mathbb{R}; \)
2) (Limit property) \( \lim_{s \to -\infty} \| \mathfrak{d}(s) \| = 0, \lim_{s \to +\infty} \| \mathfrak{d}(s) \| = \infty \)
uniformly on the unit sphere \( S = \{ z \in \mathbb{B} : \| z \| = 1 \}. \)

The limit property specifies groups being dilations in \( \mathbb{B} \).

Definition 3 A dilation \( \mathfrak{d} \) is 1) strongly continuous if \( \mathfrak{d}(\cdot) : \mathbb{R} \to \mathbb{B} \) is continuous for any \( z \in \mathbb{B} \); 2) uniformly continuous if \( \mathfrak{d}(\cdot) : \mathbb{R} \to \mathcal{L}(\mathbb{B}, \mathbb{B}) \) is continuous.

Examples of linear dilations in \( \mathbb{R}^n \) are:

1) Uniform dilation (L. Euler, 18th century): \( \mathfrak{d}(s) = e^{s I}, \) where \( I \) is the identity matrix \( \mathbb{R}^n \) (or identity operator in \( \mathbb{B} \)).
2) Weighted dilation ([49]): \( \mathfrak{d}(s) = \begin{pmatrix} r_1 e^{s} & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & r_n e^{s} \end{pmatrix} \in \mathbb{R}^{n \times n}, \) where \( r_i > 0, i = 1, 2, \ldots, n. \)
3) Linear dilation: \( \mathfrak{d}(s) = e^{sG_o} = \sum_{n=0}^{\infty} s^n G_o^\frac{n}{n!}, \) where \( G_o \in \mathbb{R}^{n \times n} \) is an anti-Hurwitz matrix.

Nonlinear dilations in \( \mathbb{R}^n \) are studied in [27], [26], [43].

Examples of linear dilations in function spaces are:

1) a uniformly continuous dilation in \( C([0, p], \mathbb{R}) \) can be defined as \( \mathfrak{d}(s)z(y) = e^{s \frac{p-y}{p-z}(y)} \), where \( s \in \mathbb{R}, \ y \in [0, p]. \)
2) a strongly continuous dilation in \( L^2(\mathbb{R}^n, \mathbb{R}) \) is defined as \( \mathfrak{d}(s)z(y) = e^{\alpha y}z(e^{\beta y}), \) where \( s \in \mathbb{R}, \ y \in \mathbb{R}^n, \alpha > n \beta/2. \)

For more details about linear dilations in function spaces we refer the reader to [37, Chapter 6].

Definition 4 A dilation \( \mathfrak{d} \) is strictly monotone in \( \mathbb{B} \) if \( \exists \beta > 0 \) such that

\[
\| \mathfrak{d}(s) \| \leq e^{\beta s}, \quad \forall s \leq 0. \tag{3}
\]

Monotone dilations in \( \mathbb{R}^n \) are studied in [36], where, in particular, it is shown that all linear dilations in \( \mathbb{R}^n \) are strictly monotone under a proper selection of the weighted Euclidean norm.

Definition 5 A nonempty set \( D \subseteq \mathbb{B} \) is said to be \( \mathfrak{d} \)-homogeneous cone in \( \mathbb{B} \) if \( \mathfrak{d}(s)z \in D, \forall z \in D, \forall s \in \mathbb{R}. \)

Homogeneous cone is a reasonable notion for a set satisfying the latter definition, since any point \( z \in D \) belongs to \( D \) together with the homogeneous curve \( \Gamma_{\mathfrak{d}}(s) = \{ y \in \mathbb{B} : y = \mathfrak{d}(s)z, s \in \mathbb{R} \}. \) In particular, if \( \mathfrak{d} \) is the uniform dilation (i.e. \( \mathfrak{d}(s) = e^{s I}, s \in \mathbb{R} \)), then the homogeneous curve becomes a ray and \( D \) becomes a positive cone in \( \mathbb{B} \). Homogeneous cones are domains of unbounded homogeneous operators in \( \mathbb{B} \) (see below).

3.2 The canonical homogeneous norm

The dilation introduces a new norm topology in \( \mathbb{B} \) using the so-called canonical homogeneous norm.

Definition 6 ([39]) The functional \( \| \cdot \|_{\mathfrak{d}} : \mathbb{B} \to \mathbb{R}_+ \) given by \( \| 0 \|_{\mathfrak{d}} = 0 \) and

\[
\| u \|_{\mathfrak{d}} = e^{s_u}, \quad \text{where} \ s_u \in \mathbb{R}: \| \mathfrak{d}(-s_u)u \| = 1, \ u \neq 0 \tag{4}
\]

is called the canonical homogeneous norm in the Banach space \( \mathbb{B} \), where \( \mathfrak{d} \) is a strictly monotone dilation in \( \mathbb{B} \).

Obviously, \( \| \mathfrak{d}(s)u \|_{\mathfrak{d}} = e^{s \| u \|_{\mathfrak{d}}} \) and \( \| u \|_{\mathfrak{d}} = \| -u \|_{\mathfrak{d}} \) for \( \forall u \in \mathbb{B} \) and \( \forall s \in \mathbb{R}. \) The homogeneous norm \( \| \cdot \|_{\mathfrak{d}} \) is called canonical since it is induced by the canonical norm \( \| \cdot \| \) in \( \mathbb{B} \) and \( \| u \|_{\mathfrak{d}} = 1 \iff \| u \| = 1. \) Notice that \( \| \cdot \|_{\mathfrak{d}} = \| \cdot \| \) provided that \( \mathfrak{d} \) is the standard dilation \( \mathfrak{d}(s) = e^{s I}, s \in \mathbb{R}. \)

The following theorem refines some results from [39].
Theorem 1 ([37, Lemmas 7.1, 7.2]) If $\mathfrak{d}$ is a strongly continuous strictly monotone dilation then $\| \cdot \|_{\mathfrak{d}}$ is single-valued, positive definite, locally Lipschitz continuous on $\mathbb{B}\setminus\{0\}$ and there exist $\varrho, \sigma \in K^\infty$ such that

$$\sigma(\|u\|) \leq \|u\|_{\mathfrak{d}} \leq \varrho(\|u\|), \quad \forall u \in \mathbb{B}.$$  

In [37, Theorem 7.1] it is also proven that $\| \cdot \|_{\mathfrak{d}}$ is a norm in a Banach space $\mathbb{B}$ homeomorphic to $\mathbb{B}$. This justifies the name "norm" for the functional $\| \cdot \|_{\mathfrak{d}}$.

3.3 Homogeneous operators

Homogeneous functionals and operators [40] on $\mathbb{B}$ are defined similarly to homogeneous functions and vector fields (see e.g. [26], [16]) taking into account their possible unboundedness.

Definition 7 An operator $f : D(f) \subset \mathbb{B} \to \mathbb{R}$ (a functional $h : D(h) \subset \mathbb{B} \to \mathbb{R}$) is said to be $\mathfrak{d}$-homogeneous of degree $\nu \in \mathbb{R}$ if the domain $D(f)$ (resp. $D(h)$) is a $\mathfrak{d}$-homogeneous cone and

$$e^{\alpha s}f(u) = f(\mathfrak{d}(s)u), \quad \forall s \in \mathbb{R}, \quad \forall u \in D(f),$$

$$\text{resp. } h(\mathfrak{d}(s)u) = e^{\alpha s}h(u), \quad \forall s \in \mathbb{R}, \quad \forall u \in D(h))$$

where $\mathfrak{d}$ is a group of linear operators in $\mathbb{B}$.

We say that an evolution equation is $\mathfrak{d}$-homogeneous of degree $\mu \in \mathbb{R}$ if its right-hand side is a $\mathfrak{d}$-homogeneous operator of degree $\mu$. Notice that the identity (5) can be understood in the weak sense as shown below.

Example 1 (Homogeneity of Laplace operator)

Let us consider the Laplace operator $\Delta : D(\Delta) \subset L^2 \to L^2$, $D(\Delta) = \{ u \in L^2 : \exists f \in L^2, \, f \cdot \Delta u = \int f(x) \, dx, \quad \forall \phi \in C_0^\infty \}$.

Let $\mathfrak{d}$ be dilation in $L^2$ given by $\mathfrak{d}(s)u(x) = e^{\alpha s}u(e^{\beta s}x)$, where $s \in \mathbb{R}, \, x \in \mathbb{R}^n, \alpha > n\beta/2$. Let us show that the operator $\Delta$ is $\mathfrak{d}$-homogeneous of degree $2\beta$.

Notice that if $\phi \in C_0^\infty$ then, obviously,

$$\Delta \mathfrak{d}(\phi)(\Delta \phi)(x) = \Delta e^{\alpha s} \phi(e^{\beta s}x) =$$

$$e^{(\alpha+2\beta)s}((\phi \circ \Delta)\phi)(x).$$

In other words, the Laplace operator $\Delta$ is $\mathfrak{d}$-homogeneous as an operator $C_0^\infty \to C_0^\infty$. Since $C_0^\infty$ is dense in $L^2$, $H^1$ and $H^2$ then, it is expectable that, $\Delta$ is $\mathfrak{d}$-homogeneous as an operator in $L^2$. Let us prove this rigorously.

Let $u \in D(\Delta)$ and $\Delta u = f \in L^2$ in the weak sense, i.e.

$$\int u \Delta \phi = \int f \phi, \quad \forall \phi \in C_0^\infty.$$  

Since $\mathfrak{d}(s)f \in L^2$ then using the change-of-variable theorem in the Lebesgue integral we derive

$$e^{2Bs} \int \mathfrak{d}(s)f \cdot \phi = e^{(\alpha+2\beta)s} \int f(e^{\beta s}x) \cdot \phi(x)dx =$$

$$e^{(\alpha+2\beta)s} \int f(x) \cdot (\phi(e^{-\beta s}x))dx = e^{2\alpha s} \int f(x) \cdot (\phi(e^{-\beta s}x))dx =$$

$$e^{(\alpha+2\beta)s} \int f(x) \cdot (\phi(e^{-\beta s}x))dx =$$

$$e^{\alpha s} \int u(x) \cdot (\Delta \phi(e^{-\beta s}x))dx =$$

$$\text{Hence, } \mathfrak{d}(s)u \in D(\Delta) \text{ and } (\Delta \circ \mathfrak{d}(s))u = e^{2Bs}(\mathfrak{d}(s)\circ \Delta)u \text{ in the weak sense for any } s \in \mathbb{R}, u \in D(\Delta).$$

Homogeneity allows local properties of nonlinear operators (such as regularity) to be extend globally [37, Chapter 7].

3.4 Symmetry of solutions of homogeneous systems

A semigroup generated by a closed densely defined linear homogeneous operator in $\mathbb{B}$ is homogeneous as well.

Lemma 1 ([37, Lemma 8.1]) Let a linear closed densely defined operator $A : D(A) \subset \mathbb{B} \to \mathbb{B}$ generate a strongly continuous semigroup $\Phi$ of linear bounded operators on $\mathbb{B}$ and $\mathfrak{d}$ be a group of linear bounded invertible operators on $\mathbb{B}$. If the operator $A$ is $\mathfrak{d}$-homogeneous of degree $\mu \in \mathbb{R}$ then

$$\Phi(t) \mathfrak{d}(s) = \mathfrak{d}(s) \Phi(e^{\mu s}t), \quad \forall t \geq 0, \quad \forall s \in \mathbb{R}. \quad (6)$$

Lemma 1 proves the symmetry of solutions of (1) for $f \equiv 0$.

$$x_{\mathfrak{d}(s)x_0}(t) = \mathfrak{d}(s)x_0(e^{\mu s}t), \quad s \in \mathbb{R}, \, t \geq 0, \quad (7)$$

where $x_0$ denotes a solution of (1) with the initial data $x(0) = x$. This symmetry of solutions takes a place for a $\mathfrak{d}$-homogeneous evolution equation (1) even if $f \neq 0$. The following theorem was originally presented in [40] for more general class of evolution systems.

Theorem 2 ([37, Theorem 8.1]) Let $\mathfrak{d}$ be a group of linear bounded invertible operators on $\mathbb{B}$. Let a linear closed densely defined operator $A : D(A) \subset \mathbb{B} \to \mathbb{B}$ generate a strongly continuous semigroup $\Phi$ of linear bounded operators on $\mathbb{B}$. Let $A$ and $f$ be $\mathfrak{d}$-homogeneous operators of degree $\mu \in \mathbb{R}$. If $x : [0, T) \to \mathbb{B}$ is a mild solution of the evolution equation

$$\dot{x} = Ax + f(x), \quad t > 0 \quad (8)$$

Then $\mathfrak{d}(s)x_k(\cdot)$ is also a solution of the evolution equation (1) with $f_k(s) \equiv f(\mathfrak{d}(s)\cdot)$.
then for any $s \in \mathbb{R}$ the function $x^s : [0, e^{-\mu s} T) \to \mathcal{B}$ given by

$$x^s(t) = \mathcal{D}(s)x(e^{\mu s} t), \quad t \in [0, e^{-\mu s} T)$$

is the mild solution of the evolution equation (1) with the scaled initial condition $x(0) = \mathcal{D}(s)x_0$.

The latter theorem expands globally any local property of solutions. For example, if the origin of (1) is locally stable then, from (7) and the limit property of $\mathcal{D}$, we immediately derive global stability. Similarly, the existence of solutions for small initial data ensures the existence of solutions for large initial data.

Below we generalize Theorem 2 to homogeneous systems with disturbances (see Theorem 4).

### 3.5 Homogeneous Lyapunov function theorem

Recall that the origin of the system (8) is said to be

- globally uniformly Lyapunov stable if there exists $\varepsilon \in \mathcal{K}^\infty$ such that

$$\|x_0(t)\| \leq \varepsilon(\|x_0\|), \quad \forall t \geq 0, \quad \forall x_0 \in \mathcal{B}$$

for any mild solution $x_{s_0}$ of (8) with $x(0) = x_0$;

- globally uniformly asymptotically stable if it is globally uniformly Lyapunov stable and $\forall \varepsilon > 0, \forall R > \varepsilon$, there exists $\bar{T} = \bar{T}(R, \varepsilon) > 0$ such that the inclusion $x_0 \in B(R)$ implies $x_{s_0}(t) \in B(\varepsilon)$ for all $t > \bar{T}$.

The homogeneity degree specifies the convergence rate of a stable homogeneous system (see e.g., [34], [5] for ODE models and [40], [37, Theorem 8.6] for evolution systems in Banach spaces). For instance, any uniformly asymptotically stable $\mathcal{D}$-homogeneous system of negative (resp. zero) degree is globally uniformly finite-time (exponentially) stable.

**Theorem 3** Let $\mathcal{D}$ be a strictly monotone strongly continuous dilation in $\mathcal{B}$, a linear closed densely defined operator $A : \mathcal{D}(A) \subset \mathcal{B} \to \mathcal{B}$ be a generator of a strongly continuous semigroup $\Phi$ of linear bounded operators on $\mathcal{B}$, $f : \mathcal{B} \to \mathcal{B}$ be locally Lipschitz continuous on $\mathcal{B} \setminus \{0\}$ and the evolution equation (8) be $\mathcal{D}$-homogeneous of degree $\mu \in \mathbb{R}$. Let $m > 0$ be an arbitrary real number.

The origin of (8) is uniformly asymptotically stable if and only if there exists a continuous positive definite functional $V : \mathcal{B} \to \mathbb{R}_+$ such that

1) $V$ is $\mathcal{D}$-homogeneous of degree $m$ and locally Lipschitz continuous on $\mathcal{B} \setminus \{0\}$;

2) $\exists \kappa, \kappa > 0$ satisfying

$$\kappa \|x\|_\mathcal{D}^m \leq V(x) \leq \kappa \|x\|_\mathcal{D}^m, \quad \forall x \in \mathcal{B};$$

3) for any mild solution $x_{s_0}$ of (8) with $x(0) = x_0 \in \mathcal{D}(A) \setminus \{0\}$ the inequality

$$\mathcal{D}^+ V(x_{s_0}(t)) \leq -W(x_{s_0}(t))$$

holds as long as $x_{s_0}(t) \neq 0$, where $W : \mathcal{B} \setminus \{0\} \to \mathbb{R}$ is a positive definite $\mathcal{D}$-homogeneous functional of degree $m + \mu$ such that

$$\exists \varepsilon > 0 : W(x) \geq \varepsilon \|x\|_\mathcal{D}^{m+\mu} \quad \forall x \in \mathcal{B} \setminus \{0\}.$$  

Formally, the latter theorem requires a knowledge of trajectories of the system (8) to check the condition (11). The Lyapunov function method is appreciated in practice if the asymptotic stability can be established using the right-hand side of the evolution system only. This can be done in the case of reflexive Banach spaces.

**Corollary 1** For a reflexive Banach space $\mathcal{B}$, Theorem 3 remains true even when the inequality (11) is replaced with

$$\mathcal{D}^+ V(x; Ax + f(x)) \leq -W(x), \quad \forall x \in \mathcal{D}(A) \setminus \{0\}.$$  

This corollary holds, in particular, for Hilbert spaces.

**Example 2** Let us consider the following PDE

$$\frac{\partial x}{\partial t} = \Delta x - \gamma \|x\|^n x,$$

where $\gamma > 0$, $\mu \in \mathbb{R}$, $x : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}$,

$$\Delta : H^2(\mathbb{R}^n, \mathbb{R}) \subset L^2(\mathbb{R}^n, \mathbb{R}) \to L^2(\mathbb{R}^n, \mathbb{R})$$

is the Laplace operator on $L^2(\mathbb{R}^n, \mathbb{R})$ with the domain $H^2(\mathbb{R}^n, \mathbb{R})$ (Sobolev space); and

$$\|x\| = \sqrt{\langle x, x \rangle}, \quad \langle x, y \rangle = \int_{\mathbb{R}^n} x \cdot y \, dz.$$

The latter PDE admits the representation (1) with $\mathcal{B} = L^2(\mathbb{R}^n, \mathbb{R})$, $A = \Delta$ and $f : \mathcal{B} \to \mathcal{B}$ given by

$$f(x) = -\gamma \|x\|^\mu x.$$

It is well known (see e.g., [35], Chapter 7) that $A$ is the generator of a strongly continuous semigroup of linear bounded operators on $L^2(\mathbb{R}^m, \mathbb{R})$.

In Example 1 it is already shown that the Laplace operator $\Delta$ is $\mathcal{D}$-homogeneous of degree $2\beta$ with the dilation

$$(\mathcal{D}(s)x)(z) = e^{\alpha s}x(e^{\beta s}z),$$
where $\alpha > n\beta/2$. Simple computations show
\begin{equation}
\|\mathbf{d}(s)x\| = \sqrt{\int_0^\infty \|e^{as}(e^{\beta z})\|^2 dz} = e^{\alpha-n\beta/2}\|x\|. \tag{13}
\end{equation}
Hence, the norm $\|\cdot\|$ is a $\mathbf{d}$-homogeneous functional of degree $\alpha-n\beta/2 > 0$, $f$ is $\mathbf{d}$-homogeneous of degree $\nu(\alpha-n\beta/2)$ and $\|x\|_0 = \|x\|_{\frac{n\beta}{\nu(\alpha-n\beta/2)}}$. Therefore, for $2\beta = \nu(\alpha-n\beta/2)$ the system is $\mathbf{d}$-homogeneous of degree $\mu := 2\beta$ and the sign of the homogeneity degree is defined by the sign of $\nu$. A $\mathbf{d}$-homogeneous Lyapunov functional of degree $m := 2(\alpha-n\beta/2) > 0$ for the system (1) with $\mathcal{D}(A) \setminus \{0\}$ we derive
\begin{equation}
\mathbf{D}^+[V(x;\Delta x + f(x)) = \langle x, \Delta x + f(x) \rangle - \gamma\|x\|^{\nu+2},
\end{equation}
where the dissipative property $\langle x, \Delta x \rangle \leq 0$ of the Laplace operator is utilized on the indeterminate step. The functional $x \rightarrow \gamma\|x\|^{\nu+2}$ is $\mathbf{d}$-homogeneous of degree $\mu$ exactly as claimed in Theorem 3.

Other examples of homogeneous Lyapunov functions can be found in [37].

The existence of the so-called coercive Lyapunov functional [33] for any linear exponentially stable evolution system is the trivial corollary of Theorem 3. For the Hilbert space $\mathbb{H}$, the required Lyapunov functional $V : \mathbb{H} \rightarrow \mathbb{R}$ can always be selected in the form $V(x_0) = \langle Px_0, x_0 \rangle + \sup_{t > 0} \langle x_{x_0}(t), x_{x_0}(t) \rangle$, where $x_0 \in \mathbb{H}$ and $P \in \mathcal{L}(\mathbb{H}, \mathbb{H})$ is defined in [8, Theorem 5.3.1].

### 3.6 Homogeneous systems with perturbations

A symmetry of solutions can also be discovered for the perturbed homogeneous system (1).

Let $x_{x_0,q}([t_0, t_0 + e^{-\mu s}T]) \rightarrow \mathbb{B}$ denote a mild solution of the system (1) for $x_0 \in \mathbb{B}$ replaced with $\mathbf{d}(s)x_0 \in \mathbb{B}$ and $q \in L^\infty((t_0, t_0 + T), \mathcal{V})$ replaced with $\tilde{q} \in L^\infty((t_0, t_0 + e^{\mu s}T), \mathcal{V})$ given by
\begin{equation}
\tilde{q}(t) = \tilde{\mathbf{d}}(s)q(t_0 + e^{\mu s}(t - t_0)), \quad \forall t \in [t_0, t_0 + \frac{T}{e^{\mu s}}],
\end{equation}
where $\tilde{\mathbf{d}}$ is a group of linear bounded operators on $\mathcal{V}$.

**Theorem 4** Let $\mathbf{d}$ be a group of linear bounded invertible operators in $\mathbb{B}$, the operator $A : \mathcal{D}(A) \subset \mathbb{B} \rightarrow \mathbb{B}$ be $\mathbf{d}$-homogeneous of degree $\mu$, closed densely defined generator of a strongly continuous semigroup $\Phi$ of linear bounded operators on $\mathbb{B}$, the function $f : \mathbb{B} \times \mathcal{V} \rightarrow \mathbb{B}$ satisfy (2) and
\begin{equation}
f(\mathbf{d}(s)x, \tilde{\mathbf{d}}(s)q) = e^{\mu s}\mathbf{d}(s)f(x, q), \quad \forall x \in \mathbb{B}, \forall q \in \mathcal{V}, \forall s \in \mathbb{R}.
\end{equation}
If $x_{x_0,q} : [t_0, t_0 + T] \rightarrow \mathbb{B}$ is a mild solution of the system (1) then for any $s \in \mathbb{R}$ one has
\begin{equation}
x_{x(s)x_0,q}(t) = \mathbf{d}(s)x_{x_0,q}(t_0 + e^{\mu s}(t - t_0)), \tag{14}
\end{equation}
for all $t \in [t_0, t_0 + \frac{T}{e^{\mu s}}]$.

**Theorem 4** becomes **Theorem 2** for $q = 0$. The latter theorem allows a rather simple ISS analysis of homogeneous evolution equations to be developed. The definition of the input-to-state stability in this case can be introduced similarly to ODE models (see, for example, [45], [24], [33]).

**Definition 8** The system (1) is said to be input-to-state stable (ISS) if there exists $\beta \in K\mathcal{L}$ and $\gamma \in K$ such that
\begin{equation}
\|x_{x_0,q}(t)\| \leq \beta(\|x_0\|, t) + \gamma(\|q\|_{L^\infty((0, t), \mathcal{V})}), \quad \forall t \geq 0,
\end{equation}
for any mild solution $x_{x_0,q}$ of (1).

The local ISS $^1$ of the system (1) with $f$ satisfying (2) is studied in [10]. The homogeneity allows a simple procedure for the global ISS analysis to be developed.

**Corollary 2** Let $\mathbf{d}$ and $\tilde{\mathbf{d}}$ be strictly monotone strongly continuous dilations in $\mathbb{B}$ and $\mathcal{V}$, respectively, and let all conditions of **Theorem 4** be fulfilled. If the origin of the system (1) with $q = 0$ is uniformly asymptotically stable then this system is ISS.

The obtained corollary implies that the uniform asymptotic stability of the unperturbed homogeneous system (1) ensures its ISS with respect to homogeneously involved exogenous inputs.

**Example 3 (ISS of Reaction Diffusion Equation)**

Let us consider the following PDE model
\begin{equation}
\frac{\partial x}{\partial t} = \Delta x + f(x, q), \tag{15}
\end{equation}
where $x(t) \in L^2(\Omega, \mathbb{R})$ and $\Delta : \mathcal{D}(\Delta) \subset L^2(\Omega, \mathbb{R}) \rightarrow L^2(\Omega, \mathbb{R})$ is the Laplace operator (see Example 2), $\Omega \subset \mathbb{R}^n$ is an open connected set with a smooth boundary, $\mathcal{D}(\Delta) = H^1_0(\Omega, \mathbb{R}) \cap H^2(\Omega, \mathbb{R})$, $f : L^2(\Omega, \mathbb{R}) \times \mathcal{V} \rightarrow L^2(\Omega, \mathbb{R})$ is a nonlinear operator, $q \in L^\infty(\mathbb{R}_+, \mathcal{V})$ and $\mathcal{V}$ is a Banach space of any kind.

In [10], [30], the ISS analysis of the system (15) with $f(x, q) = \hat{f}(x)q + f : L^2(\Omega, \mathbb{R}) \rightarrow L^2(\Omega, \mathbb{R})$ is presented. In [30], the case of the time varying operator $A$ is studied as well. Using **Corollary 2**, the ISS of (15) with $f$ satisfying (2) can be studied provided that the system is homogeneous and uniformly asymptotically stable for $q = 0$.

$^1$ The system (1) is locally ISS if in Definition 8 $x_0$ and $q$ are restricted to some balls in $\mathbb{B}$ and $\mathcal{V}$, respectively.
Case 1. Let \( \Omega = \mathbb{R}^n \). Let us consider \( f \) of the form
\[
f(x, q) = -\gamma \| x + q_1 \|^2 (x + q_1) + |(x, q_2)|^\mu q_3,
\]
where \( \mu, \gamma > 0 \), \( x \in L^2(\mathbb{R}^n, \mathbb{R}) \) and \( q = (q_1, q_2, q_3) \in \mathbb{V} \),
\[
\mathbb{V} := L^2(\mathbb{R}^n, \mathbb{R}) \times L^2(\mathbb{R}^n, \mathbb{R}) \times L^\infty(\mathbb{R}^n, \mathbb{R}),
\]
and \( \| q \| = \| q_1 \| + \| q_2 \| + \| q_3 \| \). The first term in \( f \) can be interpreted as a distributed non-linear feedback control with a measurement noise \( q_1 \). The variables \( q_2 \) and \( q_3 \) can be treated as exogenous inputs.

Then for \( q = 0 \) we derive the system studied in Example 2, that is globally uniformly asymptotically stable and \( \delta \)-homogeneous of degree \( 2 \beta \) provided that the dilation \( \delta \) in \( L^2(\mathbb{R}^n, \mathbb{R}) \) is defined as follows
\[
(\delta(s)x)(z) = e^{\alpha s} x(e^{\beta s} z), \quad s \in \mathbb{R}, \quad z \in \mathbb{R}^n
\]
with \( \alpha = (1 + n/2) \beta > 0 \). The considered operator \( f \) satisfies the regularity assumption (2). For \( r \in \mathbb{R} \) and
\[
(\tilde{\delta}(s)q)(z) = \left( e^{\alpha s} q_1(e^{\beta s} z), e^{(n \beta - r - \alpha) s} q_2(e^{\beta s} z), e^{r \beta s} q_3(e^{\beta s} z) \right)
\]
we have \( f(\delta(s)x, \tilde{\delta}(s)q) = e^{2 \beta s} \delta(s)f(x, q) \). To be a strictly monotone dilation in \( \mathbb{V} \) the group \( \delta \) must have the parameters (see (13)) satisfying the inequalities
\[
r \beta > 0 \quad \text{and} \quad (2 \alpha - n \beta - r \beta)/\mu - \alpha + n \beta > n \beta/2.
\]
By Corollary 2, the considered system is ISS if \( 0 < \mu < 2 \).

Case 2) Let \( n = 1, \Omega = (0, 1) \). For \( \delta(s) = e^{s} I, s \in \mathbb{R} \) the closely defined generator \( \Delta \) is \( \delta \)-homogeneous of degree 0 as any linear operator.

Let \( \mathbb{V} = L^2(\mathbb{R}, \mathbb{R}) \) and \( f : L^2((0, 1), \mathbb{R}) \times \mathbb{V} \rightarrow L^2((0, 1), \mathbb{R}) \) be defined as follows
\[
[f(x, q)](z) = \int_{\mathbb{R}} K(x, z, \tau) q(\tau) d\tau, \quad z \in (0, 1)
\]
where \( q \in \mathbb{V} \) and \( K : L^2((0, 1), \mathbb{R}) \times (0, 1) \times \mathbb{R} \rightarrow \mathbb{R} \) is such that \( f \) satisfies the regularity assumption (2).

For \( q = 0 \) we have the well-known heat system, which is globally uniformly asymptotically stable.

Let the dilation \( \tilde{\delta} \) in \( \mathbb{V} \) be defined as \( (\tilde{\delta}(s)q)(\tau) = e^{\alpha s} q(e^{\beta s} \tau) \), where \( s, \tau \in \mathbb{R} \) and \( \alpha > \beta/2, \alpha, \beta \in \mathbb{R}, \beta \neq 0 \).

If for all \( x \in \mathbb{B}, z \in (0, 1), \tau, s \in \mathbb{R} \) we have
\[
K(e^{s} x, z, \tau) = e^{(1 - \alpha + \beta) s} K(x, z, e^{\beta s} \tau),
\]
then
\[
f(\delta(s)x, \tilde{\delta}(s)q) = \delta(s)f(x, q)
\]
and, by Corollary 2, the considered system is ISS. All requested conditions hold, for example, if \( 1/2 < \alpha \leq 2, \beta = 1 \) and \( K(x, z, \tau) = \| x \|^2 e^{-\alpha \| z \|^2 r \| \tau \|} \).

The ISS analysis for systems with non-homogeneous boundary conditions can be done in the similar way using the so-called Dirichlet lifting [32]. However, if the disturbances appear in boundary conditions, the use of Dirichlet lifting may involve the time derivative of the disturbances and, consequently, the obtained ISS property may not be derived in its conventional form (see, e.g. [23] for more details). An exception is the case of monotone systems as shown in [31]. The natural question in this context: may the homogeneity provide similar advantages for ISS analysis as the monotonicity? This is the interesting problem for future investigations.

4 Conclusion

The main contributions of the paper are Theorem 3 and Corollary 2. The first one provides a characterization (in terms of a locally Lipschitz continuous Lyapunov function) of the uniform asymptotic stability of homogeneous infinite dimensional systems of a certain class, while the second one proposes a possible way for their ISS analysis. Theorem 3 proves the existence of the so-called coercive Lyapunov function for any uniformly asymptotically stable homogeneous system. The latter allows us to prove that the asymptotic stability of the unperturbed system implies its ISS provided that the perturbations are incorporated to the system in a homogeneous way. Of course, the ISS analysis can always be done using the conventional approach based on ISS Lyapunov function [46], [9], [41], [24], [32]. The homogeneity may simplify the mentioned analysis, since only the unperturbed homogeneous system needs to be studied. The presented scheme is demonstrated on examples. An extension of the obtained results to other classes of (locally or globally) homogeneous infinite dimensional systems is the interesting problem for future investigations.

5 Appendix

5.1 Auxiliary results

Lemma 2 and Corollary 3 are consequences of the classical results about well-posedness of evolution systems with globally Lipschitz continuous nonlinearities (see [35], Theorems 1.2 and 1.4 in Chapter 6).

Lemma 2 (Existence of Solutions) Let \( A : \mathcal{D}(A) \subset \mathbb{B} \rightarrow \mathbb{B} \) be closed densely defined linear operator which generates a strongly continuous semigroup \( \Phi \) of linear
bounded operators on $\mathbb{B}$ and $f : \mathbb{B} \times V \to \mathbb{B}$ satisfy (2).
Let $\delta > 1$ be an arbitrary real number and

$$f_\delta(x, q) = a_\delta(||x||)f(x, q), \quad x \in \mathbb{B}, q \in V$$

where $a_\delta \in C^\infty_c(\mathbb{R}_+, \mathbb{R})$ such that $a_\delta(s) = 0$ for $s \notin (1/2\delta, 2\delta)$ and $a_\delta(s) = 1$ for $s \in [1/\delta, \delta)$. Then for any $x_0 \in \mathbb{B}$ and any $q \in L^\infty([t_0, +\infty), \mathbb{B})$ the initial value problem

$$\dot{x} = Ax + f_\delta(x, q), t \geq t_0, \quad x(t_0) = x_0$$  \quad (16)

has a unique mild solution $x^\delta : [t_0, +\infty) \to \mathbb{B}$, which, for $x_0 \in K(\delta)$, coincides with the mild solution $x_{x_0}$ of (1) as long as $x_{x_0}(t) \in K(\delta)$. Moreover, for any $x_0 \in \mathbb{B} \setminus \{0\}$ the system (1) has a mild solution $x_{x_0}$, which is uniquely defined as long as $0 < ||x_{x_0}(t)|| < +\infty$.

**Corollary 3** (Continuous dependence of initial data) If all conditions of Lemma 2 are fulfilled then for any $T > 0$ and any $q \geq 0$ there exists $L_{\delta, T, q} > 0$ such that for all $x_1, x_2 \in \mathbb{B}$ and all $q \in L^\infty([t_0, +\infty), V)$, $\forall ||q|| \leq q$ one has

$$||x_{x_1, q}^\delta(t) - x_{x_2, q}^\delta(t)|| \leq L_{\delta, T, q}||x_1 - x_2||, \quad \forall t \in [t_0, t_0 + T]$$

where $x_{x_i, q}^\delta(t)$ is a mild solution of (16) with $x(t_0) = x_i$.

**Corollary 4** Let all conditions of Lemma 2 be fulfilled. If $x_0 \in D(A)$ then the corresponding mild solution $x_{x_0, q}^\delta$ of (16) is a locally Lipschitz continuous function of time.

**Proof.** See [35], page 189. ■

**Corollary 5** Let all conditions of Lemma 2 be fulfilled. Let the origin of (1) with $q = 0$ be globally uniformly Lyapunov stable. Let $\gamma > 1$ be an arbitrary real number and

$$\delta > \max \left\{ \varepsilon(r), \frac{1}{\varepsilon^{-1}(1/\gamma)} \right\},$$

where $\varepsilon \in C^\infty$ is given by (9) and $\varepsilon^{-1}$ is the inverse function to $\varepsilon$. Then

1) for any $x_0 \in \mathbb{B}$ : $1/\gamma \leq ||x_0|| \leq r$ we have

$$||x_{x_0}^\delta(t)|| \leq \varepsilon(||x_0||) \leq \delta, \quad \forall t \geq 0$$

2) if $\exists t_1 \geq 0$ such that $||x_0^\delta(t_1)|| \leq 1/\delta$ then

$$||x_{x_0}^\delta(t)|| \leq 1/\gamma, \quad \forall t \geq t_1,$$

where $x_{x_0}^\delta$ is the unique mild solution of (16) with $q = 0$ and $t_0 = 0$.

**Proof.** 1) The inequality (9) and $x_{x_0}^\delta(0) = x_0$ yield $\varepsilon(r) \geq r$ and $1/\gamma < 1/\gamma < r < 1/\delta$. Since $x_{x_0}^\delta$ coincides with $x_{x_0}$ as long as $||x_{x_0}^\delta(t)|| \leq 1/\delta$ then the inequality (9) implies that $||x_{x_0}^\delta(t)|| \leq \varepsilon(||x_0||) \leq \delta$ for all $t \geq 0$ and any $x_0 : ||x_0|| \leq 1/\gamma$. Suppose the contrary, i.e. $\exists t_2 > t_1$ such that $||x_{x_0}^\delta(t_2)|| > 1/\gamma$ and $||x_{x_0}^\delta(t)|| > 1/\delta$ for $t \in (t_1, t_2)$. In this case, we have $x_{x_0}^\delta(t) = x_{x_0}(t)$ for all $t \in (t_1, t_2)$ and using the inequality (9) we conclude

$$||x_{x_0}^\delta(t)|| \leq \varepsilon(||x_0^\delta(t)||) = \varepsilon(1/\delta) \leq \varepsilon(1/\gamma) = 1/\gamma$$

for all $t \geq t_1$. ■

5.2 The proof of Theorem 3

**Sufficiency.** Let $\delta > 1$ be an arbitrary number. Then by Lemma 2 the solution $x_{x_0}^\delta$ of the system

$$\dot{x} = Ax + f_\delta(x), \quad t > 0, \quad x(0) = x_0, \quad (17)$$

with

$$f_\delta(x) = a_\delta(||x||)f(x)$$

coincides with the solution $x_{x_0}$ of (8) as long as $x_{x_0}^\delta(t) \in K(\delta)$. If $x_0 \in D(A) \cap K(\delta)$ then by Corollary 4 the function $t \to V(x_{x_0}^\delta(t))$ is a locally Lipschitz continuous function of time and differentiable almost everywhere. In this case, using the inequality (11) we conclude

$$V(x_{x_0}^\delta(t)) \leq V(x_0) - \varepsilon \int_0^t ||x_{x_0}^\delta(s)||^\mu ds$$

$$\leq V(x_0) - \varepsilon \int_0^t \mu^{\mu + m}(x_{x_0}^\delta(s))ds$$

as long as $x_{x_0}^\delta(t) \in K(\delta)$.

Let $x_0 \in K(\delta)$. Since $D(A)$ dense in $\mathbb{B}$ then there exists $x_i \in D(A) \cap K(\delta)$ such that $x_i \to x_0$ as $i \to +\infty$. Using the continuous dependence of solutions on initial conditions (see Corollary 3), we derive

$$\sup_{t \in [0, T]} ||x_{x_0}^\delta(t) - x_{x_0}^\delta_i(t)|| \to 0 \text{ as } i \to +\infty$$

for any $T > 0$ such that $x_{x_0}^\delta_i(t) \in K(\delta), \forall t \in [0, T]$.

Tending $\delta \to +\infty$ we conclude that for any $x_0 \in \mathbb{B} \setminus \{0\}$ the function $t \to V(x_{x_0}(t))$ is strictly decreasing and

$$V(x_{x_0}(t)) \leq V(x_0) - \varepsilon \int_0^t \mu^{\mu + m}(x_{x_0}(s))ds$$
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as long as $x_0(t) \neq 0$. Hence, for any $r > 0$ we derive

$$V(x_0(t)) \leq r, \quad \forall t \geq \max \left\{ 0, \frac{k(V^{1-m}(x_0) - r^{1-m})}{\varepsilon} \right\}.$$  

The latter implies that mild solutions of (8) converges to zero uniformly on the initial data, i.e. for any $R > r > 0$ there exists $\hat{T} = \hat{T}(R,r)$ such that $\|x_{x_0}(t)\| \leq r$ for all $x_0 \in B(r)$ and for all $t \geq \hat{T}$. Moreover, for all $x_0 \in B \setminus \{0\}$ we have

$$\mathbb{K}\|x_{x_0}(t)\|^{\frac{m}{m-1}} \leq V(x_0(t)) \leq \mathbb{K}\|x_0\|^{\frac{m}{m-1}}$$

and

$$\|x_{x_0}(t)\| \leq \varepsilon(\|x_0\|) := \sigma^{-1}\left( \left( \frac{\mathbb{K}}{\varepsilon} \right)^{\frac{1}{m-1}} \sigma(\|x_0\|) \right) \quad (18)$$

as long as $x_0(t) \neq 0$, where $\sigma^{-1}$ is the inverse function to $\sigma$ (see Theorem 1). Since $\sigma, \varepsilon \in K^\infty$ then $\varepsilon \in K^\infty$.

Let us prove that if $x_{x_0}(t_0) = 0$ then $x_{x_0}(t) = 0$ for all $t \geq t_0$. Suppose to the contrary, i.e. $\exists t_1 > t_0 : \varepsilon := \|x(t_1)\| > 0$. Then due to continuity of $t \to \|x(t)\|$ there exists $t_2 \in (t_0, t_1)$ such that $\|x(t_2)\| = \delta := \min\{\varepsilon/2, \varepsilon(-1/2)\}$ and $\|x(t)\| \geq \delta$ for all $t \in (t_2, t_1)$, where $\varepsilon^{-1} \in K^\infty$ is the inverse function to $\varepsilon$. In this case, from the inequality (18) we derive

$$\|x_{x_0}(t)\| \leq \varepsilon(\|x(t_2)\|) = \varepsilon(\delta) \leq \varepsilon(\varepsilon^{-1}(\varepsilon/2)) = \varepsilon/2$$

for all $t \in (t_2, t_1)$. This contradicts to the assumption $\|x_{x_0}(t_1)\| = \varepsilon$. Therefore, the inequality (18) holds for all $t \geq 0$ and any solution of (8) with $x_0 \in B$.

**Necessity.** We design the Lyapunov function in two steps: first, we construct a function $V_r : B \to [0, \infty)$ such that $t \to V_r(x_{x_0}(t))$ is strictly decreasing as long as $x_0 \in K^\infty$ for some $r > 1$; next, we derive a $d$-homogeneous Lyapunov function $V : B \to [0, \infty)$ by means of a special integral transformation inspired by [42].

1. Let $s_0 > 0$,

$$r_0 := \sup_{s \in [-r_0, r_0]} \|\vartheta(s)\|$$

and $r > r_0^2 > 1$. Let $\delta > r$ and $\alpha_\delta \in C^\infty$ be defined as in Corollary 5. Then for any $x_0 \in B$ the system (17) has the unique mild solution $x_{x_0}^{\delta} : [0, \infty) \to B$ which, for $x_0 \in K(\delta)$, coincides with the unique solution $x_{x_0}(t)$ of (8) as long as $x_{x_0}^{\delta}(t) \in K(\delta)$. Moreover, by Corollary 3, for any $T > 0$ there exists $L_{\delta,T} > 0$ such that

$$\|x_{x_0}^{\delta}(t) - x_{x_0}(t)\| \leq L_{\delta,T} \|x_1 - x_2\|,$$

for all $t \in [0, T]$.

Since the origin of (8) is globally uniformly asymptotically stable then there exists $T_r > 0$ such that

$$\|x_0\| < r \Rightarrow \|x_{x_0}(t)\| \leq 1/r, \quad \forall t \geq T_r.$$  

In the view of Lemma 2 and Corollary 5 we have $x_{x_0}^{\delta}(t) = x_{x_0}(t)$ as long as $\|x_{x_0}(t)\| \geq 1/\delta$ provided that $x_0 \in K(r)$. Indeed, the global uniform Lyapunov stability of (8) and the selection of the parameter $\delta > r$ imply that $\|x_{x_0}^{\delta}(t)\| \leq \delta$ for all $t \geq 0$ and all $x_0 \in K(r)$. Moreover, if there exists $t_1 > 0$ such that $\|x_{x_0}^{\delta}(t_1)\| \leq 1/\delta$ (resp. $\|x_{x_0}^{\delta}(t_1)\| \leq 1/\varepsilon$ then $\|x_{x_0}^{\delta}(t)\| \leq 1/\varepsilon$ resp. $\|x_{x_0}^{\delta}(t)\| \leq 1/\varepsilon$ for all $t \geq t_1$). In this case, for the functional $V_0 : B \to [0, \infty)$ given by

$$V_0(x) := \sup_{t \geq 0} \|x_{x_0}(t)\|$$

we have

$$V_0(x_0) = \sup_{t \in [0,T]} \|x_{x_0}^{\delta}(t)\|$$

for all $x_0 \in K(r)$. Hence, using the triangle inequality we derive

$$\|V_0(x_1) - V_0(x_2)\| \leq \sup_{t \in [0, T]} \|x_{x_0}^{\delta}(t) - x_{x_0}^{\delta}(t)\| \leq L_{\delta,T} \|x_1 - x_2\|,$$

and

$$L_{\delta,T} : \|(x_1 - x_2)\| \leq L_{\delta,T} \|x_1 - x_2\|$$

for all $x_1, x_2 \in B$. The latter means that the functional $V_0$ satisfy the Lipschitz condition on $K(r)$.

The global uniform Lyapunov stability of (8) implies that $\|x\| \leq V_0(x) \leq \varepsilon(\|x\|)$, where $\varepsilon \in K^\infty$ is given by (9). Moreover, the function $t \to V_0(x_{x_0}(t))$ is decreasing as long as $x_{x_0}(t) \in K(r)$.

Let us consider the functional

$$V_1(x_0) := \int_0^{+\infty} \tilde{\alpha}(\|x_{x_0}(s)\|) \|x_{x_0}(s)\| ds,$$

where $\tilde{\alpha} \in C^\infty$ is such that $\tilde{\alpha}(\rho) = 0$ for $s \notin (1/r, r)$, $0 < \tilde{\alpha}(\rho) \leq 1$ for $\rho \in (1/r, r)$ and $\tilde{\alpha}(\rho) = 1$ for $\rho \in [1/r, 0]$.

Notice that $\tilde{\alpha}(\|x_{x_0}(s)\|) \|x_{x_0}(s)\| = 0$ if $x_{x_0} \notin K(r)$. Repeating the above considerations we conclude that

$$V_1(x_0) = \int_0^{T_r} \tilde{\alpha}(\|x_{x_0}(s)\|) \|x_{x_0}(s)\| ds$$

for all $x_0 \in K(r)$. Since $x \to \tilde{\alpha}(\|x\|) \|x\|$ satisfy the Lipschitz condition on $B$ with some Lipschitz constant $L > 0$ then

$$\|V_1(x_1) - V_1(x_2)\| \leq \tilde{L} \int_0^{T_r} \|x_{x_0}(s) - x_{x_0}(s)\| ds \leq T_r \tilde{L} \|x_1 - x_2\|, \quad \forall x_1, x_2 \in K(r),$$
i.e., $V_1$ also satisfies the Lipschitz condition on $K(r)$.

Moreover, if $h > 0$ and $t \geq 0$ are such that $x_{x_0}(t + \theta) \in K(r), \forall \theta \in [0, h]$ then $x_{x_0}(t + \theta) = x_{x_0(t)}^\theta(\theta)$ for all $\theta \in [0, h]$ and

$$V_1(x_{x_0}(t + h)) - V_1(x_{x_0}(t)) = \int_0^T \alpha(||x_{x_{x_0(t)}}^\theta(s)||)||x_{x_{x_0(t)}}^\theta(s)||ds$$

$$- \int_0^T \alpha(||x_{x_{x_0(t)}}^\theta(s)||)||x_{x_{x_0(t)}}^\theta(s)||ds$$

as long as $x_{x_0}(t) \in K(r)$, where $W_r(\rho) := \bar{a}(\rho)\rho$ with $\rho \in \mathbb{R}^+.$

Due to the homogeneity of the system (8) the solutions $x_{x_0}$ are symmetric (see Theorem 2). Hence, if $\bar{d}(s)x_{x_0}(t + \theta) \in K(r)$ for all $\theta \in [0, h]$ then using the identity $\bar{d}(s)x_{x_0}(t) = \bar{x}_{x_0}x_{x_0}(s)\epsilon(s)\bar{R}$, $\forall s \in K(r)$ we derive

$$V_r(\bar{d}(s)x_{x_0}(t + h)) = V_r(\bar{d}(s)x_{x_0}(t))$$

$$= V_r(\bar{d}(s)x_{x_0}(e^{\mu s}t + h)) = V_r(\bar{d}(s)x_{x_0}(e^{\mu s}t))$$

$$\leq -\bar{a}(\|\bar{d}(s)x_{x_0}(e^{\mu s}t + \theta_h)||)|x_{x_0}(e^{\mu s}t + \theta_h)||e^{\mu s}h,$$

where $\theta_h \in [0, e^{\mu s}h]$, and $\mu \in \mathbb{R}$ is the homogeneity degree of the system (8), i.e. the function $t \rightarrow V_r(\bar{d}(s)x_{x_0}(t))$ is strictly decreasing and

$$\limsup_{h \rightarrow 0^+} V_r(\bar{d}(s)x_{x_0}(t + h)) - V_r(\bar{d}(s)x_{x_0}(t))$$

$$\leq -\bar{a}(\|\bar{d}(s)x_{x_0}(t)||)|\bar{d}(s)x_{x_0}(t)||e^{\mu s}$$

as long as $\bar{d}(s)x_{x_0}(t) \in K(r)$. 

II. Inspired by [42] let us consider the functional $V : \mathbb{B} \rightarrow \mathbb{R}_+$ given by

$$V(x) := \int_{-\infty}^{t+\infty} e^{ms}\bar{a}(V_r(\bar{d}(s)x))ds$$

where $\bar{a} \in C^\infty$ is an increasing function such that $\bar{a}(\rho) = 1$ for $\rho \geq (1 + T_1)e(\epsilon)(\|\bar{d}(s)x\|)$, $\bar{a}(\rho) = 0$ for $\rho \leq 1/r\epsilon$ and $\bar{a}(\rho) \bar{a}(\rho) > 0$ for $1/r \epsilon < \rho < (1 + T_1)e(\epsilon)$. By construction, the functional $V : \mathbb{B} \rightarrow \mathbb{R}_+$ is $\bar{d}$-homogeneous of degree $m > 0$. Moreover,

$$V(x) \leq \int_{-\infty}^{+\infty} e^{ms}\bar{a}((1 + T_r)e(\|\bar{d}(s)x\||))ds$$

$$\leq \int_{-\infty}^{+\infty} e^{ms}\bar{a}((1 + T_r)e(\|\bar{d}(s)x\||))ds \leq e^{m\bar{s}(x)}$$

where $\bar{s}(x) := \ln(\|\bar{d}(s)x\|/\mathcal{E}_1(\epsilon(1 + T_r)))$ and $\mathcal{E} \in K^\infty$ is defined in Theorem 1. Indeed, if $s \geq \bar{s}(x)$ then from Theorem 1 we derive

$$\bar{d}(s) = e^{-s}\|\bar{d}(s)x\| \leq e^{-s}|\|\bar{d}(s)x\|| \leq e^{-s} \leq e^{-1}\left(\frac{1}{r(1 + T_r)}\right)$$

and taking into account $\bar{a}, e \in K^\infty$ we conclude $\|\bar{d}(s)x\| \leq e^{-s}(1 + T_r)$ or, equivalently, $1 + T_r(\|\bar{d}(s)x\||) \leq 1/r$ for all $s \geq \bar{s}(x)$. The latter means $V_r(\bar{d}(s)x) \leq 1/r$ and $\bar{a}(V_r(\bar{d}(s)x)) = 0$ for all $s \geq \bar{s}(x)$.

Similarly, we derive

$$V(x) \geq \int_{-\infty}^{+\infty} e^{ms}\bar{a}(\|\bar{d}(s)x\||)ds \geq \int_{-\infty}^{+\infty} e^{ms}ds = e^{m\bar{s}(x)},$$

as long as $x_{x_0}(t) \in K(r)$, where $W_r(\rho) := \bar{a}(\rho)\rho$ with $\rho \in \mathbb{R}_+.$
where $s(x):=\ln (\|x\|/\vartheta ((1+T_r)\varepsilon(r)))$. Indeed, if $s \leq s(x)$ then from Theorem 1 we have
\[
\tilde{\vartheta} = \frac{\lambda}{\vartheta^{m}((1+T_r)\varepsilon(r))} = \frac{1}{\lambda \varepsilon^{m}((1+T_r)\varepsilon(r))},
\]
Since $\tilde{\vartheta} \in K^{\infty}$ then $\|\vartheta(-s)x\| \geq (1 + T_r)\varepsilon(r)$ and $\tilde{\vartheta}(\|\vartheta(-s)x\|) = 1$ for all $s \leq \tilde{\vartheta}(x)$. Therefore, we have proven that the inequality (10) holds for
\[
k = \frac{1}{\tilde{\vartheta}^{m}((1+T_r)\varepsilon(r))},
\]
If $x(t+\theta) \in K(r_0)$ for all $\theta \in [0,h]$ then $\vartheta(-s)x(t+\theta) \in K(r)$ for all $\theta \in [0,h]$ and for all $s \in [-s_0,s_0]$. Indeed,
\[
\|\vartheta(-s)x(t+\theta)\| \leq \|\vartheta(-s)\| \cdot \|x(t+\theta)\| \leq r_{s_0}^2 = r
\]
and
\[
1/r_0 \leq \|x(t+\theta)\| = \|\vartheta(s)\| \cdot \|\vartheta(-s)x(t+\theta)\|.
\]
The latter means that
\[
1/r \leq V_r(\vartheta(-s)x_{s_0}(t+\theta)) \leq (1 + T_r)\varepsilon(r)
\]
for all $s \in [-s_0,s_0]$ and all $\theta \in [0,h]$. Using
\[
V_r(\vartheta(-s)x_{s_0}(t+h)) - V_r(\vartheta(-s)x_{s_0}(t)) \leq -W_r(\vartheta(-s)x_{s_0}(t+\theta)) \varepsilon^{m+\mu}h = -W_r(\vartheta(-s)x_{s_0}(t+\theta)) \varepsilon^{m+\mu}h
\]
we derive
\[
V(x_{s_0}(t+h)) - V(x_{s_0}(t)) = e^{m+\mu} \int_{-s_0}^{s_0} \varepsilon^{m+\mu}h \varepsilon^{m+\mu}h = e^{m+\mu} \int_{-s_0}^{s_0} \varepsilon^{m+\mu}h \varepsilon^{m+\mu}h
\]
where the mean value theorem is utilized with $\theta \in [V_r(\vartheta(-s)x_{s_0}(t+h)), V_r(\vartheta(-s)x_{s_0}(t))]$. Therefore, the function $t \rightarrow V(x_{s_0}(t))$ is strictly decreasing and
\[
\lim_{h \rightarrow 0^+} \int_{-s_0}^{s_0} V(x_{s_0}(t+h)) - V(x_{s_0}(t)) \varepsilon^{m+\mu}h d\varepsilon = \lim_{h \rightarrow 0^+} \int_{-s_0}^{s_0} V(x_{s_0}(t+h)) - V(x_{s_0}(t)) \varepsilon^{m+\mu}h d\varepsilon
\]
as long as $x_{s_0}(t) \in K(r_0)$, where
\[
W(x) := \int_{-s_0}^{s_0} e^{(m+\mu)s} \varepsilon^{m+\mu}h \varepsilon^{m+\mu}h \varepsilon^{m+\mu}h
\]
The functional $W$ is, obviously, nonnegative and $\vartheta$-homogeneous of degree $\mu + 1$. If $\|x\| = 1$ then
\[
\varepsilon(\theta)s(x) \in K(r_0) \text{ and } W_r(\|\vartheta(-s)x\|) = \|\vartheta(-s)x\| \text{ for all } s \in [-s_0,s_0].
\]
Using the mean value theorem for integrals we derive
\[
W(x) \geq \int_{-s_0}^{s_0} e^{(m+\mu)s} \varepsilon^{m+\mu}h \varepsilon^{m+\mu}h \varepsilon^{m+\mu}h
\]
where $s^* \in [-s_0,s_0]$. Since $\varepsilon(-s^*)x \in K(r_0)$ then
\[
1/r_0 \leq \frac{1}{r_0} \leq V_r(\varepsilon(-s^*)x) \leq (1 + T_r)\varepsilon(r_0) \leq < (1 + T_r)\varepsilon(r)
\]
Indeed, if $\vartheta(\varepsilon(-s^*)x) \in K(r)$ then
\[
W(x) = W(\varepsilon(\|x\|)\varepsilon(-\|x\|)\varepsilon(\|x\|)) \geq \varepsilon(\|x\|) \varepsilon(-\|x\|) \varepsilon(\|x\|)
\]
and using $\vartheta$-homogeneity of $W$ we conclude
\[
W(x) = \varepsilon(\|x\|) \varepsilon(-\|x\|) \varepsilon(\|x\|) \geq \|x\| \varepsilon(\|x\|) \varepsilon(\|x\|)
\]
We have proven that
\[
\nabla^+ V(x(t)) \leq -W(x_{s_0}(t))
\]
as long as $x_{s_0}(t) \in K(r_0)$. If $x_{s_0}(t) \in \vartheta(\tau)K(r_0)$, where $\tau \in [0,1]$, then $\vartheta(-\tau)x_{s_0}(t) \in K(r_0)$. Using homogeneity of $V$ we derive
\[
V(x_{s_0}(t)) = V(\vartheta(-\tau)\vartheta(\tau)x_{s_0}(t)) = e^{-\tau}V(\vartheta(\tau)x_{s_0}(t))
\]
Since by Theorem 2 we have $x_{s_0}(t) \varepsilon(-\mu\tau t) = \vartheta(\tau)x_{s_0}(t)$ then the function $t \rightarrow V(x_{s_0}(t))$ is strictly decreasing as well and
\[
\lim_{h \rightarrow 0^+} \frac{V(x_{s_0}(t+h)) - V(x_{s_0}(t))}{h} = \nabla^+ V(x(t))
\]
\[
\leq e^{-\tau} \lim_{h \rightarrow 0^+} \frac{V(x_{s_0}(t+h)) - V(x_{s_0}(t+h)))}{h} = e^{-\tau} \frac{V(x_{s_0}(t+h)) - V(x_{s_0}(t+h)))}{h} = -e^{-\tau} (1+T_r) \varepsilon(x_{s_0}(t+h)) = -W(x_{s_0}(t))
\]
as long as $x_{s_0}(t) \in \vartheta(\tau)K(r_0)$, where $\tau \in [0,1]$ is any real number. Taking into account $\bigcup_{\tau \in [0,1]} \vartheta(\tau)K(r_0) = B\{\theta\}$ we complete the proof.
5.3 The proof of Corollary 1

Proof. Since B is a reflexive Banach space then by theorem 1.6, Chapter 6, [35] any mild solution \( x \) of (8) with \( x_0 \in \mathcal{D}(A) \) is a strong solution and by Theorem 2.9, Chapter 4, [35] we have \( x(t) \in \mathcal{D}(A) \). In this case, using the representation

\[
x(t+h) = \Phi(t+h)x_0 + \int_0^t \Phi(t+s)f(x(s))ds
\]

we derive for \( x(t) \in \mathcal{D}(A) \)

\[
\| x(t+h)-x(t)-h(\Phi(t+x(t))) \| \leq \| Ax(t) - \frac{\Phi(h)-I}{h}x(t) \| + \frac{1}{h} \int_0^h \| f(x(t)) - f(x(t+h-s)) \| ds
\]

where the properties of the semigroup \( \Phi \) (see [35], page 5), the local Lipschitz continuity of \( f \) and continuity of \( x \) are utilized on the last step. Since \( x(t+0) = \Phi(t+0)x(t) \), and \( V \) is locally Lipschitz continuous then, taking into account

\[
V(x(t+h)) - V(x(t)) = V(x(t+h)) - V(x(t)) + h(\Phi(t)+f(x(t))) + h(\Phi(t)+f(x(t))) - V(x(t))
\]

we derive

\[
\mathcal{D}_h^+ V(x(t)) \leq \mathcal{D}_h^+ V(x(t); Ax(t) + f(x(t)))
\]

if \( B \) is a reflexive Banach space and \( x_0 \in \mathcal{D}(A) \setminus \{0\} \).

Sufficiency. The latter identity and the inequality (12) imply that the inequality (11) of Theorem 3 is fulfilled.

Necessity. In the proof of Theorem 3 we design a Lyapunov function satisfying 1), 2) and

\[
\mathcal{D}_h^+ V(x(t)) \leq -W(x(t)),
\]

as long as \( x(t) \in \mathcal{B} \setminus \{0\} \).

Let us consider

\[
V(x_0+h(Ax_0+f(x_0)))-V(x_0) = \frac{V(x_0+h(Ax_0+f(x_0)))-V(x_0+h(Ax_0)+f(x_0))}{h} + \frac{V(x_0+h(Ax_0)+f(x_0))-V(x_0+h(Ax_0)+f(x_0))}{h} + \frac{V(x_0+h(Ax_0)+f(x_0))-V(x_0+h(Ax_0)+f(x_0))}{h} + \frac{V(x_0+h(Ax_0)+f(x_0))-V(x_0+h(Ax_0)+f(x_0))}{h}
\]

The third term in the above sum tends to zero as \( h \to 0 \) (see above). Since the operator \( A \) is closed then \( x(t) \to x_0 \) with \( x(t) \in \mathcal{D}(A) \) yields \( Ax(t) \to Ax_0 \) and

\[
\mathcal{D}_h^+ V(x(t)) \leq Lh \to 0 \text{ as } h \to 0.
\]

Similarly, we obtain

\[
\mathcal{D}_h^+ V(x(t)) \leq \mathcal{D}_h^+ V(x(t); Ax(t) + f(x(t))) \leq -W(x(t)), \forall x(t) \in \mathcal{D}(A) \setminus \{0\}.
\]

The proof is complete. \( \blacksquare \)
5.4 The proof of Theorem 4

Since the \( \delta \)-homogeneous operator \( A \) generates a strongly continuous semigroup \( \Phi \), then according Lemma 1 we have

\[
\Phi(t)\delta(s) = \delta(s)\Phi(e^{\delta t}r), \quad \forall \tau \geq 0, \quad \forall s \in \mathbb{R}.
\]

Recall (see e.g. [12], page 187) that \( \int_a^b K \xi(s)ds = K^b_a \) for any bounded linear operator \( K : \mathbb{B} \rightarrow \mathbb{B} \) and any Bochner integrable function \( \xi \in L^1((a, b), \mathbb{B}) \).

Let \( x_{x_0\cdot q} \) be a solution of (1). Since \( f(x_{x_0\cdot q}(\cdot), q(\cdot)) \in L^1((t_0, t_0 + T), \mathbb{B}) \) then

\[
\delta(s)x_{x_0\cdot q}(t_0 + e^{\delta s}(t - t_0)) = \delta(s)\Phi(e^{\delta s}(t - t_0))x_0 + \int_{t_0}^{t_0 + e^{\delta s}(t - t_0)} \delta(s)\Phi(s)\Phi(t_0 + e^{\delta s}(t - t_0) - s)\circ f(x_{x_0\cdot q}(s), q(s))ds \]

\[
\delta(s)x_{x_0\cdot q}(t_0 + e^{\delta s}(t - t_0)) = \delta(s)\Phi(t_0 + e^{\delta s}(t - t_0))x_0 + \int_{t_0}^{t_0 + e^{\delta s}(t - t_0)} \delta(s)\Phi(t_0 + e^{\delta s}(t - t_0))f(x_{x_0\cdot q}(s), q(s))ds + \int_{t_0}^{t_0 + e^{\delta s}(t - t_0)} \delta(s)f(x_{x_0\cdot q}(s), q(s))ds,
\]

where the linearity of the operator \( \Phi(t) \) and the \( \delta \)-homogeneity of \( \Phi, f \) are utilized on the last two steps. The proof is complete.

5.5 The proof of Corollary 2

I. Let \( \bar{q} > 0 \) be an arbitrary positive number. Let \( r > 1 \) and \( \delta > r \) be defined for \( f(\cdot, 0) \) as in Corollary 5. Since for \( q = 0 \) the origin of (1) is uniformly asymptotically stable then exists \( T_r > 0 \) such that

\[
x_{x_0\cdot 0}(t_0) \in K(r) \Rightarrow \|x_{x_0\cdot 0}(t)\| \leq \frac{1}{r}, \quad \forall t > t_0 + T_r.
\]

and

\[
x_{x_0\cdot 0}(t_0) \in K(\delta) \Rightarrow \|x_{x_0\cdot 0}(t)\| \leq \delta, \quad \forall t \geq t_0.
\]

Moreover, Corollary 5 yields \( x_{x_0\cdot 0}(t) = x_{x_0\cdot 0}^p(t) \), as long as \( x_{x_0\cdot 0}(t) \in K(\delta) \). For any \( x_0 \in \mathbb{B} \) we have

\[
x_{x_0\cdot q}(t) = \Phi(t)x_0 + \int_{t_0}^{t} \Phi(t-s)f_{\delta}(x_{x_0\cdot q}^p(s), q(s))ds.
\]

\[
\Phi(t)\delta(s) = \delta(s)\Phi(e^{\delta t}r), \quad \forall \tau \geq 0, \quad \forall s \in \mathbb{R}.
\]

Let \( M = \sup_{x_0 \in [0, T_r]} \|\Phi(s)\| \) and \( L_{\delta, T_r, \bar{q}} > 0 \) be defined as in Corollary 3. Then for any \( q \in L^\infty((0, T_r), \mathbb{V}) \) we have

\[
\|x_{x_0\cdot q}(t) - x_{x_0\cdot 0}(t)\| \leq M\delta, T_r \int_{t_0}^{t} \|x_{x_0\cdot q}(s) - x_{x_0\cdot 0}(s)\| + M\delta \int_{t_0}^{t} \|x_{x_0\cdot 0}(s)\|ds \leq M\delta, T_r \int_{t_0}^{t} \|x_{x_0\cdot q}(s)\| + M\delta \int_{t_0}^{t} \|x_{x_0\cdot 0}(s)\|ds + M\delta \int_{t_0}^{t} \|x_{x_0\cdot 0}(s)\|ds.
\]

and using Grönwall-Bellman inequality we derive

\[
\|x_{x_0\cdot q}(t) - x_{x_0\cdot 0}(t)\| \leq L_{\delta, q}M\delta, T_r, q^T \int_{t_0}^{t} \||q(\tau)||\gamma d\tau.
\]

Using Theorem 3 (see also its proof) we conclude that there exists a \( \delta \)-homogeneous Lyapunov functional \( V : \mathbb{B} \rightarrow \mathbb{R} \) of degree 1 such that for any \( x_0 \in \mathbb{B} \{0\} \) we have

\[
V(x_{x_0\cdot 0}(h)) - V(x_{x_0\cdot 0}(0)) \leq -\int_{t_0}^{h} \|x_{x_0\cdot 0}(\tau)\|^\gamma d\tau
\]

as long as \( x_{x_0\cdot 0}(h) \neq 0 \).

For any \( h > 0 : x_{x_0\cdot 0}(\theta), x_{x_0\cdot q}(\theta) \in K(\delta), \forall \theta \in [0, h] \) we have

\[
x_{x_0\cdot 0}(\theta) = x_{x_0\cdot 0}^p(\theta), \quad x_{x_0\cdot q}(\theta) = x_{x_0\cdot q}^p(\theta), \quad \theta \in [0, h].
\]

Then taking into account the local Lipschitz continuity of \( V \) and \( x_{x_0\cdot q}(0) = x_{x_0\cdot 0}(0) = x_0 \) we derive

\[
V(x_{x_0\cdot q}(h)) - V(x_{x_0\cdot q}(0)) = V(x_{x_0\cdot 0}(h)) - V(x_{x_0\cdot 0}(0)) + V(x_{x_0\cdot q}(h)) - V(x_{x_0\cdot 0}(h)) \leq -\int_{h}^{0} \|x_{x_0\cdot 0}(\tau)\|^{\mu+1} d\tau + L_{\gamma} \|x_{x_0\cdot q}(h) - x_{x_0\cdot 0}(h)\| \leq -\int_{h}^{0} \|x_{x_0\cdot 0}(\tau)\|^{\mu+1} d\tau + L_{\gamma} \delta, T_r, q^T \int_{h}^{0} \|q(\tau)||\gamma d\tau.
\]
for any $q \in L^\infty((0, h), V) : \|q\|_\infty \leq \tilde{q}$. Therefore, one has
\[
\limsup_{h \to 0^+} \frac{V(x_{x_0,q}(h))-V(x_{x_0,q}(0))}{h} \leq -\|x_0\|_0^{1+\gamma} + C(q) \limsup_{h \to 0^+} \frac{\int_0^h \|q(t+\tau)\|_{V}\,d\tau}{h}.
\]
where $C(q) := L_{V,\tilde{L}_s,q}M_{L_s,T,\tau, q}M_{T,T'}$. The function $\tilde{q} \to C(q)$ is uniformly bounded on any compact from $\mathbb{R}_+$.

Since $x_{x_0,q}(t+h) = x_{x^*,q^*}(h)$ with $x^* = x_{x_0,q}(t)$ and $q^*(h) := q(t+h)$ then the function $t \to V(x_{x_0,q}(t))$ is strictly decreasing and
\[
\mathcal{D}^+ V(x_{x_0,q}(t)) \leq -\|x_{x_0,q}(t)\|^\mu_{\tilde{q}} + C(q) \limsup_{h \to 0^+} \frac{\int_0^h \|q(t+\tau)\|_{V}\,d\tau}{h}
\]
as long as $x_{x_0,q}(t) \in K(\check{\delta})$ and
\[
\|x_{x_0,q}(t)\|_{\tilde{q}}^{\mu_{\tilde{q}}} > C(q) \limsup_{h \to 0^+} \frac{1}{h} \int_0^h \|q(t+\tau)\|_{V}\,d\tau.
\]
The latter conclusion holds for any $q \in L^\infty((0, h), V)$ such that $\|q\|_{L^\infty((t_0, t), V)} \leq \tilde{q}$.

II. Let $\check{\delta}(s)x_{x_0,q}(t) \in K(r)$ or, equivalently, $x_{x_0,q}(t) \in \check{\delta}(-s)K(r)$ for all $t \in [t_0, t_0 + T]$ and some $T > 0$. From Theorem 4 we derive
\[
x_{\check{\delta}(s)x_{x_0,q}(t_0 + e^{\mu_\check{\delta}(\tilde{t}) - t_0})}, \quad \forall \tilde{t} \in [t_0, t_0 + T],
\]
where $\check{\delta}$ is a solution of the system (1) for $x_0$ replaced with $\check{\delta}(s)x_0$ and $q \in L^\infty((t_0, t_0 + T), V)$ replaced with $\tilde{q}$ in $L^\infty((t_0, t_0 + e^{\mu_\check{\delta}T}), V)$, given by
\[
\tilde{q}(\tilde{t}) = \check{\delta}(s)(q(t_0 + e^{\mu_\check{\delta}(\tilde{t}) - t_0})), \quad \forall \tilde{t} \in [t_0, t_0 + T].
\]
Since $x_{\check{\delta}(s)x_{x_0,q}(\tilde{t})} = \check{\delta}(s)x_{x_0,q}(t_0 + e^{\mu_\check{\delta}(\tilde{t}) - t_0}) \in K(\check{\delta})$ then
\[
\mathcal{D}^+ V(x_{\check{\delta}(s)x_{x_0,q}(\tilde{t})}) \leq -\|x_{\check{\delta}(s)x_{x_0,q}(\tilde{t})}\|_{\tilde{q}}^{\mu_{\tilde{q}}} + C(q) \limsup_{h \to 0^+} \frac{\int_0^h \|\check{\delta}(s)(q(t+\tau))\|_{V}\,d\tau}{h}
\]
for all $\tilde{t} \in [t_0, t_0 + e^{\mu_\check{\delta}T}]$.

Taking into account homogeneity of $V$ and $\|\cdot\|_{\tilde{q}}$ we derive
\[
V(x_{\check{\delta}(s)x_{x_0,q}(\tilde{t})}) = V(\check{\delta}(s)x_{x_0,q}(t_0 + e^{\mu_\check{\delta}(\tilde{t}) - t_0})) = e^{\gamma_\check{\delta}t} V(x_{x_0,q}(t_0 + e^{\mu_\check{\delta}(\tilde{t}) - t_0}))
\]
and
\[
\|x_{\check{\delta}(s)x_{x_0,q}(\tilde{t})}\|_{\tilde{q}}^{\mu_{\tilde{q}}} = e^{\mu_{\check{\delta}}t} \|x_{x_0,q}(t_0 + e^{\mu_\check{\delta}(\tilde{t}) - t_0})\|_{\tilde{q}}.
\]
The latter means that for any $q \in L^\infty((0, h), V) : \|q\|_{L^\infty((t_0,t), V)} \leq \tilde{q}$ and any $x_0 \in \mathbb{B}\setminus\{0\}$ we have
\[
\mathcal{D}^+ V(x_{x_0,q}(t)) \leq -\|x_{x_0,q}(t)\|_{\tilde{q}}^{\mu_{\tilde{q}}} + C(q) \limsup_{h \to 0^+} \frac{\int_0^h \|\check{\delta}(s)(q(t+\tau))\|_{V}\,d\tau}{h}
\]
as long as $x_{x_0,q}(t) \in \check{\delta}(-s)K(r)$.

Since the dilation $\check{\delta}$ is strictly monotone then there exists $\bar{\beta} > 0$ such that
\[
\|\check{\delta}(s)\| \leq e^{\bar{\beta}s}, \quad \forall s \leq 0.
\]
By Theorem 1 there exists $\sigma \in K(\infty)$ such that
\[
\|q\|_{\tilde{q}} \leq \sigma(\|q\|) \leq \sigma(\tilde{q})
\]
for all $q \in V : \|q\| \leq \tilde{q}$. Hence, using the group property of $\check{\delta}$, we derive
\[
\check{\delta}(s)q = \check{\delta}(s + \ln \sigma(q)) \check{\delta}(\ln \|q\|_{\tilde{q}} - \ln \sigma(q)) \check{\delta}(-\ln \|q\|_{\tilde{q}})q
\]
but the strict monotonicity of $\check{\delta}$ yields
\[
\|\check{\delta}(s)q\| \leq \|\check{\delta}(s + \ln \sigma(q))\| \leq e^{\check{\beta}(s + \ln \sigma(q))}, \quad \forall s \leq -\ln \sigma(q).
\]
The latter means that
\[
\mathcal{D}^+ V(x_{x_0,q}(t)) \leq -\|x_{x_0,q}(t)\|_{\tilde{q}}^{\mu_{\tilde{q}}} + e^{\check{\beta}(s + \ln \sigma(q))} C(q)\sigma(\tilde{q})
\]
as long as $x_{x_0,q}(t) \in \check{\delta}(-s)K(r)$ and $s \leq -\ln \sigma(q)$. Selecting $s = -\ln \|x_{x_0,q}(t)\|_{\tilde{q}}$ we derive
\[
\|\check{\delta}(s + \ln \|x_{x_0,q}(t)\|_{\tilde{q}})x_{x_0,q}(t)\|_{\tilde{q}} = 1
\]
and $x_{x_0,q}(t) \in \check{\delta}(-s)K(r)$. For any $q \in L^\infty((0, h), V) : \|q\|_{L^\infty((t_0,t), V)} \leq \tilde{q}$ and any $x_0 \in \mathbb{B}\setminus\{0\}$ we have
\[
\mathcal{D}^+ V(x_{x_0,q}(t)) \leq -\|x_{x_0,q}(t)\|_{\tilde{q}}^{\mu_{\tilde{q}}} \left(1 - \frac{C(q)\gamma^\gamma(\tilde{q})}{\|x_{x_0,q}(t)\|_{\tilde{q}}^{\mu_{\tilde{q}}}}\right)
\]
as long as $\|x_{x_0,q}(t)\|_{\tilde{q}} \geq \sigma(\tilde{q})$. Since $C : \mathbb{R}_+ \to \mathbb{R}_+$ is uniformly bounded on compacts from $\mathbb{R}_+$ and $\sigma \in K(\infty)$ then there exists $\xi \in K(\infty)$ such that
\[
\xi(\tilde{q}) \geq \max\{\sigma(\tilde{q}), (2C(q)\sigma(\tilde{q}))^{1/(\beta_s)}\}.
\]
Therefore, we have
\[ D^+ V(x_{x_0,q}(t)) \leq -0.5\|x_{x_0,q}(t)\|_0^{4+\mu} \]
as long as
\[ \|x_{x_0,q}(t)\|_0 \geq \xi(q), \]
where \( x_{x_0,q} \) is any solution of (1) with an arbitrary \( q \in L^\infty(\mathbb{R}, V) : \|q\|_{L^\infty(I(\tau_1), V)} \leq \bar{q} \). The latter means that \( V \) is the ISS Lyapunov function of the system. Repeating the conventional arguments (see e.g. [46] for more details) we complete the proof.
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