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Abstract

We provide statistical learning guarantees for two unsupervised learning tasks in the context of
compressive statistical learning, a general framework for resource-efficient large-scale learning that
we introduced in a companion paper. The principle of compressive statistical learning is to com-
press a training collection, in one pass, into a low-dimensional sketch (a vector of random empirical
generalized moments) that captures the information relevant to the considered learning task. We
explicitly describe and analyze random feature functions which empirical averages preserve the
needed information for compressive clustering and compressive Gaussian mizture modeling with
fixed known variance, and establish sufficient sketch sizes given the problem dimensions.

Keywords: Kernel mean embedding, random features, random moments, statistical learning,
dimension reduction, unsupervised learning, clustering, mixture modeling.

1 Introduction

Motivated by the need to handle large-scale learning in streaming or distributed contexts with limited
memory, we studied in a companion paper ﬂgnitmnxalﬂ_aﬂ, |ZQZI.|] a general compressive learning
framework based on a generic sketching mechanism, using empirical averages of a random feature
function to compress a whole training collection into a single sketch vector. Learning from such a
sketch is expressed as a (generalized) moment fitting problem. Statistical learning guarantees control
the excess risk of the overall procedure, provided the used random feature function satisfies certain
properties with respect to the considered learning task. The size of the sketch can also be controlled.

For compressive clustering, also known as compressive k-means ﬂl&ﬁ;@nﬂ_aﬂ, |29;Lﬂ], and com-
pressive Gaussian mixture modeling [Keriven et all, 2016, 12 |_O_8] good empirical results have been

obtained with compressive statistical learning using random Fourier moments, i.e. using empirical

averages of random Fourier features [Rahimi and Recht, 2008]. Based on the general framework of
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Gribonval et all, 2021], we establish that these empirical results are supported by statistical learning
guarantees controlling the excess risk and the sketch sizes as a function of the problem dimensions.
For compressive clustering in dimension d, we demonstrate that a sketch of size

m > Ck?d - log® k - (log(kd) + log(R/¢)),

with k the prescribed number of clusters, R a bound on the norm of the centroids, € the separation
between them, and C' some universal constant, is sufficient to obtain statistical guarantees. To the
best of our knowledge these are the first guarantees of this kind: while there is a substantial literature
on asymptotical and nonasympotical guarantees on convergence rates for clustering m
I, Linder et all [1994], Bartlett et all [1998],/Antos et all [2005], [Antos [2005], Fischer [2010],
Levrard , they are based on the full data while our focus is on analyzing sketched clustering.
For compressive Gaussian mixture estimation with known covariance in dimension d, we
identify a finite sketch size sufficient to obtain statistical guarantees under a separation assumption
between means, expressed in the Mahalanobis norm associated to the known covariance matrix. A
parameter embodies the tradeoff between sketch size and separation. At one end of the spectrum
the sketch size is quadratic in k£ and exponential in d and guarantees are given for means that can
be separated in O(y/Togk). This compares favorably to existing literature |Achlioptas and McSherry,
2005, [Vempala and Wang, 2004] (recent works make use of more complex conditions that theoretically
permit arbitrary separation ﬂB@lkmjnd_Smhd |20j_d] however all these approaches use the full data
while we consider a compressive approach that uses only a sketch of the data). At the other end the

sketch size is quadratic in k& and linear in d, however the required separation is of the order of iidloi k.

After recalling the outline of the general framework for compressive statistical learning of [Gribonval et all,

in Section 2] a sketching procedure and the associated learning guarantees for compressive clus-
tering (respectively for compressive Gaussian mixture estimation) are given in Section 3] (respectively
SectionH]). The rest of the paper is dedicated to establishing these results. SectionBldescribes a generic
approach to establish learning guarantees when estimation of mixtures of elementary distributions are
involved, as in the two considered examples. The results are then specialized in Section [0l to mixtures
based on location families, using weighted random Fourier features. The most technical proofs are
postponed to appendices, including the proof of the main results of Sections [Bl and [

2 Overview of compressive statistical learning

In statistical learning, one is given a training collection X = {z;}; € Z™ assumed to be drawn
i.i.d. from a probability distribution 7 on the measurable space (Z,3). In our examples, Z = R? is
endowed with the Borel o-algebra 3. A learning task (supervised or unsupervised) is formally defined
through a loss function € : (x,h) — £(x,h) € R which measures how adapted is a training sample z to
a hypothesis h from some hypothesis class H. The overall goal is to select a hypothesis h* minimizing
the expected risk R(m, h) :=Ex . (X, h),

h* in R(r, h). 1
€ argmin R(m, h) (1)

Remark 2.1. We will always implicitly restrict our attention to probability distributions 7 that are
L(H)-integrable, i.e. such that x — €(x, h) is measurable and w-integrable for all h € H.

In practice, since the expected risk cannot be computed from the training collection, a common
strategy is instead to minimize the empirical risk R(7,, h) (or a regularized version) associated to the
empirical probability distribution 7, = %Z?:l 0z, of the training samples. The two primary tasks

considered in this paper are:



e k-means (resp. k-medians) clustering: each hypothesis h corresponds to a set of (at most)
k candidate cluster centers, c¢i,...,cx, and the loss is defined by the k-means cost f(x,h) =
ming <j<gl|z — cl||§, (resp. the k-medians cost £(zx,h) = mini<;<g|lz — ¢|,). The hypothesis
class ‘H may be further reduced by defining constraints on the considered centers (e.g., in some
domain, or as we will see with some separation between centers).

e Gaussian Mixture Modeling with fixed covariance matrix ¥: each hypothesis h corre-
sponds to the collection of weights o and means ¢; of a mixture of k& Gaussians 7., := N (¢, 2),

which probability density function is denoted 7, (z) = Zle ;N (¢, X). The mixture parameters
may again further be constrained by boundedness or separation assumptions. The loss function
l(x,h) = —logm () is associated to the maximum likelihood estimation principle.

2.1 Principles of compressive statistical learning

Compressive learning proposes instead to choose a measurable (nonlinear) feature function ® : Z
R™ or C™ and to proceed in two steps:

1. Compute empirical averages of the feature function to obtain a sketch vector

n

L Z O(z;) € R™or C™; (2)

y := Sketch(X) := —
n
i=1

2. Produce a hypothesis from the sketch by solving an optimization problem
he in R(y, h 3
argmin R(y, h) (3)

with some adequate proxy R(y,-) for the empirical risk R (7, ).

For the learning tasks considered in this paper, the feature function @ is built using random Fourier

features [Rahimi and Rechfl, 2008, 2009]. For compressive k-medians/k-means with b = (c1,. .., cx),
the proxy is
Z Oélq) Cl

with Si_1 := {a eRF:a, >0; Zle ) = 1} the simplex. For compressive GMM, it reads

: (4)

2

Rclust. (Y7 = min
a€ESE_1

RGMM y, (5)

2

with W(c;) := Ex (e, £)P(X). The nonlinear parametric optimization problems corresponding to the
minimization of (#)-(&) have be empirically addressed with success using continuous analogs of greedy

algorithms for sparse reconstruction in inverse linear problems H&MDEL_&LL 2016, 12017, l2_QlS]

2.2 Statistical learning guarantees for compressive statistical learning

From a statistical learning perspective, the goal is to control the excess risk R(w, fz) — R(m,h*). In
compressive statistical learning, this requires measuring a “distance” between the data distribution 7
and some model set &. Specific instances of model sets considered in this paper are:

e for compressive k-means / k-medians: mixtures of k (separated) Diracs;



e for compressive Gaussian mixture modeling: mixtures of k (separated) Gaussians.
An important conceptual tool is the so-called sketching operator A defined by
A(m) :=Ex . ®(X) (6)

which is linear in the sense thatl] A(67 + (1 —6)7') = 0.A(x) + (1 —60)A(x) for any 7,7’ and 0 < 6 < 1.
A key property of this operator for compressive statistical learning is the preservation of certain task-
driven metrics on probability distributions from the considered model set &. Denoting

ARp, (m,h) := R(m, h) — R(m, hg), (7)
the excess risk relative to a reference hypothesis hq, the excess risk divergence with respect to hg is

DhHO (m||7") == ZUP(ARho (m,h) — ARpy (7', 1)) > (AR, (7, ho) — ARpy (7', ho)) = 0. (8)
€EH

Given a class G of measurable functions g : Z — R or C, we denote

|7 —7'|lg == SlelglExwg(X) —Exrnmg(X")]. 9)
g

Specializing this to the particular class G = AL(H), where
AL(H) :={l(-,h) —L(-,h) : hyh' € H}, (10)

we get a task-driven metric || — 7'[| o 23 = supp, D} (7]|7’), capturing differences in terms of excess

risks. The first main result of |Gri ,12021] that we will use is the following theorem.

Theorem 2.2 (|Gribonval et al!, 2021, Theorem ZH]). Consider a loss class L(H) := {¢(-,h) : h €
H}, a feature function ®, and a model set & that is both L(H)-integrable and {®}-integrable (cf
Remark [21]). Assume that the sketching operator A associated to ® satisfies the following lower
restricted isometry property (LRIP)

17" = 7llacpe) < CallA(T) = A(T)l,+n V17" €& (11)

for some finite constants C4 > 0 and n > 0.
Consider any training collection X = {x;}1_, € Z" and denote 7, :== 3" | 8,,. Define

y := Sketch(X) = A(7y,), (12)
7 € 6 satisfying || A(T) —y|, < (14 v) 11€1£||.A(7') —ylly +¢/,  for some constants v,v" >0, (13)
T€O

h satisfying R(7, h) < hlan_[ R(7,h) + €, for some constant &' > 0. (14)
€

Then, for any probability distribution w that is both L(H)-integrable and {®}-integrable:

Vho € H : ARpy(m,h) < dl (7, 6) + (2 + v)Ca||A(T) — A(7n) ||y + 1+ Car/ + ¢, (15)
where
dit (7, 8) = nf (DL (7l|7) + (2 + v)CallA(m) = A(T)]],).- (16)

1One can indeed extend A to a linear operator on the space of finite signed measures such that & is integrable, see

Gribonval et all, 2021, Appendix [A2].



The bound (T3] holds regardless of any distribution assumption on the training collection X, and
is valid for any hy € H. The estimate is of course primarily of interest when X is drawn i.i.d. from
m and with hg = h*, in which case the left-hand side is the excess risk with respect to the optimum
hypothesis, and [ A(7) — A(7y)]|, typically decays as 1/y/n. As we will see, other choices of hg will
nevertheless turn out to be useful for the analysis of compressive k-means and compressive Gaussian
Mixture Modeling, where we need to introduce a class H satisfying a separation assumption and may
be interested in the best hypothesis over a larger hypothesis class H D H.

The model sets & considered for compressive k-means/k-medians consist of the probability distri-
butions for which the optimum risk vanishes, i.e. R(w, h*) = 0. These model sets are precisely chosen
to ensure that the bias term (@) in the control (IT) of the excess risk vanishes when the optimum risk
itself vanishes, and we will provide more explicit bounds on this bias term. With these model sets,
solving ([3) and ([[4) with v =/ = &’ = 0 also precisely corresponds to minimizing the proxy (). For
compressive GMM, the considered model set & consists of mixtures of Gaussians. Again, solving (I3)
and (I4) with v =1/ =&’ = 0 corresponds to minimizing the proxy (&).

The main technical contribution of this paper is to establish that the main assumption ([Il) of The-
orem holds for compressive clustering (resp. compressive GMM), using sketching operators based
on random Fourier features with controlled sketch size m. For this, we rely on the general approach
described in |[Gribonval et all, 12021, Section [ relating random (Fourier) features and kernel mean
embeddings of probability distributions. Another contribution is to provide more concrete estimates
of the “bias term” (IGl). The results are first stated in the next sections, before giving the technical
ingredients for their proof in the rest of the paper.

3 Compressive Clustering

We consider here two losses that measure clustering performance: the k-means and k-medians losses.
Hypotheses are k-tuples (c1,...,cr) where the elements ¢; € R? are the so-called centers of clusters.
We speak of unconstrained k-means or k-medians if the cluster centers can be arbitrary points of
RI*F and constrained otherwise (if the k-tuple of centers must belong to a specific subset of R?¥¥ for
instance if there is a separation or a maximum norm constraint). The loss function for the clustering
task is

Uz, h) = min |z — el (17)

with p = 2 for k-means (resp. p = 1 for k-medians) and R(7, h) = Ex.r mini<;<x || X — ¢/|f5-

3.1 Main theoretical guarantees

Existence and properties of a minimizer of the risk. For unconstrained k-means clustering,
given any L(H %—integrable probability distribution 7 there exists a global minimizer h} of the risk, see
e.g m, , Lemma 8] which only assumes that the support of the distribution 7 contains at
least k elements. When this support has at most k — 1 elements the existence of a global minimizer is
trivial, and a zero risk is achieved. The existence of a global optimum was also proved in more general
settings that include unconstrained k-medians clustering, see, e.g. |Graf et all, 2007, Theorem 1]. For
unconstrained k-means, when the support of 7 contains at least k£ elements, the global minimizer
satisfies necessary conditions that were already identified in the work of M] and were
formalized more recently in a generalized setting |Graf et all, 2007, Proposition 1]. For a generic
hypothesis h = (¢, ..., cx) denote

Vi(h) = {:E €R?: ||z — ¢, = min|jz — cj||2}, 1<1<k (18)
j



the Voronoi cells of the I-th center. Let (W;(h))i<n<i be an arbitrary Voronoi partition associated
to these Voronoi cells, i.e., W;(h) C V;(h) and (W;(h))1<;j<k form a partition of R? (in other words,
this partition breaks the “ties” at the boundary of the Voronoi cells arbitrarily). For z € Z = R9,
let P,z = ¢; if and only if x € W;(h) (i.e. P, maps x to the closest cluster center with tie-breaking
given by the Voronoi partition), and P,7 be the push-forward of a probability distribution 7 through
Py,. In other words, putting a;(m, h) := 7(X € Wi(h)) = Exxlw,mn)(X) the probability that a
sample belongs to a piece of the Voronoi partition, with 1 the indicator function of set E, we have
Py = Zle a;(m, h)de, .

For unconstrained k-means and 7 with a support containing at least k£ points, the k optimal centers
associated to hj are pairwise distinct (¢; # ¢; for i # j) and satisfy the so-called centroid condition:
for 1 <1<k we have (7, h*) > 0 and

Ex~rlyw,n)(X) - X
al(w,h*)

c = EXNﬂ-(X|X S Wl(h*)) = (19)

Finally, the optimal centers are such that 7(X € V;(h*)NV;(h*)) = 0 for each i # j, i.e., the distinction
between Voronoi cells and partition pieces becomes essentially moot at the optimum.

Choice of a model set. Both k-means and k-medians are “compression-type” tasks m,
2021, Definition 3] (see reminders in Appendix [D.3). Given a hypothesis h = (c1, ..., cx), the distri-
butions such that R (7w, h) = 0 are precisely mixtures of k Diracs,

k

GCT = {Z Oélécl LoEe Sk—l} (20)
=1

where we recall that Sp_1 = {a eR*F: a; >0, Zle o = 1} denotes the (k — 1)-dimensional sim-

plex. Given a hypothesis class H C (R%)¥, following the approach outlined in |[Gribonval et all, 2021,
Section B2], we consider the model set GT(H) := Upen ST,

Choice of a sketching function. Given that each model set GT(#H) consists of mixtures of Diracs,
and by analogy with compressive sensing where random Fourier sensing yields RIP guarantees, it
was proposed ﬂ&nmnﬂ_a‘u, lZ_QlZﬂ to perform compressive clustering using random Fourier moments.
To establish our theoretical guarantees we rely on a reweighted version where the feature function
® :R? — C™ is defined as:

2
s%[lwll;

| e
[ ] with w(w) :=14+ ——= (21)
7j=1 m

vm [ w(wj)
where s > 0 is a scale parameter and 7 is the imaginary unit. The random frequencies wy,...,w,, in
R? are sampled independently from the distribution with density

O(x) := y

.....

s2)w|?

Aw) = Ay s(W) x w?(W)e™ "2 (22)

This sketching operator is based on a reweighting of Random Fourier Features ﬂB&himijnd_R@ghﬂ,
. The weights w(w) are required for technical reasons (see general proof strategy in Section [H)
but may be an artefact of our proof technique.



Learning from a sketch by minimizing a proxy for the risk. For any distribution in the
model set, 7 = S°F | 6., € &°T(#), the optimum of minimization () (with & = 0) is achieved with
h = (c1,...,c) hence, given a sketch vector y and a class of hypotheses H, finding near minimizers

of (I3) and () in Theorem 22 corresponds to finding a (near) minimizer i = (é1,...,¢&) € H of the
following proxy for the risk

k
Rclust.(Y7 h) = ale%i:il y — Zl o‘i(I)(Ci) (23)
i= 2
with h = (¢1,...,¢k) in a constrained hypothesis class H that we now describe.

Separation constraint and approximate optimization. Because one can show (see Lemma B.3])
that it is a necessary assumption to establish an LRIP, we optimize the proxy R(y,h) on a restricted
hypothesis class

Hi2e,r = {(Cl)éh : CH;ggl llev = cully = 26, maxlall; < R}- (24)
1 1

There can be exact repetitions (¢; = ¢ with [ # 1’), however distinct centers ¢; # ¢y must be
separated. The parameters € and R represent the resolution and extent at which we seek clusters in
the data through the minimization of R(y, k). Observe that Hy 2 g is non-empty whenever 0 < e < R.
When R/e is close to one, its elements may nevertheless be forced to have repeated entries. The
following result is proved in Appendix[D.4l Besides leveraging Theorem 2.2 the proof exploits a generic
approach developed in Section [f] to establish the LRIP on mixture models using Theorem 5.1l and its
specialization to mixtures based on location families, which is developed in Section[6l We remind the
reader that P} is the projection onto the centroids of h, as described at the beginning of this section.

Theorem 3.1. Consider ® as in [2I) where the w; are drawn according to (22) with scale s > 0.
Given an integer k > 1 define € := 4s+/log(ek) and consider R > ¢.

1. There is a universal constant C > 0 such that, for any ¢, € (0,1), if the sketch size satisﬁes
m > 052 [k?d - (14 log kd +log & +log ) + klog ﬂ log(ke) min(log(ek), d),  (25)

with probability at least 1 — ¢ on the draw of (wj);-”zl the operator A induced by ® satisfies

| < IA@ — A1

< <149, V1,7 € G (H 20 r)- (26)

I — |12

with ||-||,. the mean map discrepancy (MMD) associated to kernel k(x,y) < exp(—||x — y||§/52)
2. If ([28) holds then:
e The function ® is L-Lipschitz with L = /1 + 0/s with respect to Euclidean norms.

2The sketch sizes from the introduction and [Gribonval et all, 2021, Table[] involve log(-) factors which have correct
order of magnitude when their argument is large, but vanish when their argument is one. Factors log(e:) do not have
this issue.

3see @R) in Section 5] for details.



e Consider any samples x; € R?, 1 <i < n (represented by the empirical distribution 7, ) and
any probability distribution © on RY that is both L(H)-integrable and {®}-integrable.
Consider a constrained class H C Hy 0o p € H := (RY)* and denote R(-,h) the risk associ-
ated to k-medians (resp. k-means), h* € argmin, .7y R(m, h), 7% := Py.m. Consider heH
and v,V > 0 such that

Rclust. (y= }AL) S (1 + I/) }ig’i Rclust.(y7 h) + I/' (27)

with the prozy Reyust. (y, -) defined in @3) and the sketch vectory := L 37" ®(z;) = A(#,,).

The excess risk of h with respect to h* satisfies

ARp (1, h) <2+ v)CallA(m) = A(fta) |, + (2 + )CallA(m) — A(x*)ly + d(n*, H) + C(AV;
28

where C 4 < 56+/k/(1—06)(2R)P (with p =1 for k-medians, p = 2 for k-means) and

d(r*,H) = Tegg’m){sgg(R(w*, h) —R(r,h)) + (2 + v)C4||A(r™) — A(T)||2}. (29)

The first term in (28)) is a measure of statistical error that can be easily controlled since ||®(z)||, < 1
by construction [2I)). By the vectorial Hoeffding’s inequality m, @], if ;,1 <i <n are drawn
iid. with respect to 7 then with high probability it holds that [A(7) — A(7,)|l, < 1/y/n. The
constants v and v/ measure the numerical error in optimizing Reiust.(y, h) over H.

The second term measures how close 7 is to 7* = Pj«, i.e., how “clusterable” is 7. By ,
2021, Lemma B4] and the Lipschitz property of ® this is bounded by L - RY?(x, h*). This bound
seems however pessimistic and we leave to future work a possible sharpening for certain settings.

The third term d(7*, H) measures of how far h* (weighted by the coefficients «;) is from belonging to
H. The Lipschitz property of ® yields more explicit bounds that may deserve to be further sharpened.

Lemma 3.2. With the notations of Theorem [31] (recall in particular that we assume H C Hy 2: ),
consider a mixture of k Diracs ™ := Zle a;d., with c; € R and o € Sp_y. If @0) holds then for
the k-medians clustering task we have

dk—medians (7‘—*7 H) S C : }igg{ Rk—medians (ﬂ-*u h)7

while for the k-means clustering task we have

dkfmea_ns (77*; H) S }%g’,lf-[ {kamea_ns (7T*7 h) + 4OR . kamedia_ns (77*; h)}a

with C := 1+ (2 + 1)500y/k log(ck) (1 + 0)/(1 — 0) £.

The proof is in Appendix[D.5l By Jensen’s inequality we have Ry —_peaians (7, h) < \/Rk—neans (T, 1)
hence dy—peans(7*, H) can also be bounded in terms of the optimum k-means risk over H.

Remark 3.3. Just as Theorem[31), the above lemma is valid for an arbitrary class H C Hy 2 r, hence
they can be exploited for instance when the d X k matriz of centroids C = [c1,...,ck] is constrained to
satisfy certain structural constraints (besides 2e-separation and R-boundedness). For example, C could
be required to be a product of sparse matrices to enable accelerated clustering J(Zg’ﬁgn et all, [2Q21|/ This
1s however left to future work.




Remark 3.4. Even if 7 € H and the third term in [28)) vanishes, the second term is in general positive
and does not vanish with n — oo, except if R(m,h*) =0, i.e. the source distribution w is itself exactly
a mizture of k Diracs. This comes from the fact that the proposed method finds an optimal clustering
for an implicitly reconstructed distribution which is of this form: if the source distribution is not of
this form, this introduces an inherent bias. Hence, the result above does not recover consistency or
convergence rates for the clustering risk available under broad conditions when using the full data (see
Introduction for references on this topic). An interesting direction left for future work is to investigate
if consistency could be established when considering a larger model set such as miztures of r Diracs
forr >k, and r depending on n, similarly to considerations on sketched PCA J(Zm‘bgng‘l et all, 12021,
discussion following Theorem 4.1]

3.2 Role of the separation assumption

It is natural to wonder whether the separation assumption is an artefact of our proof technique. The
following result shows that it is in fact a necessary assumption to establish an LRIP for compressive
k-means and compressive k-medians clustering, for any smooth sketching operator (in particular one
based on Fourier features). The proof is in Appendix

Lemma 3.5. Consider a loss associated to a clustering task: ((x,h) := min||z — ¢/ where h =
(c1y...,ck), k> 2, withp =1 (k-medians) or p =2 (k-means). Let ® be a sketching function of class
C?% and A be the associated sketching operator. There is a constant co > 0 such that for any R > 0 and
any 0 < e < R, with H = Hyc,r we have

!
T—T
w [ lace > caRP e,

p
rresa) [AT) = A(T)|l,
In particular, the LRIP ([[d) cannot hold with n =0 and a finite constant C on Hy0.R-

Although this shows that the separation ¢ is important in the derivation of learning guarantees, its
role in the final bounds is less stringent than it may appear at first sight, for several reasons.
First, in the most favorable case, the globally optimal hypothesis A* indeed belongs to the con-

strained class M, in which case d(7*,H) = 0 since 7* := Pp.m = ) . | a;0.r is a mixture of
Diracs. In particular, for H = Hpy 2. r, if we have prior information on the minimum separation
€% 1= min, ||c} — c§||2 of h* = (cf,...,c}) and on R* := max;||c||, then it is enough to choose the

scale parameter s < £*(4+/log(ek))~! and the sketch size large enough (with logarithmic dependency
on R*/e*) to ensure that d(7*,H) = 0. Note that this holds with the sample space Z = R?, i.e., we
only restrict the optimization of the proxy Reciust.(¥,h), not the data to centers in the Euclidean ball
of radius R > R*, BRdJl.”z(O, R).

Second, as we now show with a focus on H = Hj 2. r, even when A* is not separated the term
d(m*,H) can remain under control. This comes from a combination of two main facts: 1) the risk
for k-means and k-medians varies gently with respect to a natural distance between hypotheses; and
2) the distance between an arbitrary h = (c1,...,¢x) and the closest separated one is controlled. To
formalize these facts we introduce the following notation:

Definition 3.6. Given ¢ = (c1,...,cx) and ¢’ = (c},...,c}) two k-tuples with c;, ¢} € R?, denote
e = mi A "o e
d(ci||c’) 1?}2}@}’% JH2, d(c|c) : Jnax d(cq|c’). (30)

Since d(-]|-) is not symmetric we define d(c,c’) := max(d(c||c’),d(c’||c)).

Definition 3.7. For ¢ = (c1,...,cx) with ¢; € RY, the (index) set of “c-isolated” centroids of c
(ignoring repetitions) is denoted I.(c) :={i: 1 <i < k;Vj#i:c;=¢; or|c; —¢jll, > €}



The following lemmas are proved in Appendix

Lemma 3.8. Consider k > 2, h,h/ € H = (RY)*, and 7 with integrable k-means (resp. k-medians)
loss. Withp =2 for k-means (resp. p = 1 for k-medians) we have }R(ﬂ', h)YP — R(m, h’)l/p| < d(h,1).

Since 7 := Py = Ele ;6c» satisfies R(m*, h*) = 0, by LemmaBRwe get R/?(n*, h) < d(h*, h)
for each h € H, with p = 1 for k-medians and p = 2 for k-means. Hence, with the constant C' from
Lemma 32, we have when H C Hj 2c r

) * < i * .
dk—medlans(ﬂ- 7H) >~ C}ig’f—t d(h ,h),
dic—noans (1", H) < inf {d?(h*,h) + ACRd(h*, h)}.
S

Lemma 3.9. Given e >0 and c = (c1,...,¢x) € Hio.r, there exists ¢’ € Hy o, g such that d(c,c’)<e,
and such that all e-isolated centroids of ¢, {c;,i € I.(c)}, are centroids of ¢’ (e-isolated centroids of ¢
appearing multiple times may appear only once in c’.)

Denoting R* := max;||c}||,, by Lemma B3] there exists he € Hj 2o, g such that d(h*, he) < 2e. A
consequence is that if Hy 2. p» € H C Hp 2¢, R, then

dx—nedians(7*, H) < Cd(h*, Hp, 2¢,r+) < 2Ck;
x—neans (7%, H) < d*(h*, Hi2e,r+ ) + ACRA(W*, H 2e,r+ ) < 4€° + 8CRe.

Of course these are worst-case bounds. In particular, observe (using the definition of the constant C
in Lemma 3.2)) that for large k we have Ce > R and CRe > R?. Better bounds can be obtained by
taking more finely into account the possible “near” separation of h* as well as the weights «; of the
non e-isolated centroids.

Lemma 3.10. With the notations and assumptions of Theorem [Tl let ©* = Zle ;0. be an
(arbitrary) k-mizture of Diracs and h* := (c1,...,cx) its centroids. Denote R* := max;||cill,, and
W(r*,¢e) := Ziglg(h*) a; € [0,1] the weight of non-e-isolated centroids. If Hy e rr € H C Hi2e.Rs
then for the k-medians or k-means risk we have

dkfmedia_ns(ﬂ*; 7‘[) S Cmin{W(ﬂ'*, 46) . d(h*, Hk,2s,R*)7 W(Tf*, 25) . 25}, (31)
di—neans (7, H) < min{ W (7*,4¢) - (d®(h*, Hi,2,r*) + ACR*d*(h*, Hy, 26,5+ ),
W(r*,2¢) - (4” + 8CR*e) }. (32)

The form of BI)-([B2) illustrates that, when restricting possible clustering hypotheses h to be
separated, the best restricted risk R(7*,h) can be smaller if the unrestricted optimal clustering 7*
has centroids globally well-approximated by a set of separated centroids, or if 7* puts large weight on
isolated centroids, with both effects possibly compounding.

3.3 Learning algorithm ?

For compressive clustering, learning in the sketched domain means addressing the minimization of the
proxy Reciust.(y,h) over h € H, which is analogous to the classical finite-dimensional least squares
problem under a sparsity constraint. The latter is NP-hard, yet, under RIP conditions, provably good
and computationally efficient algorithms (either greedy or based on convex relaxations) have been
derived [Foucart and Rauhut, 2012]. Remark that the classic (non-compressed) k-means problem by
minimization of the empirical risk is also known to be NP-hard |Garey et all, 1982, |Aloise et all, 2009]
and that guarantees for approaches such as K-means++ ﬂAmhur_andlaaalxmskd lZ_QO_ﬂ are only in

expectation and with a logarithmic sub-optimality factor.
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It was shown practically in [Keriven et all, M] that a heuristic based on orthogonal matching pur-
suit (which neglects the separation and boundedness constraint associated to the class Hy o r) is em-
pirically able to recover sums of Diracs from sketches of the appropriate size. It must be noted that re-
covering sums of Diracs from Fourier observations has been studied in the case of regular low frequency
measurements. In this problem, called super-resolution, it was shown that a convex proxy (convexity
in the space of distributions using total variation regularization) for the non-convex optimization of

the proxy Reiust.(y, 1) is able to recover sufficiently separated Diracs |[Candes and Fernandez-Granda,
2013, De Castro et all, 2016, [Duval and Peyré, [2015]. In dimension one, an algorithmic approach to

address the resulting convex optimization problem relies on semi-definite relaxation of dual optimiza-
tion followed by root finding. Extension to dimension d and weighted random Fourier measurements
is not straightforward. Frank-Wolfe algorithms |Bredies and Pikkarainen, M] are more flexible for
higher dimensions, and a promising direction for future research around practical sketched learning.

3.4 Improved sketch size guarantees?

Although Theorem [B.1] only provides guarantees when m is of the order of k%d (up to logarithmic
factors), the observed empirical phase transition pattern ﬂmwill, mﬂ] hints that m of the
order of kd is in fact sufficient. This is intuitively what one would expect the “dimensionality” of
the problem to be, since this is the number of parameters of the model G°"(#). In fact, as the
parameters live in the cartesian product of k balls of radius R in R% and the “resolution” associated to
the separation assumption is €, a naive approach to address the problem would consist in discretizing
the parameter space into N = O((R/e)?) bins. Standard intuition from compressive sensing would
suggest a sufficient number of measures m of the order of klog N = O(kdlog %) We leave a possible
refinement of our analysis, trying to capture the empirically observed phase transition, for future work.

4 Guarantees for Compressive Gaussian Mixture Modeling

We consider Gaussian Mixture Modeling on the sample space Z = R¢, with k& Gaussian components
with fized, known invertible covariance matrix ¥ € R? . Denoting 7. = N (¢, X), an hypothesis
h = (1, ...y Cky 1, ..., ) contains the means and weights of the components of a Gaussian Mixture
Model (GMM) denoted 7}, = Ele e, with ¢; € R? and o € Sy,_1. The loss function for a density
fitting problem is the negative log-likelihood: ¢(x,h) = —logm(z), and correspondingly the risk is
Ram(m, h) = Ex~r(—logmp(X)). When 7 has a density with respect to the Lebesgue measure, and if
this density admits a well-defined differential entropy,

H(m) := Exr — logm(X), (33)

the risk can be written Rem(m, h) = KL(x||7p,) +H(7) with KL(7||7") := Ex.r log % the Kullback-
Leibler divergence, see, e.g., |[Cover and Thomas, 1991, Chapter 9]. For any distribution 7 with inte-
grable GMM loss class, there exists an unconstrained global GMM risk minimizer h* € R x S;_; of

Ram(m, h) (see Section [D.J] for a proof).

Model set &"™(#) and best hypothesis for 7 € G"™(#). A natural model set for density fitting
maximum log likelihood is precisely the model of all parametric densities:
S"(H) := {m, : h € H}. (34)

A fundamental property of the Kullback-Leibler divergence is that KL(x||7’) > 0 with equality if,
and only if 7 = 7. Hence, for any distribution @ = mp, in the model set &"™(#), the optimum of
minimization (@) (with ¢/ = 0) is h = hg as it corresponds (up to an offset independent of h) to
minimizing KL(7||mp,).

11



Separation assumption. Similar to the compressive clustering framework case of Section Bl we
enforce a bounded domain and a minimum separation between the means of the components of a
GMM. We denote
Hier = {(cl, ey Cly Q14 ey Q) 2 € € RY, lalls < R, n;éin llet —crlls =€, (on,...,00) € Sk1},
Cir7#cCyr
(35)

el :=V Tyl (36)

is the Mahalanobis norm associated to the known covariance X.

where

Choice of feature function: random Fourier features. Compressive learning of GMMs with

random Fourier features has been recently studied |[Bourrier et al], 2!!13, Keriven et al], 2!!16]. Unlike

compressive clustering we do not need to define a reweighted version of the Fourier features, and we

directly sample m frequencies wy, . .., wy, in R? i.i.d from the distribution with density
A=A, =N(0,5s2271), (37)
with scale parameter s > 0. Define the associated feature function ® : R — C™:
1 T
() = — {ewi I} . 38
(z) N P (38)
Learning from a sketch by minimizing a proxy for the risk. Given sample points x1,..., 2z,

in R?, a sketch y can be computed as in (@), i.e., as a sampling of the conjugate of the empirical
characteristic function |[Feuerverger and Mureika, [1977] of the distribution 7 of X. The characteristic
function of a Gaussian 7. = M (c, X) has a closed form expression hence, with the operator A defined
in (@), we have

1
(e) = Exen(e (X) = Alre) = = [ cemaeme]

m j=1,....m

Then, given a sketch vector y and a hypothesis class H, finding near minimizers of (I3) and (I4) in
Theorem [Z2] corresponds to finding a (near) minimizer h = (¢4, ..., ¢k, 4a, ..., &) € H of the proxy

Ram(y, h) :== (39)

k
y - ai¥(c)
i=1

2

The following guarantees are proved in Appendix [D4] jointly with Theorem B.11

Theorem 4.1. Consider @ as in [B8) where the w; are drawn according to (31) with scale s> 1. Given
an integer k > 1 define e := 4,/(2 + s?)log(ek) and consider R > e.

1. There is a universal constant C > 0 such that, for any ¢,d € (0,1), when the sketch size satisfies
_ d
m>C6 2k [kd- (S—2 + 1+ log(kRs) + 10g(1/6)> + log(l/C)}
-min(log®(ek), s* log(ek)) - (1 +2/s%)%/2. (40)
with probability at least 1 — ¢ on the draw of (o.)j)}":l the operator A induced by ® satisfies

< A — A(T)

1-6

2
l2 <146, vr, 7' € 6™ (H 20 R). (41)

2
I =71
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2. Consider any samples x; € R%, 1 < i < n (represented by the empirical distribution 7,) and any
probability distribution © on R that is both L(H)-integrable and {®}-integrable.
Consider a constrained class H C Hy 2o,r C H = (Rd)k XSk—1. Denote h* € argmin,, .77 Rew(7, h),
T =, and consider h et and v,V >0 such that

Rew(y, ﬁ) <(1+v) ;32% Ram(y,h) + /' (42)

with the prozy Ram(y,-) defined in B9) and the sketch vector'y := L 31" ®(z;) = A(#,).
If 1) holds then the excess risk ofﬁ with respect to h* satisfies

KL(||m;) — KL(x|[mp+ ) = ARps (7, h) <(2+ »)CallA(m) = A(Fn)lly + (2 + 1) Cal A7) — A(x)]
+ DIt (n||7*) + d(m*, H) + Ca/ (43)

where C 4 < 46+/k/(1 — 6)R*(1 + 2/82)d/4 and

(7", H) = Teé%f(ﬂ){sg%(KL(ﬂ*llﬂh) — KL(7llmn)) + (2 + v)Cal A(m") — A(T)||2}- (44)

Remark 4.2. Note that this holds with the sample space Z = R?, i.e., we only restrict the means of
the GMM, not the data, to the ball of radius R, BRd,II-IIE(OvR)'

The first term in the bound [3]) is a statistical error term that is easy to control since ([B8]) implies
|®(x)]|, = 1 for each . By the vectorial Hoeffding’s inequality [Pinelid, [1992], for i.i.d. samples z;
drawn according to 7, with high probability w.r.t. data sampling it holds that C4|A(7) — A(7,)],

is of the order of at most (1 + 2/82)d/4\/ER2/\/ﬁ. To reach a given precision £ > 0 we thus need
nz &1+ 2/52)d/2kR4 training samples. Notice that when s? is of the order of d this is of the order
of €72kR*. However (1 + 2/52)0”2 < e/5” can grow exponentially with d when s? is of order one,
potentially requiring n to grow exponentially with d to have a small statistical error.

The second term || A(m) — A(7*)||, and the third one D7t (x||7*) measure a modeling error, as
they vanish when 7w belongs to the considered family of Gaussian mixtures. The second term can be
controlled using Pinsker’s inequality |7 — /||l < +/2KL(7||7’) [Fedotov et all, 2003]. Considering
Oy () := (®(x),u) where u € R™ satisfies ||ul|, < 1, we have |®y(z)| < ||®(x)[|, = 1 for all z. By
definition of the total variation norm it follows that

[A(m) =A@ )l = sup  (A(m) —A(m"),u) = sup = Exr®u(z) = Exom Pu()

ueR™, [|ufl,<1 ueR™,[[uf|,<1
<l =7 py < V2KL(7||7*).

As Reuu(m, h*) is, up to an additive offset, equal to KL(7||7*), this is reminiscent of the type of distribu-

tion free control obtained for clustering using |Gribonval et all, 2021, LemmaBZ] Whether D} (r||7*)
vanishes as in compressive clustering (cf |[Gribonval et all, 2021, Lemma B2] and Lemma [D.0 in the
appendix) is an interesting question left to further work.

As in compressive clustering the fourth term, d(n*, ), is a measure of distance of the best (un-
constrained) gaussian mixture model to the considered constrained hypothesis class. Controlling this
term as was done for compressive clustering in Lemma would require further investigations.
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Separation assumption. Given the scale parameter s> 1 and the number of Gaussians k, Theo-
rem [£.1] sets a separation condition e sufficient to ensure compressive statistical learning guarantees
with the proposed sketching procedure, as well as a sketch size driven by M,. Contrary to the case of
Compressive Clustering, one cannot target an arbitrary small separation as for any value of s we have

e > 44/2log(ek). Reaching guarantees for a level of separation O(«/log(ek)) requires choosing s of

the order of one. As we have just seen, this may require exponentially many training samples to reach a
small estimation error, which is not necessarily surprising as such a level of separation is smaller than

generally found in the literature [see e.g. |Achlioptas and McSherry, 2005, [Dasgupta and Schulman,
2000, [Vempala and Wang, 2004]. For larger values of the scale parameter s, the separation required

for our results to hold is larger.

Sketch size. Contrary to the case of Compressive Clustering (cf Theorem B]), the choice of the
scale parameter s also impacts the sketch size required for the guarantees of Theorem Tl to hold.
Choosing s? = 2 we get €2 of the order of log(ek) , and (@0) holds as soon as (with a universal
numerical constant C' that may vary from line to line below)

m>C6 2. 292k {kd - [d+logk + log R +log(1/6)] + log(1/¢)} - log(ek).
Choosing s? = d we get €2 of the order of dlog(ek), and (@) holds as soon as
m>C6 2 k- {kd-[1+log(kd) + log(R) + log(1/5)] + log(1/¢)} - log(ek) min(log(ek), d).
Choosing s? = d/log(ek) we get €2 of the order of d + log k, and (@0) holds as soon as
m > 062 k% {kd - [1 +log(kd) + log(R) + log(1/5)] + log(1/¢)} - min(log?(ek), d).

Choosing s? > d does not seem to pay off.

Tradeoffs. Overall we observe a tradeoff between the required sketch size, the required separation
of the means in the considered class of GMMs, and the sample complexity. When the scale parameter
s decreases, higher frequencies are sampled (or, equivalently, the spatial kernel is more localized), and
the required separation of means decreases. As a price, a larger number of sampled frequencies is
required, and the sketch size increases as well as the factor C4. We give some particular values for

Scale Separation | Estimation error Sketch size

52 € factor C 4 m

d \/dlog(ek) VER? k2d - log(ekdR) log® (ek)
m \/d + log(ek) kvkR? k3d - log(ekdR) log® (ek)

2 log(ek) 292\/kR? k2d2 - 2972 (1 + log(kR)/d) log(ek)

Table 1: Some tradeoffs between separation assumption, estimation error factor, and sketch size guar-
antees obtained using Theorem HI] for various values of the scale parameter s> of the frequency
distribution (BT). Each expression gives an order of magnitude up to universal numerical factors and
factors depending only on ¢ and (.

s in Table [l The regime s> = 2 may be useful to resolve close Gaussians in moderate dimensions
(typically d < 10) where the factor 24/2 in sample complexity and sketch size remains tractable.
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Learning algorithm and improved sketch size guarantees? Again, although Theorem 1] only
provides guarantees when the sketch size m exceeds the order of k2d (up to logarithmic factors, and for
the most favorable choice of scale parameter s with the strongest separation constraints), the observed
empirical phase transition pattern ﬂl@nﬁ@nﬂ_&u, l2_Q18] (using an algorithm to adress the optimization
of B9) with a greedy heuristic) suggests that m of the order of kd, i.e. of the order of the number of
unknown parameters, is in fact sufficient. Also, while Theorem [Tl only handles mixtures of Gaussians
with fixed known covariance matrix, the same algorithm has been observed to behave well for mixtures
of Gaussians with unknown diagonal covariance.

5 Establishing the RIP for general mixture models

To establish the main results of the previous sections, Theorem B.Iland Theorem 4.1} we will prove that
the main assumption (II]) of Theorem 221 holds with high probability. As recalled in Section Bl below
(see Theorem [5.T]), this can be achieved using the general approach described in ﬂQLibQ_nanjL_aﬂ, 12021,
Section [] relating random features and kernel mean embeddings of probability distributions, and using
the notion of a normalized secant set. As the models sets appearing in Theorem [B.1] and Theorem [4.]
are mixture models (mixtures of k Dirac, or mixtures of & Gaussians), we develop in Section tools
for generic mixture models, introducing the notion of (separated) dipole and that of mutual coherence
of separated dipoles.

5.1 Ingredients to establish the LRIP for randomized sketching

Considering a parameterized family of (real- or complex-valued) measurable functions F := {¢y }weq
over Z and a probability distribution A over the parameter set 2 (often 2 C R?), the random feature
functions we consider are defined by drawing w;, 1 < j < m, i.3.d. from the distribution A and defining

O(x) = \/% ((bwj (:E))jzl,m' (45)

The expectation of (®(z), ®(z')) = L 3" | ¢y, ()¢w, (z') defines a kernel

k(z,2") = Eyopdw (1), (27) (46)

as well as the corresponding mean embedding kernel ﬂSﬂ_pﬁmm};mduer_aﬂ, lZ_Qlﬂ] for probability dis-

tributions,

k(m, ") = ExrExromr(X, X'), (47)

and the associated Maximum Mean Discrepancy (MMD) metric

|m— 7|, == /w(m, ) — 2Re(k(m, 7)) + k(n', 7). (48)

By construction |7 — 7T1Hi is the expectation (with respect to the draw of w;, 1 < j <m) of

m

2 1 2
A = Ay = — > [Exnntu, (X) = Exrndu, (X[
j=1
A quantity of interest, given a model set &, is a concentration function t — ¢, (t) € (0, 00] such that
2
P( JA@) — AT |

Il — I

Zt) SQexp(—%), vr, 7' €&, Yt>0, VYm > 1. (49)
CK/
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The normalized secant set of the model set & with respect to a kernel « is the following subset of the

set of finite signed measures (see [Gribonval et all, 2021, Appendix [A2]):

-7 / ’
Sk =8:(6) = 7——— 1,7 €S, |[T—7|,>0;. (50)

I =71l

Given a function class G of measurable functions ¢ : Z — R or C, the radius of a subset £ of finite
signed measures is denoted
/ gdu‘. (51)

Of particular interest will be ||Sk|| 5, and ||Sk||=. The covering number N(d(-,-), S, 0) of a set S with
respect to a (pseudo)metricﬁ d(-,-) is the minimum number of closed balls of radius ¢ with respect to
d(-,-) with centers in S needed to cover S. We can now recall |Gribonval et all, 2021, Theorem [5.7]:

[€llg := sup|lp]lg = supsup
HEE HEE geG

Theorem 5.1. Consider F := {¢y},cq a family of real or complex-valued functions on Z, A a
probability distribution on 2, ® the associated random feature function and k the corresponding kernel.
Consider the pseudometric on F-integrable probability distribution

(. 7') = 0D [Bx e ()I* = [Bxtners (X)) (52)

Consider a model set S and S, its normalized secant set. Assume the pointwise concentration function

¢k (0) satisfying (@) exists. For 0 < 6,( <1, if
m > cx(8/2) - log (2N(dr, 8., 0/2) /), (53)

then, with probability at least 1 — ¢ on the draw of (w;)7L;, the operator A induced by ® (cf (@))
satisfies

|A(r) — A(T')

Il = =II%

2
1-6< ”2§1+5, vr, 7 € &. (54)

When [B4) holds, the LRIP ([[)) holds with constant C4 = % and n = 0.

5.2 Separated mixtures models, dipoles, and mutual coherence

In Theorems B and 1] the random feature map ® is made of (weighted) random Fourier features,
leading to a shift-invariant kernel x, and the considered model set is a mixture of Diracs (resp. of
Gaussians) satisfying a certain separation condition. To prove these theorems using Theorem [B.1] our
main goal is to bound the radius of the normalized secant set, ||Sk||, ., as well as the concentration
function ¢, (t) (see @J)) and the covering numbers of S, (see (B0)) with respect to the pseudomet-
ric (B2). As the distance || — 7’||,. is the denominator of all these expressions, most difficulties arise
when |7 — 7/||,, is small (7,7’ € & get “close” to each other) and we primarily have to control the ratio
|7 —7'||/||T — 7’|, for various norms when ||7 — 7’|, — 0. In this section, we develop a framework to
control these quantities when the model & is a mixture model, which covers both mixtures of Diracs
and mixtures of Gaussians.

We consider a given parametrized family of base distributions 7 = (O, g, ¢) where © is a parameter
set (typically a subset of a finite-dimensional vector space), ¢ is a metric on ®, and ¢ : § € © —
©(0) = mp is an injective map defining a family of probability distributions (e.g. a family of Diracs

4Further reminders on metrics, pseudometrics, and covering numbers are given in [Gribonval et al ,, Appendix[A].
5Tn fact, we consider the extension of dr to finite signed measures, see Appendix [A2 in |Gribonval et al ,}.
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or of Gaussians). In statistical terms, 7 is an identifiable statistical model whose parameter space
is equipped with a metric, and mp is a (probability) measure on the sample space Z. We define
2-separated k-mixtures from 7T as

4 4
Gk(T) = {TZZO(HT@L A<k, a>0, ZO&[ZL 0, € O, 9(91,91/)22Vl#l’§€}. (55)
=1 =1

Remark 5.2. In the case of Diracs mg = dg, with o(0,0") = ||0 — 0'||,/e, S,(T) is the set of miztures
of k pairwise 2e-separated Diracs considered in Section[3. For Gaussians mg = N(0,%), 0(0,0") :=
|6 —0'||s; /e, we obtain the set of 2e-separated Gaussian miztures considered in Section [J)

The notion of dipoles will turn out to be particularly useful in our analysis.

Definition 5.3 (Dipoles, separation). A finite signed measurdd v is a dipole with respect to T =
(O, 0, ) if it admits a decomposition as v = a1mg, — qamy, where 61,05 € O, p(01,02) <1 and a; >0
fori=1,2. The coefficients «;’s are not necessarily normalized to 1, and any of them can be put to 0
to yield a monopole as a special case. Two dipoles v,V are 1-separated if they admit a decomposition

v = a1mg, — QaTg,, V' = o) me, — aymgy as above such that o(0;,05) > 1 for all d,j € {1,2}.

The relevance of the notion of separated dipoles to handle the secant of separated mixtures is
captured in the following decomposition lemma:

Lemma 5.4. If 7,7 € &(T), then there exists { < 2k nonzero dipoles (v;)1<i<¢ that are pairwise
. , Vi -
1-separated and satisfy 7 —7' =>",_, 1.

Proof. Using the 2-separation in 7 and 7/ and the triangle inequality, for the metric ¢ each parameter
0; in 7 is 1-close to at most one parameter 9;- in 7/, and 1-separated from all other components in both
7 and 7. Hence 7 — 7’ can be decomposed into a sum of (at most) 2k dipoles (some of which may also
be monopoles). O

As announced previously, we are interested in RIP inequalities with the kernel norm in the denom-
inator. Correspondingly, it is natural to introduce the notion of normalized monopoles and dipoles,
given a kernel x and the associated mean map embedding. It will be convenient to make some basic
assumptions on this kernel. For the following definitions, we only assume k is a positive semi-definite
(psd) kernel on Z with the associated kernel mean embedding defined by (@T); the explicit represen-
tation in terms of random features is not needed.

Definition 5.5 (Locally characteristic kernel, normalized kernel). A psd kernel k on Z (extended to
probability distributions on Z via the kernel mean embedding (&) ) is locally characteristic with respect
to T = (0,0, ) if it satisfies the following two conditions:

1. ||mgl|,, > O for each § € ©;
2. |k(mo,mor)| < ||moll,||mor||,. for each 6 # 6" € © such that o(6,6") < 1.

Note that if k is locally characteristic, then ||v||, > 0 for any nonzero dipole.

Definition 5.6 (Normalized monopoles, normalized dipoles). The set of normalized dipoles induced
by the base family T with respect to a locally characteristic kernel k is denoted by

SV iS4 monzero dipole}. (56)

6See Appendix [A2in [Gribonval et all, [2021]
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It contains as a particular subset the set of normalized monopoles

NLWMAT%_{W: 96@} (57)

HMH
Equipped with these notions we can define the mutual coherence and ¢-coherence of a kernel.

Definition 5.7. A psd kernel k on Z has mutual coherence M with respect to T if: (a) it is locally
characteristic with respect to T; and (b) for each pair of normalized dipoles p, '€ D(T) that are
1-separated from each other, we hav

|k (p, p)| < M. (58)

Given an integer £ > 0 and a number ¢ € [0,1], we say that a kernel k has its {-coherence with

respect to T bounded by ¢ if, for any dipoles (v)1<i<¢ that are pairwise 1-separated and such that
Sl > 0, it holds
2

¢
el
—_— <

7 2 =
2= llmll

A crucial step in the analysis to come is the reduction from differences of k-mixtures to individual
dipoles. To this end, the representation of Lemma [£.4] combined with the quasi-Pythagorean iden-
tity (B9) will play a central role. The following result is a direct consequence of Gershgorin’s disc

lemma [see e.g. [Foucart and Rauhutl, 2012, Theorem 5.3] and establishes the link between mutual
coherence and ¢-coherence.

1-¢< +¢. (59)

Lemma 5.8. Consider a kernel k with mutual coherence M with respect to T. Then k has £-coherence
bounded by M(¢ —1).

Remark 5.9. The reader familiar with sparse recovery will find this lemma highly reminiscent of
the classical link between the coherence of a dictionary and its restricted isometry property [see e.g.

Foucart_and Rauhut,|2012, Theorem 5. 13]. To handle incoherence in a continuous “off the grid” setting
(such as mixtures of separated Diracs in Section [3, which also appear i super-resolution imaging

scenarios [Candés and Fernandez-Granda, 2013, |De_Castro et all, 2016, Duval and Peyré, |2014]), the

apparently new trick is to consider incoherence between dipoles rather than between monopoles.

Conditions such that x has low mutual coherence with respect to 7 will be given in Theorem .10

5.3 From separated k-mixtures to dipoles

We turn to the ingredients delineated in Section Bl in order to establish the RIP for (separated)
k-mixture models. Using the notions introduced in Section [5.2] the following results allow to control
the various key quantities in terms of related notions defined by replacing the normalized secant set of
k-mixtures with the simpler set D of normalized dipoles.

In the sequel we will generically assume to have fixed a base distribution family 7, a kernel k, the
associated normalized dipole and monopole sets D = Dy (T), M = M, (T), an integer k > 1, the
separated k-mixture model & = & (7) and its normalized secant S, = S.(6) as introduced in the
previous section. Our first result relates the radius of the normalized secant set with respect to any
function family G to the corresponding radius of the set of dipoles.

TWe properly define in Appendix [A2] of |[Gribonval et al ,]tho extension of the Mean Map Embedding to finite
signed measures, to make sense of the notation (v, v’).
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Theorem 5.10. Assume the kernel k has its 2k-coherence with respect to T bounded by ¢ < 3/4. Let
G be a real or complez-valued measurable function class over Z. We have

1Skllg < V8K - | Dllg- (60)
Proof. First, by definition of ||D||g, we have [[v| s < [|D||g-||¥||, for any dipole v. Let 7, 7/ € &4(T).

Using Lemma [£.4] we write 7 — 7/ = Zle v; where £ < 2k and the v;’s are dipoles that are pairwise
1-separated. By the triangle inequality and the Cauchy-Schwarz inequality we have

1
3 ¢ ¢ 3
2
Im=7llg <Y lwillg < IPllg - > lwill,, < I1Pllg - VZ(ZIIWL)
i=1 i=1 i=1

By our assumption on the bounded 2k-coherence of x and since ¢ < 2k and ¢ < 3/4, we have

14

>

i=1

IPllg
v1=¢

We now consider the random sketching operator: consider a family of functions F := {¢y }weaq,
m parameters (o.)j)}”:l drawn i.i.d. according to some distribution A on €, A the operator induced

Vi

Im=7"llg <

<2v2k-|Dllg - Im = 7'l O

(see (@) by the feature function ®(z) := \/—% (bu, (x));n:p and finally x the associated average kernel,

given by ([@@). For short, we call (F,A) a random feature family, and A, s the induced (random)
sketching operator and kernel.

Concerning the pointwise concentration function for this random sketching operator, by ,
2021, Lemma [55], we have ||S,|| £ > 1, and the concentration function satisfies

cu(t) <221+ /3) - |Sell%  VE>0. (61)

Observe that this is based on a supremum control over the class F, using the radius ||Sc||-, and
as such is independent of the choice of the distribution A over its index set. In settings such as
Compressive Clustering with d 2 log k, sharper bounds on the concentration function can be obtained
for mixture models when the considered kernel has low mutual coherence. In this situation, thanks
to the separation assumption, it is sufficient to properly control the moments wrt. A of normalized
dipoles, for which sharper bounds may be available.

For notational brevity, we extend by linearity the operator A to finite signed measures (in particular
for normalized dipoles), and for any finite signed measure p, we denote by (u, f) = [ fdu for an
integrable function f. Proofs of the remaining results in this section are in Appendix [Bl

Theorem 5.11. Consider a random feature family ({¢w twea,A) and the induced random sketching
operator A and kernel k. Assume k has its 2k-coherence with respect to T bounded by ¢ < 3/4.
Assume there are v > 0, A\ > 1 such that, for each normalized dipole p € D:

|
Eooa [|<u, ¢w>|2q} < %)\7‘171, for each integer q > 2. (62)
Set V := 16ek~ylog?(4ek)). For any p € Sx(Sx(T)) we have
2 th
—1]>¢) < S .
P(‘HA(#)H 1’ _t) _2exp( 2V(1+t/3))’ for each t >0 (63)

Specific estimates of « such that the moment bounds (G2]) hold for normalized dipoles will be
given in Section [ (Lemma [65]) and completed in Section [D] where we gather all ingredients to prove
Theorems [3.1] and ] for Compressive Clustering and Compressive GMM.

Finally, the covering numbers (for dz) of the normalized secant set are also controlled by those (for
|-l ) of normalized dipoles.
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Theorem 5.12. Consider a random feature family (F, ) and the induced random sketching operator
A and average kernel k. Assume that k is locally characteristic with respect to T = (0O, o, ).

e We have |D| z > 1, and for each 6,0" € © such that o(0,0") <1 and a,o/ >0
lamg — o'mgr |, < llamg — o'mor || < | D] pllamg — o'mrl,.- (64)

o Assume the kernel k has its 2k-coherence with respect to T bounded by ¢ < 3/4, and consider dx
the pseudo-metric defined in ([B2). Then we have for each 6 > 0:

256k D)2 \ 12
N(dr, 8:,8) < [N(IF - D oy ) - mane(1, 22420 ) [ (65)
Gathering all the ingredients above together with the general Theorem [5.1] and Lemma [5.8 we

obtain the following result.

Theorem 5.13. Consider F := {¢, twea, A a probability distribution on Q, and k the induced average
kernel. Assume that k has mutual coherence M with respect to T and consider k > 1 such that
M2k — 1) < 3/4. Assume that there are C > 1, r > 0 such that N(||-|| z, D,d) < 2(C/6)" for each
0 <0 <1 and that there are v > 0,\ > 1 such that

q
sup Eoa || (1, 0) ] < a7, (66)
neD

for every integer ¢ > 2. For 0 < 4,( <1, if (wj);-”:l are drawn i.i.d. according to A and

m>80- 62 -min(26710g2(4ek)\), |\D||§) k- {2k(r +1) [1og(k0||D||§:) + 1og(1024/5)} + 1og(2/<)},

(67)
then, with probability at least 1 — ¢ on the draw of (o.)j)}”:l, we have
—_ / 2
| g < MA@ A(Z Mo o115 vrale &i(T). (68)
(g [
where A is the operator induced by ®(z) = ﬁ(gbwj (x))jzl.
When (G8) holds, the LRIP (1) holds with C 4 := % and n =0 for each loss class L.

5.4 Strongly characteristic kernels and associated controls

Theorem notably involves two important quantities: the coherence M of the kernel, and the
radiuses || D||g, where G € {AL, F} and D is the set of normalized dipoles. These quantities can be
controlled under some assumptions on 7 and k which are essentially captured by a normalized version
of the kernel, which we introduce now.

Definition 5.14. Let T = (O, g, ) be a family of base distributions, and k be a psd kernel on Z such
that ||mel|,, > 0 for each 0 € ®. We define the T -normalized kernel & on the parameter space © as

7(0,0') := _rilmo, mor)
7o . lIe .
It holds that ®(0,0) = 1 for each 0 € ©, |R(0,0")| <1 for every 0,0, and & is locally characteristic iff

[7(6,60")] <1 when 0 < 0(6,0") <1.
Given ¢ € (0,2] we say that the kernel k is c-strongly locally characteristic if it is real-valued and

0.0/ € ©. (69)

1-%(0,0) > =0%(6,6"), V0,0 € © such that o(h,6') < 1. (70)

N o
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We note that kernels that locally decrease quadratically also appear naturally in sparse spikes
recovery ﬂﬂmnﬂ_aﬂ, [2Q2ﬂ], where infinite-dimensional convex relaxations are employed to estimate
sums of Diracs; like we do here for k-means/medians however through the non-convex problem (27]).
Concrete examples of such kernels will be given in Section[6l where typically o(, -) is a simple Euclidean
distance and « is a Gaussian kernel.

Our first result relates G-radiuses of the set of normalized dipoles D to those of the set of the
normalized monopoles M.

Theorem 5.15. Consider a kernel k that is c-strongly locally characteristic with respect to T. For
any function class G we have

IMllg <1Dllg < IMllg +Lg/Ve, (71)
with Lg the Lipschitz constant of 0 v v := mg/||mg||,, with respect to the metrics o and ||-||5-

The proofis in Appendix[B.4l The second result gives a concrete criterion to establish quantitatively
that s is c-strongly characteristic and has bounded mutual coherence.

Theorem 5.16. Consider T = (©,0,%) a family of base distributions, and k a psd kernel on Z.
Assume that ||mgl|,, > 0 for each 6 € © and that the normalized kernek & is of the form

7(6,0") = K(0(6,0")), V0,0 € ©, (72)

for a function K : Ry — Ry such that K(0) =1 and 0 < K(u) <1— %,Vu € [0,1], with 0 < ¢<2.
Then:

1. The kernel k is c-strongly locally characteristic with respect to T .

2. If K is bounded and differentiable with bounded and Lipschitz derivative on [1,00), and if there
exists a mapping 1 : © — M, with H some Hilbert space, such that o(0,0") := |[1)(0) — Y (0")|4.
then the kernel k has mutual coherence with respect to T bounded by

4C
M < min(c,1)’ (73)
with
C = C(K) = max(Kmax, (2K 0 + Kijay)); (74)
where Ko i= $upyoy K ()], K 1= 5D K/ ()], Kl = s1p ooy 0RO
- - uFv

The proof is in Appendix [B.5

6 Random Fourier Sketching with location-based mixtures

Given the prominent role of Random Fourier Features for Compressive Clustering and Compressive
Gaussian Mixture Modeling, we now focus on this specific setting. Mixtures of Diracs / Gaussians be-
long to what we call location-based mixture models. Combined with a shift-invariant kernel on samples
they yield a shift-invariant mean embedding, and we show that the assumptions of Theorem .13 and
Theorem [5.106 are satisfied. We note that in [Poon et all, 2020], non-translation-invariant embeddings
are treated with the same techniques as translation-invariant ones through a Riemannian geometry
framework, which is an interesting path for future extensions.
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6.1 Location-based mixtures and shift-invariant kernels

Much like the introduced notion of family of parametrized base distributions 7 = (O, g, ) is, in
statistical terminology, an identifiable statistical model, the following definition specializes it to the case
where the distributions in that collection are obtained by translation of a single reference distribution,
which is generally called a location family.

Definition 6.1 (Location family, location-based mixtures). Consider ||-| a norm on R, my a prob-
ability distribution on Z = R%. For § € RY, denote my the distribution of § + X when X ~ my and
consider the mapping ¢ : 0 — m. In statistical terms, given ® C R, T = (O, ||-||,¢) is a location

family. We call Sy (T), where k > 1, a location-based mixture model.

Proposition 6.2. Consider Ty a probability distribution and r a shift-invariant kernel on R? such
that ||mo||,, > 0. Let T be a location family based on my. For each § € © we have ||mg||,. = |7ol,.-
There exists K : R — R such that [K(0)| < X(0) = 1 for every 6 € R? and

7(0,0)) =K@ —0), V0,0 cO. (75)
By a standard abuse of notation we also denote R the function X, so that ®(6,0") =% —0¢’).

Proof. Since & is shift-invariant, there is g such that x(z,2’) = g(z — 2’) for each z, 2’ € Z, hence

Ii(ﬂ'g, 7T9/) = EXNWQEX/NWQ,FL(X, XI) = EXNWOEX’AWOK(X + 0, X + 6‘/)
= EXNﬂOEX/N,Tog(H -0+ X - X/)

only depends on 6 —#'. As a result, there is a function G : R? — R such that x(mg, me/) = G(6—6'). In
particular, Hﬂ'g”i = k(mp, mp) = G(0) > 0 for any 6, and ®(6,0") = G(0—0")/G(0) =:K(O—¢) < 1. O

Shift-invariant kernels are intimately connected with random Fourier features via Bochner’s theorem
Rahimi and Rechtl, |20_Oﬂ] For technical reasons, we consider weighted variants of random Fourier
features. In fact, observe that the integral kernel given by (40) is invariant if we rescale the features
by a weight function w(w)~! and their distribution A by w?(w). This additional freedom in the design
of random features corresponding to a given kernel is convenient to obtain appropriate control of the
moments of A involving powers of the frequency, as will be needed below.

Definition 6.3 (Weighted random Fourier features). Consider 2 = Z = R%, w : Q — R a function

such that inf, w(w) = w(0) =1, and F = {dw} cq, with
ed(w,m) 4
Pu(x) = @) Vo € R (76)

Given an arbitrary probability distribution A on the vector w € R, the corresponding kernel given
by Q) s shift invariant.
6.2 Ingredients to apply Theorem [5.13]

To exploit Theorem [5.13] a first ingredient is to control ||D|| » via Theorem [E.I5 and a characterization
of the quantities ||M|| - and Lz.

Lemma 6.4. Consider T = (O, |||, ¢) a location family built from a probability distribution my and
denote ||-||, the dual norm defined for u € RY by

[ull, == sup u’w. (77)
vl <1
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Consider a shift-invariant kernel k on R? such that ||mol|,, > 0, M = M, (T), and ¢ : 0 — mg/||mo],..-
Consider w a weight function and F = {¢,},cq as in Definition[63, and let Lx be the Lipschitz

constant of ¢ with respect to ||-|| and ||-|| . Denoting F' := {||wll, ¢w},cq, we have
1M L= = lImolls™ - lImoll = = lImoll; s
Ly = ||moll,." +sup|(o, [lw]l, ¢u)| = ol - llwoll z/-
Proof. For § € ® and w € R? we have
(10, $) = Exromy€? X J10(w) = Exome %) f1o(w) = (1m0, du)e?? (78)

hence |79l z = sup,,|(7o, ¢u)| = supw|EX~ﬁoeJ<“’>X>/w(w)| < 1 since w(w) > 1. The bound is achieved
for w = 0 since w(0) = 1. Now, by definition, any @ € M can be written as p = (0) = my/| 70|,

Since & is shift-invariant we have |||, = ||mol|,, hence ||u| z = ||7oll =/ |70l = ||7r0||;1 is indepen-
dent of & and [ M|z := sup,e mllull 7 = [moll ", Another consequence of (T8) is that ((6), ¢.,) =
||7T0||;1<7T0, b)) @0 For a < b, |esa — et| = ‘f:jejudu} < f:|]61“|du = b — a, hence

160 = 0Ol = Il - sup{ [{mo. 60)] - |00 = 0|} < flmoll - sup{l (o, ) - (.6 — )]}

< |Imoll " - supf|{mo, gl - lwll, } - 16 = 61l = [Imoll,;" - supl(mo, wll, du)] - 16" = 6l

—1
= |Imoll,." - [Imoll= - 16" = 6l.

To conclude we show that the bound is tight. When ||mo|| z is finite (resp. infinite), for each integer
n > 1 there is w,# 0 such that (7o, ||wn||,¢w,)| = |70z — 1/n (resp. > n). By compactness of the

unit ball of ||| in R? there is u,, such that ||u,| = 1 and (wn,u,) = ||w,][,. Setting 0!, = e and
0 =0 we get (wy,0),) = 1/n and (wy,,d) = 0, so that {wnbl) _ eateon,0) | M2 1/n. Straightforward
arguments then show that lim,, o |[0(6,,) — ¥ (8)| /1164 — 0] > lmoll" - 7ol 7 O

In order to leverage Theorem [B.13] we now exhibit A,~ such that (66) holds (Lemma below),
and more concrete estimates for the covering numbers N(||-|| z,D,6) (Lemma below) which are
pivotal to determine the required number of measurements.

Lemma 6.5. Consider T = (O, |-|l,¢) a location family built from a probability distribution .
Consider w a weight function, F = {¢u},cq, A a probability distribution on 2 and k the associated
shift-invariant kernel as in Definition [6.3

Assume that ||mol|,. > 0 and let & : R? — R be the function associated to the T -normalized version
of Kk as in Proposition 624 Assume there exists a > 0,b > 1/2 such that

1 —&(z) > min(1, (||z||/a)?)/b, Yz s.t. ||z| < 1, (79)
and \o > 0 such that for each u € R? such that ||u| = 1 and each integer ¢ > 2 we have
2q 2q 24! yq
Eua{l(mo, 60" - (w0, u)*} < IImoll? G Y. (30)

Then for each integer q > 2 we have

|
Sung~A|<u,¢w>|2q < %[Anmnf]q-l A with = max(2b, 1 +ba?he/2) > 1. (81)
pne
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The proof is in Appendix

Remark 6.6. If k is c-strongly locally characteristic with respect to T with 0 < ¢ < 2 then ({9) holds
with b = 2/c > 1 and a = 1. With specific choices of my, A discussed in Section [6.3 we obtain finer
estimates and provide concrete bounds for Ao, ||7ol|,., |70l 7, a and b.

Lemma 6.7. Let T be a location family based on a probability distribution w9 on R? and a norm ||-||.
Assume that the covering numbers of the base parameter space @ C R® satisfy, for some Cy > 1,

N(|l.©,6) < max(1,9£)", 5> 0. (82)
Consider F a weighted random Fourier feature family as in Definition[623, x the induced shift-invariant
kernel, and D = Dy(T) the induced set of normalized dipoles. Denote F' = {[|lw|,¢u}, o and
F o= {Hw”fqﬁw} o If 1 is 1-stronglifl locally characteristic on T then, defining D = ID||->1
we
and
~1 ~1
Cr = lImoll " lImoll# = llmoll,.
~1 ~1
Cx = lImoll,. " Imollz = lImoll,. ™ sup{[ (7o, du)lllwll, };
~1 ~1 2
0% = lImollz Imoll 7 = ol sup{ (mo, @)
it holds 4(d+1)
N(|| 5, D, 8) < Zmax(l, 64CT<DC§+C%+Cf>) . 8>0. (83)

The proof is in Appendix

6.3 Random Fourier sketching with a Gaussian kernel

For the two scenarios of Sections Bl clustering and compressive GMM, the natural model set G°T(H)
(resp. GM(H)) is location-based, either built with Diracs (my = dy) or Gaussians (my = N (0,X)). For
these scenarios, the following distribution A of random frequencies is specifically designed to lead to a
Gaussian kernel when matched with weighted random Fourier features (Definition [6.3]) using the same
weight function.

Definition 6.8 (Frequency distribution). Let T' € R4*? be positive definite, and denote PA(o.1) (W) the
probability density function (pdf) of the centered Gaussian with covariance T'. Given a weight function
w as in Definition 6.3, define a probability distribution A on the frequency w through the pdf

Aw) = O (W) paor) (@), (84)

where
CA = IEO‘)N_/\/(OI*)H}2 (w), (85)

Since inf,, w(w) =1 we have Cp > 1. When using the unit weight function w =1 we get Cp = 1.

From Definitions and [G.8 one can build a random feature map ® as in Section 5.1l Its properties
depend on the choice of the weight function w (which will always be chosen identical in the definition

8the result is easily adjusted if & is c-strongly locally characteristic with ¢ < 1.
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of F and A) and of the covariance matrix I'. Before discussing the choice of these parameters, one can
immediately observe that the associated kernel is Gaussian: for any z, 2" € Z we have

K(2,2") = Bunndu(t)du (@) = / w2 (w)e O (W)pao ry () dw
w€eR4
112
= CXQ . EWNN(OT)erT(m—m') (;) o2, exp (_ HzszHF,l ), (86)
where (*) follows from the expression of the characteristic function of the Gaussian and |c[|, =

VT A~1c is the Mahalanobis norm (36) given a positive definite matrix A. We focus on two scenarios.

Definition 6.9. Consider ¢ > 0 some separation, s > 0 some scale, and ® C R? some parameter
space. We consider the following setting using Definitions [6. 1[G .3[6.3.

e for mixtures of Diracs: Tpirac is defined with my = o, and ||-|| = ||-||5/€; Foirac is defined with
a weight function w(-) to be discussed; Apirac is defined with the same w(-) and T' = s~214. In
several places we focus more specifically on ® = Op = BRd7H,H2(O, R), where R > «.

e for mixtures of Gaussians: define Tgauss With mo = N(0,X) for some chosen positive definite
2 e R gnd ||-|| = ||| ss/&; Feauss is defined with w(-) = 1; Agauss is defined with the same w(-)
and T' = s 2271, Again for some results we will focus on Op = BRdﬁll,HE(O, R), where R > ¢.

Observe that in both cases we have the identity @ g = Bga || (0, R/¢), and that |0 — 0'|| = ||v(0) — ¥ (0")]l,
With Ypizac(0) = 0/, while gagss(0) = X120 /¢

6.3.1 Properties of the kernel mean embedding

Before we state the main theorem of this section, we make a few observations. For the Dirac scenario,
since I' = s721, the kernel mean embedding associated to (B88]) satisfies

~ o—0'||? _ o—0'||”
k(mg, mor) = K(0,0') = CA2 . exp<—% : 7” 2 ”2) = CA2 ’ eXP(_% ) H(s/a)|2| )

For Gaussians, as w = 1 we have Cy = 1. By Lemma [(l3) (see Appendix [(3) with R = I'"! = s2%
we obtain

det(s2X) 2
wmo, ) = o <2310 = 0l vys)
2 2 llo-e'|I3 42 [lo—e'||*
:(2+52) exp(_% ’ 2+52}: = (1+21/52) exp _% ’ (2+s2)/e2 |
This yields
Oy = [Boono.s—21,w?(w)] %, for Di
Imoll, = [ widj>/4(0_rs 21,)W (w)} , for Diracs, (87)
(1+2/s%) , for Gaussians.
In both cases we have ||m||,, < 1, and we also get
R0 —0') = i = Koo =10 = 0']), V6,6" € RY, (88)
with
u? S for Diracs
K, =e 27, > 0; and =<7 89
(u)i=e"3 “ . o(s) {\/24—52, for Gaussians. (89)

The following properties of Gaussian kernels are proved in Appendix The first property allows to
use Lemma The second shows that the kernel is 1-strongly locally characteristic. The third one
shows that its 2k-coherence is below 3/4 provided o < 1/4/logk.
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Lemma 6.10. Consider o > 0.
1. We have 1 — K,(u) > min(1, (u/0)?)/3 for all u > 0;
2. If o <1/v2 then 0 < K, (u) <1 —u?/2 for u € [0,1];
3. Given an integer k > 1, for any o < o} = (4+/log(ek))™", it holds C(K,) < W, where
C(K) is defined in ([T4).
Using the generic tools of Section B with the model set & (7) we can establish the following result.

Theorem 6.11. Consider Fpirac, Apirac, Tpirac (7€SP. Fcauss, Mcauss, Teauss) as in Definition [6.9 with
separation €, scale s and weight w such that

. s/o}, for Diracs; (90)
\V2+s2/af,  for Gaussians.

where k > 1 is an integer and o} = (4+/log(ek))™t. Then, the associated kernel k is 1-strongly
characteristic and has its 2k-coherence bounded by 3/4.
Further assume that there e:m'stﬂ Ce > ¢ such that the parameter space ® C R? satisfies

N(-Il,, ®,d Di
max(1, Co )¢ > | NUl2:®©.0), - for Diracs, =5 (91)
N(||-|ls,®©,0), for Gaussians,
and denote
2
) Euno,s-21)w?(w), for Diracs, and B o= A1 T g2 (supw L‘;‘(’l‘j) ., for Diracs,
' (142/s%)%2 for Gaussians, ' 142, for Gaussians;
(92)
_ J644V2BCec™! (1 +esup,, ﬂfﬂf) +e2sup,, l‘u‘?ﬂ%), for Diracs, (93)
644y 2BCec (1 +c+¢&?), for Gaussians.

m

Consider 0 < 6,¢ <1 and ®(z) := ﬁ(@% (z)) where (w;)L, are drawn i.i.d. according to A. If

m > 80-672- A-min(12elog®(24ek), 2B) - k- {2k(4d + 5)[log(kC AB) + 1og(2048/5)] + log(2/¢)}, (94)

then with probability at least 1 — ¢ on the draw of (wj);-”zl the operator A induced by ® satisfies

A(r) = A3
| _ g < MAM (Z I S &) (95)
[l =l
When [@38) holds, the LRIP ([l holds with C 4 := % and 1 =0 for each loss class L.

Remark 6.12. In light of the separation assumption @) for Gaussians, which implies & > \/5/02 =

4+/2log(ek), the dominant term of the rightmost factor in C' (c¢f [@3)) is €? for Gaussians. In contrast,
for Diracs, the rightmost factor in C' can become arbitrarily close to 1 by setting e (and s) small enough.

91f needed, consider Cg = max(Ce,¢).

26



Proof. The proof consists in checking the assumptions of the generic Theorem using the more
concrete estimates obtained previously in this section in the mixture of Dirac and Gaussian settings.

Step 1: control of the coherence. Assumption (O0) means that o(s)/e=0o} with o(s) as in (89).
By Lemma B.I0 it follows that K4/ satisfies 0 < Ky (5y/-(u) < 1 — u?/2 for 0 < v < 1 and that
(2k —1)C(K,/.) < 3/16 with C(K) defined in (7). Since || — 0'|| = [[1(0) — ¥ (0") |, with (0) = 0/
for Diracs (resp. ¥(0) := X7/20/¢ for Gaussians), by property (88) and Theorem I8 we obtain that
k is 1-strongly locally characteristic with respect to 7, and that x has coherence M with respect to
T, where (2k — 1)M < (2k — 1)4C(K,/.) < 3/4.

Step 2: control of ||D||, |7, |Imollg,G € {F,F',F"}. In light of property (B7), assump-
tion ([@2) and Lemma [64] we have ||M||§_- = ||7T0||_27_- . ||7r0||;2 = ||7T0||;2 = A. To control Ly = C% and
C% as in Lemmas and we compute:

e for Diracs: as ||-|| = ||-||,/¢ we have ||-||, = €||-||,, and since o = dp we get
w
Il = supl{mo, ol ) = supll o (0] = < sup 11,
w w w ’U}(LU)
- 20 V| Z supllwl2lon(0)] — e sup 112
7ol = sup| o, o120 )| = suplll 216, (0) = e2sup 12,
e for Gaussians: since ||-|| = ||-||5;/€ we have ||-||, = €||-||5-1, and since w(w) = 1, by the expression

_ 2
of the characteristic function of Gaussians we have |(mo, ¢,,)| = e 1¥l=-1/2 hence

o]l = sup| (mo, |, ¢)] = e supllwlg-re 15272 = esupue /2 = e ™12 < &;
w w u>0

7ol 7 := SUP‘<7T07 ||W||i¢w>‘ =¢? Sup||<u||22467”‘*’”22*1/2 =eZsupue 2 =¢%.2/e < 2.
w w u>0

Since  is 1-strongly locally characteristic, by Theorem 515, LemmalG4l ([@2) and (a+b)? < 2(a?+b?)
it follows that , , ,
IDIE < 20MIZ + 2132401 + mo|3) = 24B.

Step 3: control of normalized dipole moments. We show in Appendix that in both
settings, for each u € R? such that ||u|| = 1 and each integer ¢ > 2, we have

Eua{l(mo, 60w, 0} < Ilmoll%(262/0%(5))74. (96)

This proves ®0) with \g = 2¢2/0%(s) = 2/(0})?. By Lemma applied to K, (/. and prop-
erty ([B8) we obtain that %(z) = Ky () /(||z||) satisfies () with a = o(s)/e = oj and b = 3. By
Lemma [6.5 since 1+ ba?\g/2 = 4 while 2b = 6, we get that

q! —21g—
sup By (1 )" < S [6l]mo ;%17 - 6.
neD

It follows that the assumption (GG of Theorem 513 holds with v = 6||71'0||;2 =64, A =6.

Remark 6.13. Since k is 1-strongly locally characteristic (c¢f LemmaGI0HZ), the generic arguments
in Remark[G.0 show that % also satisfies ([9) with a’ =1 and V' = 2. Notice that here since o(s)/e=o7,
we have ba* = 3(0})? = O(1/log(ek)) < 2 = b/'(a’)? for large k, showing that Lemma [CI0{] indeed
allows to improve over the generic result of Remark[G.6l
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Step 4: covering numbers for D. To control those covering numbers, we apply Lemmal[6.7] The
final estimate (83)) from this lemma involves the quantity 64C7(Cr + C% + || D|| zC%), which we now
show is bounded by C' defined in (@3] in both cases, using the estimates from Step 2 for the various
constants. Since ||-|| = ||||/e (for Diracs), resp. ||| = [||ls/e (for Gaussians), Assumption (@I))
implies that Assumption ([82)) of Lemma [6.7 holds with Cr := e 1Cg.

For Diracs: From the estimates in Step 2 and the fact that A > 1, B > 1 we obtain

— -1
64C7(Cr + CF + | DI CF) = 64Coc™||moll; (lmoll = + lImoll = + DIl £llmo |l £)

< 64Coe~ 1\/_(1+ssupluw|2+ /3 ABE> SUP!U”2> c

For Gaussians: From the estimates in Step 2 we obtain similarly to the Dirac case
64CT(Cr + Cl + |D|| zC%) < 64Coc ' AV2B(1 + ¢ + %)= C.

By Lemmal6.7 we obtain N(||-|| =, D, ) < 2(C/0)" for each 0 < § < 1, with r = 4(d+1). Since C' > 1
(A, B,Cee~ ! being greater than 1), the covering number assumption of Theorem [F.13] is satisfied.
Step 5: wrapping up. Combining the above ingredients we can apply Theorem 513} We have

min (26’7 log? (4ek)\), H’D||§_-) < Amin(12elog?(24¢k), 2B);
combined with ([@4]), the above estimates imply that (GZ) holds. We conclude using Theorem B131 O

6.4 Additional ingredients to establish Theorem B.1] and Theorem 4.1]

The detailed proofs of Theorem Bl (resp. of Theorem 1)) are given in Appendix[Dl The proofs use as
an intermediate tool a constrained hypothesis class H such that the model set G°T(H) (resp. G"(H))
corresponds to k-separated mixtures of Diracs (resp. of Gaussians). As both compressive clustering (see
Section B)) and compressive Gaussian Mixture Modeling (see Section Hl) rely on (reweighted) random
Fourier features to design the sketching function @, this allows to leverage Theorem combined
with Theorem to establish intermediate results.

Additional ingredients to complete the proofs include:

e the constant 1Dl A £(#) determining the LRIP constant C4 established as the product of Theo-
rem [6.11] This constant is controlled in Appendix [D.2}

e the bias term from Theorem 2.2] which is bounded by a more explicit estimate in Appendix [D.3}

The theorems are proved in Appendix [D.4]

7 Conclusion and perspectives

The principle of compressive statistical learning is to learn from large-scale collections by first sum-
marizing the collection into a sketch vector made of empirical (random) moments, before solving
a nonlinear least squares problem. The main contribution of this paper is to demonstrate on two
examples (compressive clustering and compressive Gaussian mixture estimation —with fixed known
covariance) that the excess risk of this procedure can be controlled, as well as the sketch size.
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Sharpened estimates? Our demonstration of the validity of the compressive statistical learning
framework for certain tasks is, in a sense, qualitative, and we expect that many bounds and constants
are sub-optimal. This is the case for example of the estimated sketch sizes for which statistical learning
guarantees have been established, and an immediate theoretical challenge is to sharpen these guar-
antees to match the empirical phase transitions observed empirically for compressive clustering and
compressive GMM H&MMM, 2018, |2JM] For mixture models, as our proof technique involves
Geshgorin’s disc theorem, it is natural to wonder to what extent the involved constants can be tight-
ened to get closer to sharp oracle inequalities, possibly at the price of larger sketch sizes. Overall, an
important question to benchmark the quality of the established bounds (on achievable sketch sizes,
on the separation assumptions used for k-mixtures, etc.) is of course to investigate corresponding
lower-bounds.

Provably-good algorithms of bounded complexity? As the control of the excess risk relies on
the (approximate) minimizer of a nonlinear least-squares problem ([I3)), the results in this paper are
essentially information-theoretic. Can we go beyond the heuristic optimization algorithms derived for
compressive k-means and compressive GMM ﬂl&rh@nﬂ_aﬂ, 2018, lZD_lj] and characterize provably
good, computationally efficient algorithms to obtain this minimizer ?

Promising directions revolve around recent advances in super-resolution imaging and low-rank
matrix recovery. For compressive clustering (resp. compressive GMM), the similarity between the
minimization of (@) (resp. (@) and super-resolution imaging suggests to explore TV-norm minimiza—
tion —a convexr problem— techniques

Duval and Peyrd, 12015] and to seek generalized RIP guarantees Tragnrmhn and Gr bgnval |_O_8]
Further, to circumvent the difficulties of optimization (convex or not) in the space of finite signed mea-
sures, it may also be possible to adapt the recent guarantees obtained for certain nonconvex problems
that directly leverage a convex “lifted” problem [see e.g. ILi and Tang, |20;Lﬂ] without incurring the cost
of actually computing in the lifted domain.

Finally, the computational cost of sketching itself can be further controlled [Chatalic et all, [2018] by
replacing random Gaussian weights where possible with fast approximations M, 12013, IChoromanski and Sindhwani,
2016, [Bojarski et all, M] This results in accelerations of the learning stage wherever matrix multi-
plications are exploited. To conduct the theoretical analysis of the resulting sketching procedure, one
will need to analyze the kernels associated to these fast approximations.
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Appendix

We begin by introducing notations and useful results. We then provide general properties on covering
numbers, followed by properties that are shared by any model of mixtures of distributions that are
sufficiently separated & = S (7). We then apply these results to mixtures of Diracs and both k-
medians and k-means risks, and to Gaussian Mixture Models with fixed known covariance for maximum
likelihood estimation.

A Generalities on covering numbers

In this section we formulate generic results on covering numbers.

A.1 Basic properties

The definition used in this paper is that of internal covering numbers, meaning that the centers z; of
the covering balls are required to be included in the set Y being covered. Somehow counter-intuitively
these covering numbers (for a fixed radius 0) are not necessarily increasing with the inclusion of sets:
for instance, consider a set A formed by two points, included in set B which is a ball of radius .
Suppose those two points diametrically opposed in B. We have A C B, but two balls of radius §
are required to cover A (since their centers have to be in A), while only one such ball is sufficient to
cover B. Yet, as shown by the following lemma, the covering numbers of included sets still behave in
a controlled manner.

Lemma A.1. Let AC B C X be subsets of a pseudometric set (X,d), and § > 0. Then,
N(d, A,6) < N(d, B,0/2). (97)

Proof. Let (b;)1<i<n be a d/2-covering of B. We construct a d-covering (a;)ic; of A of cardinality
at most IV in the following way. For each i = 1,..., N, consider C; := Bx 4(b;,6/2) N A. If C; # 0,
we replace b; by an arbitrary point a; € C;, otherwise we discard b;. Note that in the first case, by
the triangle inequality C; C Bx a(bi,d/2) C Bx a(a;,d). On the other hand, by the covering property,
Uj<icn Ci = A. Therefore the set of a;s is a d-covering of A. O

Lemma A.2. Let (X,d) and (X',d") be two pseudometric sets, and Y C X, Y’ C X'. If there exists
a surjective function f:Y — Y which is L-Lipschitz with L > 0, i.e. such that

Yo,y €Y, d(f(x), fy) < Ld(z,y),

then for all 6 > 0 we have
N(d',Y',6) < N(d,Y,d/L). (98)

Proof. Define d; = §/L, denote N = N(d,Y,d3), and let y; € Y, ¢ = 1,..., N be a da-covering of Y.
Consider 3’ € Y. There exists y € Y such that f(y) = ¢’ since f is surjective. For some 1 <i < N
we have d(y,y;) < d2, hence we have

d', fly) =d(f(y), f(y:)) < Ld(y,y;) < Loy = 6.

Thus {f(y:)}i=1,....~ is a d-covering of Y’, and we have N(d',Y”’,d) < N. O
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Lemma A.3. Let Y, Z be two subsets of a pseudometric set (X,d) and € > 0 such that the following
holds:

VzeZ, JyeY, diz,y) <e (99)
Then for all 6 > 0

N(d, Z,2(6 + €)) < N(d,Y, ). (100)

Proof. Denote N = N(d,Y,d) and let yi1,...,ynv € Y be a d-covering of Y. For all z € Z, by the
assumption ([@9) there is y € Y such that d(z,y) < €, and subsequently there is an index 4 such that
d(z, ;) < d(z,y) + d(y,y:) < & + €. This implies Z C |J~, Bx.a(yi,d + €), hence by Lemma [A]

N
N(d, Z,2(5 + €)) < N(d, U Bx.a(yi.6+€),6+ e> < N.

=1

|
Lemma A.4 (Cucker and Smalé [2002], Prop. 5). Let (X, ||-||) be a Banach space of finite dimension

d. Then for any x € X and R > 0 we have for any 6 > 0

d
Nwwmwmwm®SmmG(%3> (101)

NB: The result in |[Cucker and Smalé, 2002, Prop. 5] does not include max(1,-). This obviously
cannot hold for § > 4R since the left hand side is at least one. The proof of [Cucker and Smald, 2002,
Prop. 5] yields the result stated here.

A.2 “Clipped” Secant set

To control the covering numbers of the normalized secant set (B0), or those of the normalized dipole
set D (B6]) it will be convenient to control those of certain subsets of its normalized secant set.

Lemma A.5. Consider X a vector space, |||, |||, : X — [0, 400] two semi-norms, X,, Xy C X the
subspaces where they are finite, and Y C X,. Consider @ C Y? and assume that for some constants
0< A< B < o0,

V(,y') € Q Ally = y/ll, < lly = ¢'ll. < Blly = ¢/l < oo (102)
Given n > 0, consider the following subset of the normalized secant of Y :
y—v
Sy = {7, ‘ (wy)eQcy? ly—vyl, > 77}-
ly —o'll,
For each § > 0 we have

Nl S00) < 8 (1 ¥e g ) (109)

Proof. Define the (semi)norm on Y2: ||(y1,y2) — (v1,¥5)ll, = llyr — vill, + lly2 — ¥4, and note that we
have trivially N(||-[|,,Y2,6) < N2(||-|,.Y,6/2). Consider the set Q" := {(y1,y2) € Q: |lyr — y2ll, > n}-
By definition the function f : (Q',[-||l,) = (S,|l|,) such that f(yi,y2) = ﬁ
show that f is Lipschitz continuous, and conclude with Lemma[A2] For (y1,y2), (v}, v5) € Q', we have

is surjective. We

Y1 — Y2 yi - yé
||f(y1,y2) y17y2 H -
llyr — vell, IIy’1 —yéllb u
Y1 — Yo

=
lyr — well, ||y1 - y2||b

a HHyl _y2||b lyi — vall,
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Since [|y1 — y2||, > 7, the first term is bounded by

1 1

o (= vl + o = whla) = 00,92) = (8]
while the second term is bounded by
1 1

3 0@ vy —wlly
lyr — y2Hb llyy — y/2||b

v —v2ll,
B
<o (= 9l + g2 =l ).
(@2
<

lyr = w2,

B
1\ < il — 41, s — el

B
yrilcae Yilla + lly2 = wall),

B
=, 10022) = W1 30)e

Hence we have 14+ B/A
+
£ (y1,92) = Fh,92)ll, < —

The function f is Lipschitz continuous with constant L = (1 4+ B/A)/n, and therefore for all § > 0:

(Y1, v2) = (1, 95) -

Lemma A2 Lemma [AT] 1) 1)
NOH 5.0 E SN 00/ N (v 5 ) < 3 (1Y 5 )

A.3 Mixture set

Let (X, |-|]) be a vector space over R and Y € X, Y # ). Let k> 0 and W C R*. For k > 0 and a
bounded set W C RF, W # (), denote the mixture set

k
[Y]k,W = {Z iy €W,y € Y} (104)
i=1
The radius of a subset Y of a semi-normed vector space (X, ||-||) is denoted ||Y|| := sup,cy ||z]|.

Lemma A.6. For all 6 > 0 the set [Y]iw satisfies

, (1—-1)0 & 76
NI, [YTkw,6) < min N(|'| W, | N Y e ) (105)
7€lo, 1 ! Yl Il
If the semi-norm ||| is indeed a norm andY and W are compact, then Yy vy is also compact.

Proof. Let 6 > 0 and 7 €]0;1[. Denote 6; = 76/|[W)||; and d2 = (1 — 7)d/||Y||. Also denote Ny =
N(||-|l, Y, 61) and let C; = {z1,...,znN, } be a d-covering of Y. Similarly, denote No = N({|-||;, W, 2),
let Co = {a1,...,an,} be a da-covering of W. The cardinality of the set

k
Z = Zaj:vj 1T Cl, a € Cy (106)

j=1

is | Z| < NfN2. We will show that Z is a §-covering of Y, .
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Consider y = Z_];:l a;y; € Y w. By definition, there is @ € C; so that ||a — a||; < 62, and for all
j = 1...k, there is g; € Cy so that |ly; — g;|| < 1. Denote § = E?Zl a;y; € Z. We have

k k k k k k
ly =gl =|| > sy = D> aws|| < D sy = > asmy|| +|[D_ v — Y a3
i=1 i=1 i=1 i=1 =1 =1

k k
< laglllys = 5l + Yl — a;llgll (107)
j=1 j=1
<llallyor + [l = all, [Y | < Wl 1 + 62[]Y]] = 6,
and Z is indeed a d0-covering of Yy, yy. Therefore, we have the bound (for all 7)

NI, Yiw, 8) < |Z] < N No.

Furthermore, in equation (I07), we have shown in particular that the embedding (yi,..., yx, ) —
E_];:l ajy; from Y* x W to Yy yy is continuous. Hence if Y and W are compact Yy, yy is the continuous
image of a compact set and is compact. O

B Proofs on mixtures of distributions

We gather here all proofs related to results stated in Section

B.1 Proof of Theorem [5.11]

We start with the following lemma.

Lemma B.1. Consider a kernel k with and an integer k > 1 such that x has its k-coherence with
respect to T bounded by ¢ < 1. Then the normalized secant of the model set Si(T) of 2-separated
miztures is made of miztures of 2k normalized dipoles:

2k
Snc{zalm: (1+¢) 1<Zal_ (1-07% o >0, meD,lzl,...,%}, (108)
=1

where the normalized dipoles (p)1<i<2r associated to nonzero coefficients ay are pairwise 1-separated.

Proof. By definition any 1 € S, can be written as u = (1 — 7')/||7 — 7'||,, with 7,7/ € &,(T) and
|7 —7'||, > 0. By Lemma 5.4 we have 7 — 7" = Zle v, where the v; are non-zero dipoles that are

1-separated from one another and ¢ < 2k. With «a; := 7V”>O w = v/||lvll,, (note that by

assumption x is locally characteristic with respect to 7 hence |||, > 0) we can write
¢
14 14
it -y il Zo‘l o
¢ HVZH
Zz 1Vl =1 21:1’4
By construction p; € D, and by deﬁn1t1on of 2k-coherence we have
¢ ¢ 2
2 Zi:1||ViH,.;
===
HZizl vi
K

If needed, we iteratively add to p arbitrary normalized dipoles y; (not necessarily 1-separated from
another) with oy =0 for Il =¢+1...2k. O

e [0+ -97]
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To prove Theorem 51T we use the following version of Bernstein’s inequality.

Proposition B.2 Mm, Corollary 2.10). Let X;, i =1,...,N be i.i.d. real-valued random
variables. Denote (-)4 = max(-,0) and assume there exists positive numbers o and u such that

E(X?) < o2,

|
E(X)%) < %azuqu, for all integers q > 3.

Then for any t > 0 we have

N
1
P NZXiZE(X)+t

i=1

e —Nt?
X — Y | .
= P\ 92 1 ur)

For both lemmas we start from the observation that

A = )15

Il —=II>

(7, du) = (7', bu)

-1= ilZ(wj) with Z(w) = -1

3=

Il —=II%

Proof of Theorem [52.11. We will use Proposition with X = Y(w) := [(r =7, 6.)/|l7 — 7|2,
hence we need to control the moments of Y.

Denoting S,; the normalized secant set of & (T), since p := (7 — 7')/||T — 7'||, € Sk and  has its

2k-coherence bounded by ¢ < 3/4, we can apply Lemma [B] to write p as a mixture p = 21251 a;v;

, 2
of normalized dipoles v; € D with ||a||3 < (1 —¢)™! <4 and oy > 0. We have Y (w) = [=roa)l

I —71I%
(i, ¢0)|* > 0 and EyopY (w) = 1. With §; := a;/|all; € [0,1] we have 21221 B; = 1. By convexity of
z € C s |2[*" we get for ¢ > 2:

Zozi<l/i,¢w> Zﬂz<Vzv¢w>

|
EoalY (@)% < lall3 - Y7 BiBura [ |03, 007 < £ - lalli?ry" " (109)

2q
2
= [lally? -

2q

Y(w) = [, du)[** = < Jlali- Zﬂil@i,émlzq;

A direct use of Proposition B2 with u := ||a||3y and o2 := |||}y would lead to a concentration func-
tion o () = (9(f2||a||‘m) for t < 1. Since ||| < 2k[|a||? < 8k this would yield ¢, (t) = O(t~2k2)y)
for t < 1. This is however suboptimal: since for ¢ = 1 we have E | (w)|? = |7 — 7"||i/||r - 7"||i =

1= (|a|?y)?", interpolation allows to replace (||a]|?)? in (@) by (||e]?)?" (up to log factors), as
summarized by the following lemma whose proof is slightly postponed.

Lemma B.3. Assume that the random variable X > 0 satisfies E(X) =1 and E[X?] < %’awq_l for
any integer q > 2, where a > 2e, w > 0. Then for any integer ¢ > 2 we have

E[X) < Lo?u?2, (110)
with u := wlog(ea/2) and o? := 2e - wlog®(ea/2).

As A > 1 and |ja|? < 8k, putting a := 8k > max(||al|}), 2¢), w = 8kvy > ~[la|?, by (0J) the
assumptions of Lemma [B.3] are satisfied hence

|
EyponlY (w)?] < %azuq_2, (111)
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with u := wlog(ea/2) and o2 := 2ewlog?®(ea/2).  Since a > 2e, we have log(ea/2) > 2 hence
u/o? = (2elog(ea/2))”" < L < 1 (we chose the factor 1/3 for unification with the classical form of
Bernstein’s inequality, see e.g. Lemma in |Gribonval et all, [2021]). Applying Proposition to

X =Y (w) and to X = =Y (w), we get

_ t2 t2
IAC =70 )5 4) < 2exp<—m7u) < 26Xp<—m7>, for each t > 0.
||T_T/|| 202(1+t%) 202(141/3)
Finally, we have V := 02 = 16evklog?(4ek)), which yields (G3) . O

Proof of Lemma[B.3. Consider arbitrary integers ¢ > 2, p > 2 and a real number 1 < p’ such that
1/p" + 1/p = 1. By Holder’s inequality, as the integer r :=p(¢ — 1)+ 1=p(¢—1+1/p) =p(qg—1/p’)
satisfies r > 2, leveraging the assumptions yields

/ / /
E(X9) :E(Xl/p xa-1/p ) < (E Xl/p ) ( E(X 7™ 1/p ) = (EXT)l/p

< (Fau™)" = ()" V.

2

As p>1 we have r = pg — p+ 1 < pq, hence
Pq a p q
r! < (pq)! Hz HH (it—1)+7) szp*pq
1=1 1=17=1 i=1
Combining the above we obtain
E(X?) <q!'-p?-(a/2 )1/17 cwd L
If a > 2e, setting p := [log(a/2)] > 1 yields log(a/2) < p < 1+ log(a/2) = log(ea/2) and

log(a/2)
Pl (a/2)P =pT-e” P < (log(ea/2)) -e.

We conclude that for any ¢ > 2

E(X?) < ¢! (log(ea/2))! -e-wi™t = %! - [2e - wlogz(ea/2)][w log(ea/2)]72

If a = 2e we establish the same bounds with arbitrary @’ > a and take their infimum. O

B.2 Proof of Theorem (.12

We prove that || D]z > 1 with a minor adaptation of the arguments showing that ||Sk|- > 1 in
ribonval 1), 2021, Proof of Lemma [5.5]. For F-integrable m, 7' and arbitrary a, o’ € R the left
hand side inequality in (G4]) holds since
lom — o7} = Bunalodm, éu) = o/ (n', 60)[° < suplafm, du) = o (x', u)[ = [lam — o/n'|[ 3,

w~A

and the r.h.s. inequality in (G4) holds by definition of | D|| . Combined, they imply || D] > 1.
The rest of the proof relies on two lemmas.

Lemma B.4. Consider a random feature family ({¢, twea,N), the induced average kernel k, and dr
the pseudo-metric defined in (B2). Let & be an arbitrary model set and Sy be its normalized secant
set. For each 6 > 0 we have

)
N(dr, Sk, d gN(- ,Smi).
( F ) ” H]-' 2||Sn||]:
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Remark B.5. Lemma[B-]] is valid beyond the case of mizture models.
Proof. Consider y; = (7; — 7)/||7 — 7| ., © = 1,2 in S,. By definition of ||S|| £, for all ¢, € F we
have [(ui; do)| < \Imi = 7ill /17 = 7ill. < ISkl 7, hence

(11, 42) = $p 111, 60)1* = {1z, 60} | = sup s, 0} + {12 @}l| - [, ) = Iz, )]
< SUP2||SK||f | — pz, dw)| = 2”8&”]:“#1 - /L2||f-

We conclude using Lemma [A2] O

Lemma B.6. Consider a kernel k on Z, k > 1 such that k has its 2k-coherence bounded by ¢ < 3/4,
Sy the normalized secant set of S (T), and a semi-norm ||-||. Then for each 6 > 0:

N1 8e.8) < [N(111 . i) - mae (1, 24220 |

Proof. Denote [Y]i the set of k-mixtures of elements in Y with weights in W (see (I04])). Any
« € R? such that |la|, < (1 —¢)~Y/2 < 2 satisfies |laf, < V2k|lall, < 2v/2k. As k has 2k-coherence
bounded by ¢ < 3/4, it follows by Lemma [B.1l that S,. C [D],, 5 With D the set of normalized dipoles
and B := Bpgok . Ih (0, R) the closed £* ball of radius R := 2\/_k in R2~.

We use generic lemmas on covering numbers that can be found in Appendix[Al Exploiting LemmalA.6]
will involve the following two quantities

1Bl = R=2V2k;  D:=|D| = sup||pl|. (112)
neD
We get for each § > 0,
[Lemma [AT]
N(l], e 6) < N (I (Play s %)
[Lemma [A76] with T——&m ok
S N(””l’ ’4D) N (” || D7 43)
[Lemma [A4] ok
< [max(1, 252) - N(||-[, P, 45)] ™
We conclude by replacing R, D by their values from (I12]). O

To wrap up the proof of Theorem [5.12] we exploit Lemmas [B.4] and [B.6] with ¢’ = ﬁ to get
wllF

J 5 64] Dl - -[1Sx Il - V2R | 12F
< . __- )< . ___ 6 . SPN g llonll gV 2k )
N(d}-vsﬁvé) — N<|| ||]:58/€5 2||Sn||]:) — |:N(|| ||]:7D5 16||S,,€||]_. /2k:) max(l, F ):|

Combined with Theorem 510, this yields the result.

B.3 Proof of Theorem [5.13
By Theorem the normalized secant S,; of G (T) satisfies
[Scllz < V8EIDl 7, [ISkllaz < VBEIDla,-

By |Gribonval et all, 2021, Lemma [535] it follows that for each t > 0

2(1+t/3) 2(1+1¢/3)
2 t2 '

en(t) < 1Sl - < 8k-|D|%
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Combining with Lemma [EITand using that for t = §/2 < 1/2 we have 2(1+t/3)/t> < (7/3)/(5/2)* =
(28/3)/6% < 1062 we obtain

cx(6/2) <10-672 -8k - min(26710g2(4ek)\), ||’D||§_-)

By |Gribonval et all, 2021, Lemma [55] we have ||S,||» > 1 and by Theorem 12 we have || D] - > 1,
hence 1 < 64k|D| - < 256/€HDH§-. For 0 < 0 < 1, since N(||-|| z,D,d) < 2(C/d)" we obtain

256k D||2 512k||D||%
max(l, 52 ) = I

N(IFl7 P, 5 ) < 2028KC|D] /6"

Taking the logarithms and using Theorem [5.12] we obtain

logN(dx,8x,0/2) < 2k - [log(Q)—H“ -log(kEC||D|| z) 4 r - log(128/0) + log(kH’DHi-) + log(512/6)
< 2k(r+1) [logk +log C + 10g||D||2F + 1og(1024/5)}

We establish (B4) and the LRIP () with C4 := % and 7 = 0 using Theorem [5.1]

B.4 Proof of Theorem (.15

The fact that [|M||g < [|D]|; is a simple consequence of Definition (EI)) and the inclusion M C D. To
prove the second inequality in [7T)), let v = a1 7, — 2y, be a nonzero dipole, which by definition means
that 01 # 62, 0(61,62) < 1. Consider a fixed f € G. We are interested in bounding |(v, f)|/||v||,., which
is invariant by rescaling v; hence, replacing v by 7 := C, 'v, with C, := max (o |7, ||;1, asl|me, ||;1) >
0, we can assume without loss of generality that v takes the form v = s(mg/||mg||,, — ame /||7e/||,,), With
se{-1,1};a €[0,1]; p := 0(6,0") < 1. With this representation, since p < 1 we get by (70)

|v]|> = R(0,0) + a*R(0',0') — 20R(6,0) > (1 — a)? + acp®.

Denoting the normalized monopole v := mg/||mg||,. (and similarly 6”), we have |(vp, f)| < [[M||g, and
[{vg — vor, )| < Lgp, from the assumptions of the theorem. Thus,

(v, )l = [(vo — aver, f)] = [(1 = a)(ve, f) + alve —ver, )] < (1= a)[{ve, f)| + al(ve — v, [)]
< (1 —-a)Mllg +aLgp.
Gathering the two last displays, and using cp? < 2, we get

(v, /)] _ (1= a)[Mllg + aLgp

vl (1 — )%+ acp?

aLgp
max
a€0,1] /(1 — a)? + acp?

where the last inequality follows from an elementary study of the function a — a/+/(1 — @)? + a«)
showing that it is nondecreasing on [0, 1] for a € [0, 2], and therefore attains its maximum at a = 1.

< [IMllg +

< Mllg + Lo/ Ve,

B.5 Proof of Theorem [5.16

We start with the following intermediate result:
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Proposition B.7. Consider T = (0, p,%) a family of base distributions, k a psd kernel on Z such
that ||mg||,, > 0 for all 0 € ©, and E its associated normalized kernel on ©, given by @9). Assume
that K is c-strongly characteristic, ¢ € (0,2]. Using the shorthand d;j := 0(6;,0;) and K;; := %(0;,0;)
for generic parameters 0;,0; € ®, assume there is C such that the following properties hold:

1. if dij > 1 then | K| < C;

2. if min(d,j, dix) > 1 then |K;; — K| < Cdjg;

3. if max(dij, dig) <1 and min(di, di, djk, dj) > 1 then | Ky, — K, — Ky + K| < Cdyjdyg.
Then the kernel k has mutual coherence with respect to T bounded by

M < A (113)

— min(c,1)
Proof. Denote v = i — 22 and V' = a3—B— — ayu—2— two dipoles that are 1-
[[7o. ], [[7o. 1], [[mos ], IEAR

separated, and without loss of generality suppose that a1 = a3 =1, s = a € [0,1], ag = b € [0, 1].

Our goal is to bound W Recall that d;; = 0(6;,0,) and K;; = R(0;,0;). We have

|I£(V7 I//)| |K13 — CLKQg — bK14 + CLbK24|

vl VT —2aK12 + a?V/T = 20K34 + 57
<|K13 Koz~ Kia+Koa|+|(1—a) (Ko — Koa)|[+|(1—b) (K1a— Ko4)|[+|(a—1)(b—1) K24|
V(1—a)24+2a(1—K12)/(1-b)2+2b(1— K34)

By the assumptions on x we have

| K13 — Koz — K14 + K| <Cdiadss  (since diz < 1,d34 < 1, min(dy3, dia, dos, d2g) > 1)
| Koz — Koy4| < Cdsy  (since dag > 1 and dog > 1)
|K14 — Koy| < Cdya  (since dig > 1 and dag > 1)
|Koy| < C (since dog > 1)
2(1 — Ki2) > ed3,  (since djp < 1)
2(1 — K34) > cd3, (since dzq < 1)

i = rty < <
Therefore, denoting g(z,y) a0 for 0 < z,y <1, we have
(K| o dazdsa + (1 —a)dga + (1 —b)diz + (1 —a)(1 — D)
EREN N TR N (R
d12+1—a d34+1—b
V- T ocdl, V- 0F T bl
d12+1—a d34—|—1—b
\/mln (e, 1)y/(1 —a)? +ad?, +/min(c,1)y/(1—b)2 + bd3,

= 1—a,d 1—0,ds34).
mln(c,l) +9(1 = a, di2)g( 2 ds4)

As we have for any 0 < z,y < 1: g(z,y) < 2 (see Lemma [C.2 for a proof), gathering everything, we
obtain
|k(v, V)] 4C

[ ll1l,, — min(e, 1)

O
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We will establish that the assumptions of Theorem [5.16] allow us to use the above proposition, for
this we will also need the following technical lemmas.

Lemma B.8. Assume that h : Ry — R is differentiable and that h'(t) is C-Lipschitz. Then
h(0) = h(x) = h(y) + h(z +y)| <azyC, Vr,y = 0.

Proof. Assume without loss of generality that £ = min(x,y) and introduce g(y) = h(
Notice that the considered quantity is |g(y) — ¢(0)|. By the mean value theorem, g(y)—g(0)
(W (c+x) — 1 (c))y for some ¢ € [0, z], thus

h(0) — h(2) — h(y) + h(x + y)| = [y(H (c +2) — K (e))] < yCa.

O
Lemma B.9. Assume that K is differentiable with Lipschitz derivative on [1,00) and denote K/, ., K/

as in the statement of Theorem [G10. Let (&)1<i<a be 4 points in a Hilbert space H; denote
dij = ||& — &jll;, and assume di; > 1 for (i,7) € {(1,3); (1,4);(2,3);(2,4)}. Then we have

| K (d13) — K (d2s) — K(d1a) + K (d2a)| < (2K o + Kipay)di2dsa. (114)
Proof. Assume without loss of generality that dis5 = min(dis, das, d14, d24) and write

|K (d13) — K(d23) — K (d14) + K(das)| < |K(d13) — K(d23) — K(d14) + K (das + dia — dy3)|
+ | K (dos) — K (d23 + d1s — di3)|. (115)

To bound the first term of the right hand side of (II3]), since we assumed without loss of generality
that di3 = min(dy3, das, d14,d24), and since di3 > 1 by the 1-separation assumption, we can apply
Lemma [B.§ with A(t) := K(di3 +t), © :=daz — diz3 > 0, y :=dig — d13 > 0, C = K[/, leading to

|K (d13) — K (d23) — K(d14) + K (d2s + dia — di3)| < K} (d2s — dis)(dia — di3)| < 2K, d12dsy -

To bound the second term in ([IIT), let g(u) := K(y/u) and note that ¢’(u) = K’'(y/u)/2/u hence
g (u?) < K! .. /2 for u > 1. By the separation assumption we have 1 < do3 < da3 + di4 — d13 and
1 < doy. We write

K (doa) — K (dos + dig — di3) = g(d3,) — g((das + dra — di3)?) < K?‘" |d34 — (das + dia — di3)?|,
where the last inequality follows from the mean value theorem. Now, it holds
diy — (doz + dig — di3)* = diy — d33 — diy + dis — 2(dis — d23)(di3 — dua)

and by the reversed triangle inequality |d;; — di| < dj; for any ¢, 7, so that the last product is bounded

in absolute value by 2dy2ds4. It is also easy to check by expanding the squared norms dfj =& = ¢ ||i
that

d3y — d33 — diy + dis| = 2(& — &2, & — &) | < 2diadss .

Gathering everything we get the desired result. O

We can now prove Theorem [5.16]
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Proof of Theorem[5.16. Since K(0) = 1 and K(u) < 1 — cu?/2, the kernel k is c-strongly locally
characteristic with respect to 7.

We exhibit a constant C' allowing the use of Proposition[B.7l Consider generic parameters 6;, 6, and
denote as before d;; = 0(60;,0,), Kij = ®(0;,0;) = K(d;;). Since |K (u)| < Kmax for u > 1 we get |K;;| <
Kmax if d;j > 1. By the mean value theorem and the reversed triangle inequality, if min(d;j;, d;;) > 1
then as |K’(u)| S Kr/nax for u Z 1 we get |KU - il| = |K(d”) - K(dzl” S Kr/nax|dij — dzl| S Kr/naxdjl'
Applying Lemma B9 we get if dia < 1, d34 < 1 and min(dy3, d14, d2g, d24) > 1 that:

| K13 — Koz — K14 + Koa| <(2K),,, + K

max max)

d12d34

To conclude observe that C' := max(Kmax, Ko (2K hax + Kirox)) = max(Kmax, (2K + K o))-
|

C Proofs for Section

We will start with an elementary result introducing a “canonical” representation of normalized dipoles.

Lemma C.1. The set of normalized dipoles can be written as

D= { Y o= ||7r0||;1s(7r9/ —amp);s € {-1,+110<a<1;0< [|0 — 0| < 1}.

vl

Proof. Any element in D can (by definition (B6])) be written as v/||v||,., where v is a nonzero dipole of
the form v = aym, — @amy,, with a1, a0 > 0 and [|6; — 62]] < 1. Let ( = max(a,a2) > 0 since v is
nonzero. Then v/ = ({||mo||,,)~'v is such that //||V/||, = v/||v| ., and v/ = H7T0|‘;1$(7T9/ — amp) with
se{-1,+11x0<a<L;0< || -0 <1. O

C.1 Proof of Lemma

From Lemma [C] any normalized dipole can be written as yu = v/||v||, with v = s||mo|| " (s — ame),
se{-1,1},0<a<landz:=0—-0"#0,0 < ||z|| <1. Denote u := z/||z|. Since ||mg||,, = ||mo-|,, =
|moll,., reusing (Z8) and the definition of & we have

12 = limoll* (I 2 + 02llmor |2 — 2as(mg, mr)) = 1+ 0® = 20k(z) = (1 - a)? + 2a(1 - F(@));

7o 12 (v, @) * = [0, 6} |

< |{mo, 6u) - max(1, 5222 ) - (1 - )2 4 2a(1 - R()).

w0 _ (@) ‘2 — (70, ) * - (1 — @)% + 2a(1 — cos(w, z)))

Together, the last two inequalities imply
o211t 6 < [{mo, 60 - mae(1, 15l ). (116)

By ([@@) we have 1 — ®(z) > b~ ! min(1, (||z]| /a)?) hence:

o if |[2]| > a then 0 < 1 — cos(w,z) < 2 = 2min(1, (||z]|/a)?)) < 2b(1 — %(z)) hence, since we
assumed b > 1/2,

max(1, %ﬁ‘:)x)) < max(1,2b) = 2b;
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e if ||| < a then, since sin®¢ < ¢? for each ¢ € R we have 2sin?(¢/2) < % and

0 < 1 —coslw,x) = 2sin® 2 < L 2)? = L0, u)? - (||z]| /a)? < & (w,u)? - b(1 — R(x)),
implying max(1, %ﬁ‘;)x)) < max(1, %(w, u)?).
Since w(w) > 1 we have |(m, ¢,)| < |EXN71-06J<W’X>| < 1, hence for any integer ¢ > 1 we have
o [(m0, $0)[*! < Ewma|(m0, $0)[* = ||l (117)

Denoting Y (w) := |70 2| {1, 6.)|*, we obtain by (II6) and the previous cases, for any integer q > 2:

o if lz]| > a then |V (w)|* < |(mo, ¢u,)|** - (26)2%; by @IT) we get Ewn[[Y (@)|"] < [Imolly - (20)%

o i ] < athen [¥ (w)|" < |(mo, 6) *-ma (1, (ha2/2)9 . 0)) < |(mo, 60" (1 + (ba?/2)7 w0, )"

using assumption (BQ) and ([II7)we get

!
EurallY @)1 < Ioll2 + (a2/2)7 - Buma [[(mo, @) - (w,0)**] < [Imoll? + (ba/2) o]} S A8

q>2 ! !
< Imoll? (17 + (0a20/2)7) < lmoll2 % (1 + baro/2)1.

Combining both cases we obtain E,a[|Y (w)|?] < [|70||> % max(2b, 1 + ba?\o/2). Finally, we get
E M = CIE, A []Y (w)]7] < 2012 (2,1 4 ba® o /2)?
o 18 6] = (ol Eara[Y @)1 € (ol %) % max(20,1+ b0 /2)

C.2 Proof of Lemma
The following bound will be useful.

Lemma C.2. For each 0 < z,y <1, (z,y) # (0,0) we have g(x,y) := \/% <2.
T —x)y

Proof. Since 2zy < x? + y?, we have

(x +1y)? 1+ 22y + xy? 1+2:vy+:vy271 2+y 4

2 -\ g 7 I =
g(xyy)_x2+(1_w)y2 $2+y2_$y2_ 2;Cy_$y2 2—y 2—y

Proof of Lemma[6.7 The argument relies on the decomposition (straightforward from the “canonical”
dipole representation introduced in Lemma [C.Il) D = D, U D,), where (for n > 0 to be soon specified)

D, = { Y o= ||7T0H;1S(7T9/ —amp), 0,00 € 0,10 -0 <1,0< <1, > 77},

D, = { L ov= 7ol "s(mer — amg), 6,6" € ©,]0 — 0| <1,0<a <1,y < 77},

so that .
N([I-ll, D, 8) < N([|-I, Dy, 6) + N(|II], Dy, 6). (118)
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By Theorem [5.12] we have D := ||D||» > 1, and we will establish below that for 1 := séL“ > 0:
F

/ N A(d+1)

N(||l 5, Dy 8) < max(1, Ot et bC ) T (119)
— ’ 1 2d+1

N(|-ll Dy, 8) < max (1, UEHCrtCet D )T (120)

It is clear that (I18), (I19), (I20) lead to the announced estimate (B3] (using D > 1).
Step 1: covering numbers of D,.
By the first part of TheoremB.I2lwe can exploit Lemma[A S with Y := {amy /|||, : 0 < a <1, 6 € O},

A:=1,B:=|D|lr=D, ||, = Il 7, and |||, = ||].. Since D, := {ﬁ (v, v) € Qlly—vl, > n}
with Q := Q; U Q5 and

Q1 = {(mor, amg) /|70l ., 0,0" € ©,]|0 — '] < 1,0 < v < 1},

Q2 := {(amor, o) /7ol 6.6 € ©, |6 — ' < 1,0 < a < 1},

we obtain
2 n B/a=bz1 2 52
N(Hr D0 8) < N2 (e Vet ) < N (Y0 85) = N2 (e Yigaer ) (121)

Denoting W = [0, 1], we have Y = [)(®)]1,v (using the notation of (I04])), where ¢ : 6 — g /||74]|,.
mo/||moll .- As [[W]; =1 and ||(©)| = < Cr, by Lemma[A.6l with 7 = 1/2 we get

62 52
N7 Y: 55z ) < N(IHh W, spimres ) - N(IF- $(©), ey )- (122)
As W = Bgy ), (1/2,1/2), by Lemma [Ad] we get N(H-Hl, W, W) < max(l %ﬁ) More-

over, from Lemma[6.4] v is Lr = C’z-Lipschitz with respect to ||-|| and ||-|| , thus, by Lemma [A-2] and
assumption (82l):

2 128C DCYCY
N(H'Hfﬂ/’(g)v 128DC”) < N(H [.©, 128D603T'c;)< max(l 52 )
Combining the above we obtain (using D > 1, Cr > 1; and 2ab < (a+b)? with a = DC%,b = C’=+Cx)

2 2d
N 7. Dy 6) < [max(1, 22BGECE) | a1, 12807 LCECE )

2(d+1)
256CT DCL(C-+C
§max(1, L g‘;( £t f))

< max

)

(1 1ch(Dc;+c}+c;))4(d“)
; 5

i.e. we have obtained (I19). B -
Step 2: local tangent approximation of D,. To control N(||-|| z, D, d), the principle will be

to approximate 5,, by an appropriate “tangent space”, then use Lemma [A.3]
To this end, let E denote the algebraic dual of smooth functions that are bounded with bounded
derivatives on R%. The semi-norm |[|-|| » is extended naturally to E as ||ul| » := sup,,|(i, ¢u)| € [0, 0]

for any p € E; let E == {pu € E : ]l = < oo}. Note that all finite signed measures are elements of

E. Given 0,A € R? and B € R, define £ =&y a5 € E by its action on functions g : R? — C that are
bounded with bounded gradient:

(€.9) == Imoll." - Exem, {(Vg(X), A) + Bg(X)}.
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Let B be the ball of radius 2 in R x R equipped with the norm |[(A, B8)||,,, == Al + |8].
Consider v = ||7T0||;1S(7T9/ —amp) with s € {—1,41}, 0 <a <1and 0 < |¢ — 0] <1, and denote
t:=|v|,. We will show that there exists (A, 5) € B such that p:=v/||v||,, satisfies

= &o.a.8ll 7 < CE[" = 0] < 2C%t. (123)
Using this approximation, and the fact that to approximate any element of 577 we can assume ¢ <

n = 6/(8C%), we apply Lemma [A3] (with Z = D,,,Y = {{p.a 3,0 € ©,(A,B) € B}, §' =¢ =4/4) to
obtain

N(H'”]ﬁﬁﬁv 6) = N(H'H]-'75777 2(5/ + E)) < N(||||]-'7 {59,A7ﬂ7 e 97 (A7ﬁ) € 8}7 %) (124)
We now prove ([I23]). Since & is shift-invariant and locally characteristic on 7 by Proposition we
have ||mgl,, = ||mer|l,. = |70, > 0. Denote = := 6" — 0. Since k is 1-strongly locally characteristic we
have

= ||moll % 1w — amp||” =14 a? — 20R(0',0) = (1 — a)? + 2a(1 —®(¢',0)) > (1 — a)? + al|z|”.

Setting 3 := s(1 — )/t and A := s/t we get using Lemma [C.2]

—oadtfel o (0 —a)+|z|
IA[l + 18] = ; < =g(l—a,z]) <2
\/ 1—a)2 +a|z|?
Since [(w,A)| < ||, Al and [lz]*/t = (||l /t)l|lz] = [Alllz] < 2|, by a Taylor expansion with
integral remainder term we obtain
(e — 1)/t—j<w,A>‘ = ‘(e“ — 1)/t — 3w, sA) ‘ = ‘ (e?H@sB) 1)/t — 3w, sA)

< sup [Lomteon)] L _ gy snt < uiiareh - ool

T o<r<t| dt? 2 ’ 2~ * 2 * 2t

< [lwlf3 [l (125)

w,0)

For each w, since (g, ¢,) = e/ (1, $,) we have

7ol (v du)e ™% = s(m, — amo, gu) = s{mo, @) (/) =141 = a) = tlmo, 6} (s('2 1)/t + B).

Since ¢, and its gradient V¢,, = ¢, - jw are bounded on R?, with ¢ := &o,n.5 € E we have

7ol I, € Gude ™0 = tllmoll, (€, du)e ™% =t Exom, { (5w, A) + B (X) }e 70
= t(70, $w) - (4(w, &) + ),

thus from the last two displays and (I25) we obtain

170l [ (v = V[l & dw)| = tl(mo, duo)] - ’ (™ — 1)/t = glw, A)| < tl(mo, du)[lw]F]|]|

Dividing both hand sides by ||mo||,.||~|l,, = t||7ol|,, and taking the supremum over w yields
-1 2 -1
I =&l < llmoll,; Sup(|<7foa¢w>|||w||*)||=’E|| = lImoll “llmoll 2 [l = Cl|]l-
w

We conclude using that ||0" — 0] = ||z|| = ||A||t < 2¢.
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Step 3: d-covering of {{y A g}. Define 61 := 6 /(4(C%+C%)), 62 := §/(2(C%=+Cx)), and consider
C1 a dq-cover of ® with respect to ||-|| and Cy a do-cover of B with respect to ||-|| In order to ex-

mix*

ploit (I24]), we now show that {gm,ﬁ,, 0eCy, (A, B) e Cz} is a d-covering of {{9,A,8,6 € O, (A, B) € B}.
Given any 0 € ©, (A, ) € B there are § € Cy, (A',8) € Cy such that Hé—@” < ¢1, and
(A, ") = (A, B) s < J2. Observe that ’6J<‘“’§*9> - 1‘ < Kw,é— 9>‘ < HWH*Hé— 9H and

[(gw; &) + B < @l NAI+ 18] < max([lwll,, 1) - [[(A; B)lagy < 2 max([lwll,, 1) < 2([|wl], +1).

mix—

Since ||7o||,.(€0,a,8, D) = (70, Puo)e? @9 (9(w, A) + B) (and similarly with 0, N, ') we get

7ol

(€088 = €590 B )| = I{m0, 0] - | (7= = 1) (3w, A) + B)
< ltmo, 6}l - I, - 8= 6| - 20wl + 1)
< I(mos g - (Jll? + 1w, - 261,

so that

7ol

6.8 = g0, <500{ 170, 00 - (Il + loll)} - 280 < (Imoll o + ol )261. (126)

On the other hand,

(70, bu)| - ly(w, (A" = A)) + (8" = B)|

|
{70, duo)| - (Iwll, + 1) - I(A", ) = (A, B)lns
{70, ¢ - (Iwll, + 1) - 02,

<§9~7A1ﬁ - 55,A'ﬁ/,¢w>‘ =

7ol

so that

7ol

$5.08 ~Siarp |, < supll{mo, du)l - (lwll, + 1)} 02 < (7ol 7 + 1)d2. (127)

By a triangle inequality we combine (I26)-([I27) to get

H&;,A,B —&anp - < (CF + C%)201 + (Cx + Cr)dy = 0.

To conclude this step, we have established that

N7 60.8,8,8 € ©,(A.8) € BY.8) < N(I11.©, gty )N (I hases Bz

d d+1
4 " / 1 ’
< max(1, 1CrGHCD ) oy (1, 10k 1Cn) )

’ i\ 2d+1
< max(l, 1GCT(CF(;FC}-+C]-‘)) , (128)

using assumption ([82) and Lemmal[A4]for the second estimate, since 3 is a ball of radius 2 with respect

to ||*[|5, in R4TL: and finally C > 1 for the last estimate. Plugging in (IZ8) into ([24) yields (I20),
and the proof is done. O

C.3 Kernel mean embedding for Gaussians

The following lemma characterizes the mean map kernel on any pair of Gaussians.

44



Lemma C.3. Consider a Gaussian kernel kg (z,2') := exp(—%”x - x’||§), where R is an arbitrary

invertible covariance matriz. For any two Gaussians m1 = N(01,%1), m = N(62,X2), the mean
kernel defined from kg using &) is

det(R)
\/det 3+ 3 +R)

rr (1, m2) = xp(~ 4101 = 023, 13, 1w ) (129)

Proof. As kr(z,2’) = \/det(2rR) - mr(z — 2’) where mr = N(0,R), we have

Rr(T1,72) =¢Wﬂt)/$m(w) (/WW(CU')WR(UC—I')W/) dx

moxmr=N(02,52+R)=:N(03,23)=73

We conclude using a property on products of Gaussians , , Equation (5.6)].

1
Vdet(2n (21 + X3))

/m(x)w?,(:v)d:v = exp(—%||91 - 93||221+23)' [

C.4 Proof of Lemma

Denote K = K, for brevity. If u > ¢ then 1 — K(u) > 1—e /2~ 0.39 > 1/3. Now, if 0 < u < o: by

—t/202

concavity of the function ¢t — 1 —e on the interval [0, 0?], we have

1—e 2" > (t/0%) - (1 — e V%)) > t/302

for 0 < t < 02, hence with t = u? we get 1 — K(u) > u?/30% This shows that 1 — K(u) >
min(1, (u/c)?)/3.

If 02 < 1/2 then t — h(t) := (1 —t/2) exp(2 >) is non-decreasing on [0, 1] with h(0) = 1. For
0 <u <1 we obtain (1—u2/2)/K( ) = h(u?) > 1 hence K (u )< 1—u?/2.

We have K'(u) = — 2 exp(—), K”(u) = (4 —1) exp(—5)/0% K"(u) = (3—25) & exp(—£7).
Since 02 < 1/4, foru > 1> o we have K"(u) > 0. Hence, K’ is negative and increasing on [1, c0) and
we get K| .. = |K'(1)| = exp(—55)/0?. Since K} ., > Kmax = K(1) we have (cf ()

max

S

O(K) = maX(KmaX’ 2KI/1’18,X Kr/rllax))<2(Krlnax KI{I/IB.X)

Similarly, since 02 < 1/ 3 for u > 1 > /30 we have K"'(u) <0 hence K" is positive decreasing on
[1,00) and K[\, = K"(1) = (& — 1) exp(—525). As a result K, + K[\, = Jrexp(—51z) and

O(K)SF GXp( 2;2)'

Given ¢ > 2, putting o} := (y/2clog(ek))™! € [0, 3], since the function t — t?exp(—t/2) is
nonincreasing for ¢t > 4, it holds for any o < o} that

O(K) < 29(1/0?) < 29(1/(07)?) = 2(0,:)74exp(—w> = 8¢2 - log?(ek) - (ek) ™

8c? 9 8c2e~¢
—2k_1-10g (ek) - (ek)™¢(2k—1) < T

where we used at the last inequality that the function k — log®(ek) - (ek)~¢(2k — 1) is nonincreasing

for k > 1 if ¢ > 4. The choice ¢ = 8 leads to C(K) < %.
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C.5 Proof of Equation (90)

For Diracs since ||-|| = [|-||,/€ and ||u|]| = 1 we write u = ev where |[v||, = 1. With the probability
distribution A on w from @), since |(mo, )| = 1/w(w) < 1, T = s %I, (see Definition B1) and
Oy = ||7T0||i (see ([®)), we obtain

Boan{lm, )} = [ w0 0O @m0

w>1,q>1

= 2 2
L7 Il [ o) o )
R

= ||7T0||i€2qs—2q : Ew~N(0,s*2Id)<Sw7U>2q

w’i=sw 2 (*)
= ImollE(e/9)% - Burmnronn (@' u)™ = Imoll(e/9)* - Beanro,1)6™
where in (*) we use that as [|[v]|, =1 and w’ ~ N(0,13), £ := (w', u) is standard Gaussian.
For Gaussians since ||-|| = ||-||s/¢ and ||Ju|| = 1 we write u = ex!/2y where lv]l =1. For ¢ > 1

we have (1 +2¢s72)" %2 < (14 2s72)"%2 = ||xo 2 (see |&T])). Since |(m0, pu)| := e=w"Bw/2 < 1 and
A(w) = par(o,s—2x-1)(w) (see (B4) and Definition [69), we obtain

—(2¢+swTZw/2 det(2ms?2X)
det(27rs22)e (2a+s7) / = mp/\[(oy(mz_;’_sz)—lz—l)(W)

= (14257 P, 20152121 (@) < 7017 - Pav(o,2g457) 121 (@),

|(mo, )" Aw)

hence
2q
Bumalimo, ) o) = [ [, 0 (w30 A )
R
2q
< ||7T0||i52q/ <21/2wvv> pN(o,(2q+s2)*1271)(w)dw
Rd

2q
= ol 2% - Ew~N(0,<2q+s2>*12*1><El/2“’ U>

/:221/2 P 2
L= ||7TO||,<52q'Ew'~/\/(o,(2q+s2)711d)<wlvU>q

w=4/2q+s2w’ _
= Imol[7%(v/2g + 82) 7> - By 1) (@, 0) ™
q>1,(*

()
< o7 (e/v/2 + 52)° - Eenio,n€,

where in (*) we reasoned as for Diracs. Finally it is known that for any integer ¢ > 1, E¢pr(0,1)6%7 =
(2g — 1)1, where (2¢ — )!! =[], (2i — 1) < 297 1¢! . Using (B9) we recognize that in both cases

Eurn (10, ) ? (w, u)*? < [Im0l|? (£2/02(5)) Eemnr0,)624 < |[mo2 (262 /0%(s))1%.

C.6 Proof of Lemma

Proof. We exhibit two probability distributions 7,7’ € &% (Hy . g) such that |7/ — 7|5 /I7 — 7.

is bounded from below. Consider 8y € R? with [|fll, = 1 and set 6, := £6p,60_ = —6 (hence
|64]| = [|0—| = e/2 < R/2 for small enough ). Observe that £ = [|6;. — 6_||,. Setting  := £, define
h=(c1,...,ck) with ¢ = ¢y, ¢; = c_ for | > 2 where

C+ :9++Oé(9+—9_), C_ :9_+Oé(9_ —9+)
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Since [[cq|| < R, |e—|| £ R and ||cy —c—||, = (1 + &) ||04 — 0_]|, = € + R/2 we have h € Hj. - g.
Define two mixtures 7 = 5((59 +0p ), T =080 € S (Hper). As l(04,h) =L(0_,h) = (ac)? =
(R/2)P and £(0,h) = (1/2 + a)’e? = (R/2)P(1 + ¢/R)", we have
(r" —1,0(-,h))y = (R/2)P((1+¢/R)" —1). (130)
Now set h' = (c},...,¢,) with ¢; =0, for all [. Again, b/ € H and, as £(0,h') = L(6_, 1) = (/2)?
and £(0,h") = 0 we have (7" — 7,4(-, 1)) = — (¢/2)P. For p € {1,2} we get
(7" =7l h) = L 1)) = (R/2)P(L+e/R)" = 1) + (¢/2)" = p(R/2)"

This yields the lower bound ||T — 7/(| 5 g(3¢) = (7" = 7, £(-, ) = £(-, 1))| = p(R/2)P %
We now upper bound || A(7) — A(7)||,. Denote g(t) := ®(tbp), t € R, by assumption the function
g is of class C? and

(131)

’;t!lm

146) = Al = [a0) - 3a(-5) - 59(5) | = She" O+ 62,

Given ([I31)) we get a constant ¢y > 0 such that for small enough € and any R > ¢,
1T = 7'l acae) /IMA(T) = AT, = coRPT! /e O

C.7 Link between risks with and without c-separation

Proof of Lemma[38 First, denoting n := d(h,h’) with h = (c1,...,¢x), ' = (c},...,¢c}), we show
that for any 2 € R? we have

min ||z — ¢} || < min ||z — ¢l +7n
1<j<k 1<i<k

Indeed, denoting ¢* such that ||z — ¢ ||, = mini<;<i|lz — ¢;|| and j* such that ||c; — ¢/

|, < dih, ),
we obtain with the triangle inequality

:HZC—Ci* +ci« —cC

/
j*

min H:v—c H < Hx—c
1<j<k 2

S HZZ? — Ci*HQ + HCZ'* — C;*

5, < @igkllx —cill +n.

For k-medians we obtain £(x,h') < ¢(x, h) + n hence
Rk—medians (7T7 h/) = EXNWZ(Xa hl) S EXNWZ(Xa h) + n S Rk—medians (7T7 h) + n
For k-means we have instead

2
7?fkfmea_ns (777 h/) S EXNTF <1gllgk||X - Ci||2 + 77> - 7?fkfmea_ns(Tr; h) + 277Rk7media_ns(7ra h) + 2

With Jensen’s inequality we have Ry _pegians (7, h) < \/Rk—neans (7, h), yielding

\/Rk—means (7T7 hl) S \/Rk—means (7T7 h) + .

Exchanging the role of h and b’ yields a complementary inequality which completes the proof. O

Proof of Lemma 34 Let ¢ = (c1,...,cx) € Hpo,r- We proceed by constructing in a greedy way an
e-separated subset of C7 := {e1,...,¢,} which is also an e-cover of that set. The construction is
standard. Starting at ¢ = 1, pick any ¢, € Cy; put Ciyq := C; \ B(c},e) (where B(c,e) denotes the
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open ball of center ¢ and radius ¢). Iterate until C;1; = 0; denote ¢* the last iteration. Since the
cardinality of C; is decreasing, we have i* < k iterations. Let ¢/ = (c¢},¢5, ..., ¢, Chu,. .., ) (the
last element is repeated as needed to attain k centroids). Since {c},...,c.} C {e1,...,cx}, obviously
d(c'[|c) = 0. On the other hand, by construction {c1,...,cx} C U< ;<= B(c),€) so that d(c|c’) < e.
Finally, also by construction for any i <", ¢,y & U,<,<,; B(cj,€) and therefore ¢’ is e-separated, so
that ¢’ € My r. Additionally, by the above construction it is clear that any e-isolated centroid of ¢
must be selected (once) at some iteration as one of the centroids c}, 1< <% O

To prove Lemma we first establish a refined version of Lemma [3.91

Lemma C.4. Given € > 0 and ¢ € Hy,o,r, there exists ¢’ € Hy . r such that d(c,c’) = d(c, Hi.e.r)
and such that all 2e-isolated centroids of ¢, {c;,i € Is:(c)} are centroids of ¢’ (repeated centroids with
indices in I>.(c) may appear only once in c’.).

Proof. Let ¢’ such that ¢’ € Hy g and d(c,c’) = d(c, Hye,r) (the distance d(c, Hie r) is attained,
since Hy . r is a compact set). We know by Lemma that d(c,c’) < e must hold. Let ¢; be any
2e-isolated centroid of ¢, and ¢ a centroid of ¢’ such that ||¢; — ¢/|| < e. By the triangle inequality,
for any other centroid ¢; # ¢; of ¢, |[¢; — || > |l¢j — ail| — ||lei — ¢/|] > €, and since d(¢j||c’) < €, the
latter distance is attained for a centroid of ¢’ different from ¢’. Hence moving arbitrarily ¢’ can only
leave d(c;||c’) unaltered or smaller, while obviously also the distance d(c/||c) remains unlaltered for all
other centroids ¢ # ¢’ of ¢’ which are unchanged. We can therefore replace ¢’ by ¢; in ¢’ while only
making d(cl||c’), as well as d(c’||c), possibly smaller (d(¢’||c) as well as d(¢;||¢") are set to zero with this
operation, the other distances can only shrink by the above argument). We can repeat this operation
for all 2e-isolated centroids of c, leading to the announced claim. O

Proof of Lemma 310 Recalling h* = (c1,...,cx) € Hior is the collection of centroids of 7% =
Zle @;bc;, let h = (cf,...,c}) be any element in Hy, oc, g+. Denote I(h*,h) :={i;1 <i<k:3j:¢; = c;}
the index set of centroids of h* that are also found in h. Then

k
Rk—medians(ﬂ-*a h) = Zai 1I<rl»12kHci - ;H < Z o d(C”h)
-1 7= igI(h* k)

Similarly, Ry—peans(7*, h) < (Zigl(h*,h) ai)d(cHh)Q. We apply these estimates to the centroid sets h
with the guarantees of Lemma [3.9] resp. (and take the minimum of the two). Namely, Lemma [3.0
guarantees the existence of h € Hy, 2o g« with Io.(h*) C I(h*,h) and d(h*, h) < 2e, while Lemma [C4]
guarantees the existence of h' € Hy e g« with Ii-(h*) C I(h*, k') and d(h*, k') = d(h*, Hj 2 R+ )-
Combining with Lemma and Lemma [3.8 we obtain the result. O

D Remaining proofs for Sections [3] and 4l

D.1 Existence of an (unconstrained) GMM risk minimizer

Let h(™) = (cgn) e CEC"), ozgn), o oz,(cn)) be a sequence such that

3

Ram(m, h™) "5 Ry 1= hemi?xfsk Ram(m h).
—1

By continuity of h — Rem(m, h), it suffices to prove that (h("))nzl has an accumulation point in order
(n)

to establish the existence of a minimum of Ram(m, k). If all the centroids ¢; ’ remain bounded, this
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is the case, by compactness. If not, we can assume without loss of generality (up to permutation and
)

taking a subsequence) that } A H — 0.

Let hén) = (0, cé"), ce c,(c"), agn), ce a,(cn)). Then, denoting, for any ¢ € RY, ¢..(t) := exp(—||t|\22/2)
the unnormalized density of the Gaussian distribution centered in ¢ and of covariance X, it holds for
any input point z:

S, (@)
o o (2) + L)y 0" 6, (1)
Al (¢ 0m (&) = do(x))
a{" o (@) + ) a0l ()

crogf14 [P
slos| 1 o) N
_{ o ()
U\ @) N

9}

1 2 n
= 5 (1ol = [}o - o7
.)
=),

<n>> _ EH (n)

(<x, o £ 3 G

Taking expectations (note that integrability follows from the existence of the first moment of , itself
following from the assumption of GMM loss integrability under 7, which implies existence of moments

up to order 2),
2
2>+] '

Let fo:z — ((x,c}z - %HCHQE) ; we have that sup, f.(z) = %”IH;, and f. converges pointwise
+

—log 7Th§]‘)(x) — (= log T(m) (x)) = log

=log| 1+

n n n 1 n
Raw (7, b)) = Rom(w, 1)) < Ex~n K<X A4, = 5

to 0 as ||c[|y;, — oco. Since

cgn)H — o0, and 7 has finite second order moments, by dominated
=

convergence we get that the right-hand side above converges to 0, and that lim,, .~ Ram(, hén)) =
limy, - 00 Rem (T, h(")) = Ré&m- Repeating this operation as necessary with other centroids diverging to
infinity, we see that we can replace the sequence h(™ by a sequence remaining in a compact and with
the same limit for the risk, for which an accumulation point exists, attaining the minimum of the risk.

D.2 Control of |D||,,

For compressive k-means / k-medians, with the loss defined in ([IT), we consider a constrained hypoth-
esis class H such that GT(H) = &4 (T), where T := Tpirac = (Or, |||l/€, ¢) is as in Definition [6.9]
depending on some separation parameter and radius 0 < ¢ < R; we recall O = BRd7|‘,H2(O, R) and
©(0) = by, and underline that while the separation parameter e does not change the base distribution
set (@), it will determine separation in the mixture and dipole sets derived from it.
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Lemma D.1. Consider 0 < e < R, T = Tpirac based on the parameter set @ p = {9 e Re: 6], < R}.
Consider L(H) associated to k-means (resp. k-medians) with H CHg == {h = (c1,...,cx), ||all, < R}
For any shift-invariant kernel k that is 1-strongly locally characteristic with respect to T we have

—1
IPlag < 2:llmoll,,” - (2R)” (132)
with p = 2 for k-means, p =1 for k-medians.
For compressive Gaussian mixture modeling we use 7 := Tgauss as in Definition

Lemma D.2. Consider 0 <& < R, T = Tgauss based on O = {0 € R? : |||, < R}, and L(H) associ-
ated to k-miztures offd Gaussians m = N(e,®), withH CHp :=={h = (c1,...,cx @), ||l < R, a0 € Sp—1}.
For any shift-invariant kernel k that is 1-strongly locally characteristic with respect to T we have

-1

IDllag < 2l - 2R (133)
Proof of LemmasID IHD. 2 Since r is 1-strongly locally characteristic with respect to 7 we can use
Theorem [E.I5  Slightly abusing notation gconfusing T = (©,0,9) with ¢(®)) we denote [Ty :=
l(®)]lg and observe that ||M]|; = [[moll,.” - [T |lg, and that ¢ : 6 +— 7 is Lg-Lipschitz with respect
to |l-I, [|llg if, and only if ¢ is Lg-Lipschitz with respect to [|-|| and [|-[|g, with Lg = L’g||7ro||;l. By
Theorem B.I3, if we can show that ¢ : 0 +— 7 is L', ,-Lipschitz with respect to [|-||, ||-[|o, then 9 has
the desired Lipschitz property with Laz < ||7r0||;1L'AL and

—1 -1
HWOH,{ : ”T”AL = HM”AL < HD”A.c < ||7TO||,< (L/g + ”T”AL)'

The rest of the proof consists in characterizing ||| 5, and bounding L' ..

For this we consider Al(-,h,h') = £(-,;h) — £(-,h') € AL(HR) where h,h' € Hp.

With T = Tpirac and the loss associated to compressive clustering, given h = (¢1, ..., ¢), for each
0 € Op the triangle inequality yields [|0 — ¢;]|, < ||€]]5 + [[ci]]; < 2R hence 0 < ¢(6,h) < (2R)P where
we recall that p = 2 for k-means and p = 1 for k-medians. Similarly 0 < ¢(6,h') < (2R)P hence
9(0) :=Exr, ALX, h, 1) = AL(O, h, ') satisfies g(f) < (2R)?. This shows that

||7Birac||AL S (2R)p

The bound is reached using 6 such that 6], = R, ci1 =...=cx =—0, h=(c1,...,ck), B = —h.
Given 0,0 € Op, let i be an index such that (0, h) = min||0" — ¢||5 = ||¢' — ¢;||5. By definition,
0(0,h) = min||0 — ¢;||5 < [0 — ¢||5 hence £(6,h) — £(6",h) < ||0 — c;]|5 — [|0" — ci]|5. Similarly, with j
Zuch that £(6, k') = [|§—c}|[5 (where b’ = (cf, ..., ¢})) we get £(6', ') —£(0, ') < ||0" — ;|56 — & |12
ence

9(9) - 9(9/) = [6(97 h) - f(@, hl)] - [[(9/, h) - £(9/7 h/)] = [ﬂ(ev h) - 6(9/7 h)] + [E(elv hl) - f(@, hl)]
<110 —cilly — 116" = cilly + 116" = S [I; = 1 = -

For k-medians, p = 1 and the reversed triangle inequality further yields
16 cill, = 16" = cilly + 16 = I, — 6= €Il < 2010 — '), = 22R)P"10 ~ '],
In the case of k-means, p = 2 and we use

16 = cilly = 110" = el + 116" = Il = 110 = 1, = 200 = 0,5 — i)

< 206 = 'll, - ||} — il

<AR|6 - 0']l, = 2(2R)" 71|16 — ¢l,.

10n0t-necessarily separated
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By symmetry we obtain |g(f) — g(0’)] < 2(2R)P~*|§ — #'||,. As this holds for any 6,0’ € O and
g€ AL, and as [|§ — 0|, =¢]|0 — 0'||, we get Ly , < e2(2R)P~' = (¢/R)|| Toirac||ar-

With 7 = Tgauss and the loss associated to compressive GMM, we prove at the end of this section
that for any h,h’ € Hg the function g(0) := Ex.r, AUX, h, ') satisfies

l9(0)| < 2R (134)
9(0) — g(6")] < 2Re|0 — ¢'||. (135)

where the first bound is reached. We obtain || Teauss||, = 2R?, L'y, < 2eR = (¢/R)|| Teauss || o -
In both cases since R > ¢ we have Ly , + | T|[az < 2/ T || ar- O

The following lemma, which applies to any family of absolutely continuous probability distributions
{7y : 0 € ®} on R?, will be soon specialized to Gaussians with fixed known covariance.

Lemma D.3. Consider a family of probability distributions {mg : 0 € ®} on R? having a density with
respect to the Lebesque measure. Recalling H denotes the differential entropy B3), assume that

Hpin = (}g(fa H(mg) > —o0; (136)
Hpax := sup H(mg) + KL(mg||me/) < 0. (137)
0,0'€®

For any ™, 1= Ele Ty, , where a € Sp_1, 0 € ® we have for any 6 € O:
Hmin S EXNTre [_ 10g Th (X)] S Hmax-
The lower and the upper bounds are both tight.

Proof. By the definition of the Kullback-Leibler divergence and its convexity properties, we have

k
H(mg) < H(mg) + KL(mg||mn) = H(mg) + KL (79| Zaﬂﬂgl)
=1
k
< H(Trg) + ZO&;KL(F‘QHF‘%) < H(F@) + GSU.%KL(FQHTFQ/).
1=1 '€

For a given 6, both the lower and the upper bound are tight. The conclusion immediately follows. O

This translates into a concrete result for Gaussian mixtures with fixed known covariance.

Proof of Equations (I34)-({38) - end of the proof of LemmalD.2 To establish ([I34]) we exploit Lemmal[D.3l
The entropy of a Gaussian is H(mg) = 3logdet(2reX) which is independent of 6, hence Hp, =
%log det(27meX). The Kullback-Leibler divergence has a closed form expression in the case of multi-

variate Gaussians (sce e.g. [Duchi, 2007):

det(Zg)
det(El)

KL (61, 21)||N (62, 32)) = 5 |log +tr(27'81) —d+ (02 — 0.)" 2510, — 61)|;  (138)

hence KL(mg||mo ) = 3|0 — 9'”22. Since [|6]|s, < R when 6 € ©p, we have Hyax = Huin+ 516 — 9'”22 <
Hpnin + 2R2. By Lemma [D.3] we obtain ([[34) as follows
|g(9)| = |EX~7F9A£(X7 h, h/)l = |EX~7F9 [_ IOgWh(X)] —Exwr, [_ log 7/ (X)]l < Hpax — Himin < 2R%.

where the bound is tight.
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We now turn to Equation (I35]). Denoting ¢, (z) := —logmy(x) and fr(0) := Exr,ln(X), since
mo(x) = mo(x — 0) = mo(6 — x) we have

fr(0) = /we(x)fh(x)dx = /wo(ﬁ — )l (x)dx = /wo(x)ﬂh(H — z)dx;
Vi) = /Wo(x)VZh(H —x)dr = /71'0(9 — )V (z)dr = Exn, VIR (X);

VTI'QZ (x)

Vo) = -0l STl S ey = S ) Vo),
where () := % > 0 satisfies Y, Bi(x) = 1. Since Vlogmy, (r) = =X~ " (x — 6;), we obtain
V fn(0) = Exer, Zﬁl HX =0) =3 " Bxan, (X =D _B(X)0) =27 (0= w-0),
1 1
with 47 := Exr, 51(X) >0, >, = 1. Similarly we have V f5/(0) = X710 — 3,7/ - 6;) where v, > 0

and >, v/ = 1. Since g(0) = fu(0) — fu(0), and ||0i]|5; < R, |65 < R we get
199(60) 5+ = |2V 1a(0) = Vsw 0))], = = 0= 3 0)
_| /.92_2%.@
l >
To obtain ([I33]), given 0, 6’, defining 0(t) := 6 + ¢(0’ — 0) we have

1 d 1
[ Sotoena] =| [ o000 - 0| < [ 190011510 - ol
< 2RI0 o = 2Rel0 - ]

<2R

lg(6") — g(0)]

D.3 Elements to control the bias term

While Gaussian Mixture Modeling is a maximum likelihood task, with a negative log-likelihood loss,
both k-means and k-medians are compression-type tasks as defined in |Gribonval et all, 12021)):

Definition D.4 (Compression-type task, [Gribonval et. all, 2021, Definition B]). We call the learning
task a compression-type task if the loss can be written as {(x,h) = dP(x, P,x), where d is a metric
on the sample space Z, p > 0, and P, : Z2 — Z is a projection function, i.e., P, o P, = P and
d(z, Ppx) < d(z, Ppa') for all z, 2’ € Z.

For k-means and k-medians, d(z,2’) = ||z — /||, is the Euclidean distance on Z = R?%. Given h =
(c1,...,cx), the function P, maps = to the closest ¢;, with ties broken arbitrarily, and can be used
to define a Voronoi partition W;(h) := P, '(c;) = {z € R?: Pyx =¢;}, i.e. a collection of pairwise
disjoint sets such that U;W;(h) = R? and W;(h) C V;(h) with V;(h) the Voronoi cells defined in (IS).
The push-forward P, of a probability distribution 7 through Pj is the probability distribution of
Y = P, X when X ~ 7. Here it reads more explicitly as P,m = Z?:l a;jdc, with a; = (X € W;(h)).

The goal of the next result is to have a device to relate the excess risk with respect to hypotheses
in the restricted class H, which will be controlled via Theorem ([I5)-(I6), to the excess risk with

52



respect to the optimal in an unconstrained (or less constrained) class, H, e.g. H = (R%)* for k-means
(resp. H = (RY)* x Sp_; for GMM). Observe that the main control ([H) on the restricted hypothesis
class takes the form .

Vho € H : ARy (m,h) < d}t (7, 8) + A(m, 7p),

where the trailing rest term A(r, 7,) does not depend on hg. If h* denotes the optimal hypothesis
over the larger class H, we deduce from the above:

Vho € H : ARp+(m,h) = ARpy (1, h) + ARp+ (1, ho) < (ARp« (1, ho) + dji (1, 8)) + A(mr, 7).
It is therefore of interest to further upper bound the first term in the above estimate. This is what we
obtain in the following result.

Lemma D.5. Consider a compression-type task with Py, defined for any h € H. With the notations
and assumptions of Theorem [Z2 on a class H C H with & = GT(H), considering m a probability
distribution on Z with integrable loss, h* € argmin, 7z R(m, h), and 7* := Py we have

Jof {ARy (m,ho) +dff (7, 6) } < DL (x||7*) + (2 + v)CullA(x) — A(@)||, + d* (7, &),

with

d*(n*,6) = iné{sup(R(w*, h) = R(1,h)) + (24 v)Ca||A(7™) — A(T)||2}. (139)
TES LheH

The same holds for a mazimum likelihood task with ¢(x,h) = —logmp(x), using & = G™(H), T = 7p»
and

d*(r*,8) = iné{sup (KL(7*||mh) — KL(7||7p)) + (2 + v)Cal|A(T*) — A(T)||2}. (140)
T€S LheH

Proof. Let hg,h € H, and 7 € & be given. Since AR, (,b) + ARy(m,¢c) = AR, (w,c) for a,b,c € H,
we have

ARps (1, ho) + ARpy (7, h) — ARpy (T, h) =ARpx (1, h) — ARp« (1, h) — ARp, (1, h)
=ARp~(m, h) — ARp« (1, h) + AR+ (T, ho)
=(ARp«(m,h) — ARp« (7%, h))
+ (ARp« (7%, h) — ARp+ (7, h)) + ARp+ (T, ho).

Taking the supremum over h € H C H and denoting D7t (7*||7) := sup, ey (ARp« (7, h) — ARy (1, b))
(even though A* may not belong to H) yields

ARy« (7, ho) + DI (x]|7) <DL (n||7*) + DI (7 ||7) + ARpe (7, o),
hence by a triangle inequality
ARy (m, ho) + DI (| 7) + (2 + v)Cal | A(m) = Al DA (x][7*) + (24 v)Cal A(r) = A()ll,
+ DI (7*||7) + ARpe (7, ho)
T (24 v)CallA(T™) = A(7)ll,- (141)
The joint infimum of (4T over hg € H and 7 € & yields

int {ARp- (r, ho)+df (7, 8) } < D (nll*) + (2 + v)Call Alr) — A,

+ Tigé{ [D?f* (7*]|7) + nf ARy (T, ho)] + (24 v)CallA(7™) — A(T>|2}-
(142)
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For any h € H we have ARy« (7%, h) — ARy (1, h) = R(my, h) — R(7, h) + R(7, h*) — R(7*, h*) hence
DIt (7*||7) = suppey (R(7e, ) — R(7, h)) + R(7, h*) — R(7*, h*).
To conclude observe that for a compression-type task, we have R(7*, h*) = 0 and, for 7 € &°T(H),
h})léf;_[ AR+ (1, ho) = h})Ig:H{R(T, ho) — R(,h*)} = =R(r, h*).
As a result DL (7*||7) + infryep ARy (1, ho) = suppey (R(ms, h) — R(7, h)).
For a maximum likelihood task, R(7*,h*) = H(x*) with H(-) the entropy, and R(7, ho) =
KL(7||7h, ) + H(7T) for hg € H, hence

h?éfH ARp+ (T, ho) :htréf’.}{{R(T7 ho) = R(m,h*)} = H(r) — R(7, h*);

as a result

DhH* (7*||7) + inf ARp«(7,ho) = sup (R (7w, h) — R(7,h)) + H(r) — H(x")
hoeH heH

= sup (KL(7*||7s) — KL(7||71)).
heH

O

Next we deal with the term DX (r||7*) in Lemma For k-medians by |Gribonval et all, 2021,
Lemma 2] we have DJ4 (7||7*) = 0. We now show that this also holds for k-means when H = (R%)*.

Lemma D.6. Consider ¢ the loss associated to k-means on a class H and 7w a probability distribution
on RY with integrable loss.

o D} (x| Py,m) =0 for each hg = (c1,...,cx) € H such that

7(X € Wi(ho)) £ 0 = ¢; = Ex(X|X € Wj(ho)), V1<j<k, (143)

° Dhﬁ* (|| Ppsm) = 0 for each h* € argmin, 5 R(m, h) with H = (R%)*.
o IfHC Hr:={h=/(c1,...,ck),|lcilly < R} then

D}t (7|| Ppy) < AR - Ry neatans (T, ho), Vho € H. (144)

Proof. By |Gribonval et all, 2021, Equation @0)], for any = € Z = R? and h € H we have
lo = Puall3 < llo = PuPuoxll3 = llo = Prozll3 + | Prow — PrProx|3 + 2{x — Phyw, Pagt — PoPr, ).
It follows thus from |Gribonval et all, 12021, Equation (G8)] that

ARpy (T, h) = ARpo (Prom, h) < Exn{|X = Po X3 — | X — Py X3 — [|Pag X — PuPry X |3}
< 2Bx (X — Py X, Py X — Py P, X).

We have (x — Py,x, Ppyx — Py Pryx) = 2?21 1(x € Wj(ho)){x — ¢j,c; — Pye;) hence
k

EX~7T<X - Ph(,Xa PhUX - PhPh0X> = ZEXNW{l(X S W](ho))<X —C5,C5 — Pth>}.

Jj=1
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When hy satisfies (I43]), each term on the right hand side vanishes, either because (X € W;(hgy)) =0

or because ¢; = E(X|X € W;(ho)). As a result ARy, (m, h) — ARp, (Pyym, h) < 0 for any h. As D}t
is non-negative, we get D} (|| Py, m) = 0.

If the support of 7 contains at least k elements then the unconstrained k-means optimizer h* on
H satisfies the centroid condition (), which implies that for 1 < j < k we have 7(X € W;(ho)) > 0
and ¢; = Ex(X|X € W;(ho)), hence assumption (I43]) holds and we can use the result established
above. It is straightforward to check that (I43)) holds as well if the support of 7 contains at most k — 1
elements, i.e., if 7 is a mixture of k£ — 1 Diracs.

When H C Hgr we have (x — Pz, Pyyx — PyPryx) < ||z — Ppyx|l, - 2R hence ARy, (m, h) —
ARpy (Prom, h) < AR -Exr||X — Phy X ||y = Ri—nedians (T, ho). O

The term d’ (7%, &) can also be simplified for clustering when & = G°T(H).

Lemma D.7. Consider n* := Zle a;id., where ci,...,cx € R, o € Sp_1 and the k-medians (resp
k-means) task with a class H. For k-medians we have

sup (Rk—medians (7‘—*7 h/) - Rk—medians (Phﬂ'*, hl)) = Rk—medians (77-*7 h)u Vh S H
h'eH

For k-means and any ho € H such that [IZ3) holds with m := 7 we have

sup (kamea_ns (7T*7 hl) - 7?fkfmeans (Phoﬂ-*; h/)) = ,R/kfmea_ns (7T*7 hO)

h'eH

IfH CHg :=1{h=(c1,...,ck),||ally, < R} we further have for each h € H

Rk—means (77-*7 h) S sup (Rk—means (7‘—*7 h/)_Rk—means (Phﬂ'*, hl)) S Rk—means (7‘—*7 h)+4R'Rk—medians (7‘—*7 h)
h'eH

Proof. Since R(Ppm*,h) = 0 for both k-means and k-medians we have

sup (R(ﬂ'*, By — R(Ppm*, h’)) = sup (A’Rh(ﬂ'*, n') — AR (Ppm*, h/)) + R(m*, h)
h'eH h'eH

= D?f (7%, Ppm™) + R(n*, h)

For k-medians, we conclude using that D} (7*, P,m*) = 0 by |Gribonval et all, 2021, Lemma B2
Using Lemma yields the results for k-means. O

D.4 Proof of Theorems [3.1] and Theorem [4.7]

With the separated hypothesis class Hgep := Hp,2-,r defined in (24]) (resp. in ([BH)), the model set is

a separated mixture model, &(H) := G (H) C Sx(T), where T = Tpirac (resp. S(H) := &"™(H) C

S(T) with T = Tgauss) as in Definition [69l, By definition of Hgep (cf. (24) and ([B5)) the centers ¢

associated to any h € Hgep satisfy max||c||, < R (resp. ||cklls; < R for GMM) hence the parameter

space © is the ball of radius R with respect to the Euclidean norm (resp. the Mahalanobis norm |||y ).
The function ® is defined using the random Fourier feature family (Fpirac, Apirac) (resp. (Fcausss Acauss))

as in Definition [6.9] with scale factor s > 0. By the derivations in Section the induced average

kernel k is shift-invariant and 1-strongly locally characteristic with respect to T .
We now control the constants Ce, A, B, C' from Theorem [Tl By (87) we have

9 1/2 .
1 JCa= [EWNN(O)872Id)’U} (w)]'7, for Diracs,
I moll,; —{ o\ d/4 . (145)
(1+2/s%)"", for Gaussians.
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Consider first the Dirac setting. Since © is the Euclidean ball of radius R > ¢ (see Definition [6.9)),
by Lemma [A4] we get that (@) holds with Ce = 4R. Moreover, recall that w(w) = (1 + s2d~||w]|?).
Then, since (/s)? = 1/(0})? = 16log(ek), elementary calculations give:

| d | d w d
i Uk = +/4dlog(ek); g2 sup 1”1;(!12) =e?— = 16dlog(ek);

EMNN(O,S*QId)HwH2 =S 2d; EwNN(O,s*ZId)Hw“2 - 5_4(d2 + 2d)7

Im0ll.% = A = Epypro,s—21,) w2 (w)= 1 + 25%d "B |jw|; + s*d2E,, [wlly =142+ (1+2/d) <

2
B=1+¢ (sup Ll > 1 + 4dlog(ek) < 5dlog(ek):;

C = 64AVIBCo: (Hgsup Lol 4 <2 ||uz||2)>

< V/dlog(ek)(R/e) (1 + 4dlog(ek) + 16d10g(ek)) < (dlog(ek))*/*R/e,

where < denotes an inequality up to a numerical multiplicative factor. It follows that min(12e log? (ek),2B) <
log(ek) min(log(ek), d), kABC < k(dlog(ek))®/?R/e, and log(kABC) < 1+ log(kd) + log(R/c). As a
result there is a numerical constant C” such that (@4)) holds as soon as

m > C'6~ 2 log(ek) min(log(ek),d) - k - {kd - [1 + log(kd) + log(R/¢) + log(1/48)] + log(1/¢)}.

Rearranging the terms to put the dominant terms forward, this holds under the assumption (23]).
Consider now the GMM setting. As in the Dirac case, since © is the ball of radius R in the

Mahalanobis distance ||-||s, by Lemma [A:4] we get that ([@I) holds with Ce = 4R. Then, by (@0),

e2 = (2+5%)/(07)? = 16(2+ s?) log(ek)= s?log(ek) where a < b means a < b and b < a, and we have:

_ d/4
Imoll* = VA = (1+2/5) "
B =1+¢* < s%log(ek);

C = 644vV2BCos (1 + ¢ +¢2) < R(1 +2/5%) %52 log(ck).

It follows that min(12elog?(ek),2B) < log(ek)min(log(ek), s%), kABC < Rk(1 + 2/s?)%s* log?(ek),
and log(kABC) < 1+ log(R) + d/s? + log(ks). As a result there is a numerical constant C’ such
that (@4]) holds as soon as

m > C'672(1+42/5%)¥? log(ek) min(log(ek), s2)-k-{kd-[1+log(R)+d/s*+log(ks)+log(1/8)]+log(1/¢)}.

Rearranging the terms to put the dominant terms forward, this holds under the assumption (E0Q).

We have all ingredients to apply Theorem hence, with probability at least 1 — { the operator
A induced by ® satisfies (20]).

As a result, under the assumption (28) (resp. (@) we have all ingredients to apply Theorem [611]
hence, with probability at least 1 — ¢ the operator A induced by ® satisfies (20]) (resp. {I)).

By (206) (resp. (@) and the shift-invariance of x, for any 6,6’ € R? such that [|§ — ¢’||, < e (resp.

16— 8']l5; < &) we have [|A(rg) — A(mer)|2 < (1+8)|l7o — 7o/ |2 = 2]l (1 + 8)(1 — F(6 — ¢')) hence

~lle=o'113
1 _ 252(5*)2 f 1 t . ,
[ A(mo) — Alma )3 < 2moll 21+ 8)d ¢, o, O chsterne)

1—e >?C0%  (for GMM).
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As fru—1—e 22707 is concave we have f(u) < f(0) 4 wuf’(0) for each u € R, hence 6 — A(y)
is L-Lipschitz with respect to [|-||, (resp. [|‘||ss) in R? and |-||, in C™, with L = |mol|,v/1+ 6/ (c0}).
For clustering we have A(my) = A(dg) = ®(0) and ||mo|, < 1 (by (I4H) and the fact that w > 1) hence
the claimed Lipschitz property of ®.

A second consequence of (26) is the LRIP () on &(H) C &k(T)) with n = 0 and Cy =

8v/2k/(1 = 0)||Dl| o z(s)- By Theorem 2] since h satisfies @7) (resp. @), we get
Vho € H - ARp, (1, h) < djt (1, 6(H)) + (2 + v)Ca | A(r) — A7), + Car/.

Since H C H denoting 7* := Py.7 (resp. 7* := mp«), we have by Lemma [D.5] with d(7*,H) as in

(@39) (resp. as in ([I40)):

AR (mh) = ARpe(m,ho) + ARy (m.h) = int {mzh* (7, ho) + ARy (1, ﬁ)}
< 2+ v)CallA(T) — AFn))lo + Cav' + hiIéfH{ARh* (m, ho) + diye (7, &(H)) }

IN

(2 +v)CallA(T) = A5 + Car/
+|DF(r]|7*) + (2 + v)Call Alr) — A(w*)||2] +d(r*, H).

The excess risk divergence term Dﬁ (7||7*) vanishes for k-medians by |Gribonval et. all, 2021, Lemmal34].
Since H = (R%)¥ it also vanishes for k-means by Lemma

To conclude, we explicit the involved constants. For clustering since ||7T0||;1 < /6, by Lemma [D.1]
—1 . .
we get | Dl sz < 2@R)P||moll,,” < V24(2R)P. Since 8v/21/24 = 8/48 < 8 - 7 = 56 we obtain:

C= < 56\/k/(1 = 8)(2R)". (146)
For GMM, Lemma[D.2lyields [|Dl|5 £y < 4R?||mo| " By (&), since 8v/2-4 = 32/2 < 46 we obtain
O™ < 46\/k/(1— 0)R2(1+2/s2) ", (147)

D.5 Proof of Lemma

Consider h € H and 7 := P,n* = Ele a;0p,¢;- For k-medians, by Lemma [D.7] and the Lipschitz
property of @,

sup (Rk—medians (7‘—*7 h/) - Rk—medians (7_7 h/)) S Rk—medians (ﬂ-*a h)
h'eH

[A(T") = A7), =

k

Z o (P(c;) — P(Pycy))

i=1

k k

Z ill®(ci) — @(Prci)ll, < ZazLHCz Preil

i=1 i=1
=L Rk—medians (7T 7h)

By the definition (29) of d(n*,H) this implies d(n*,H) < infren (1l + (2 + v)CAL)Rx—nedians (7, h).
Turning to k-means, since H C Hy oo C Hp :={h = (c1,...,¢cx), ||lall, < R} by Lemma[D.7] we get

sup (kamea_ns (7T*7 h/) - 7?fkfmeans (7-7 h/)) S ,R/kfmea_ns (7T, h) + 4R . kamedia_ns (777 h)
h'eH

The rest of the proof is the same as for k-medians. Since L < +/1+9/s, ¢ = 4sy/log(ek) and
Ca <56y/k/(1—8)(2R)P we have C4L < 224\/klog(ek)(1 +6)/(1 — 8)(2R)P /e.
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Table of notations

=9 Q
53
3

=

2-separated k-mixtures (B3]
set of dipoles (G0

set of monopoles (&1
T-normalized kernel (63])
kernel-related func. (72),([73)
Gaussian kernel (89)

TE€EZ sample and sample space

y sketch (2]

) sketching function (2)

A sketching operator (G

T probabilities on sample space
W, vV measures on sample space
<7T7f> EXNTrf(X)

o f) [ f(@)du(z)

KL(x||x") KL-divergence (B3]

H(n) differential entropy

h hypothesis

HCH classes of hypotheses

L(-, h) loss function

R, AR}, risk (), excess risk ()

h* = hk best hypothesis ()

R generic proxy for the risk (3]

Rclust. ) RGMM

h

= x>
Ime
—
-
€
——
€
m
2

generic class of features (@3]
probability distribution on fea-
ture parameters w ({40

specific proxies (@); (@)
learned hypothesis (B3]

Py projection function for comp.-
type task (Sec. B))

L=L(H) class of loss functions (Th. 22)

AL =AL(H) class of loss differences (0]

k(z, ") generic psd kernel (0]

k(m, @) kernel mean embedding (7))

el supgegl(p, )], @

[leell MMD norm (Z8])

RIS task-driven norm ([I0)

(Il generic norm on Z

I, dual norm (710

I-ll5, (z,2") Euclidean norm, inner product

RIS Mahalanobis norm (B6)

DIt (m||7") excess-risk divergence (8]

dit (7, ) bias term wrt. model (IQ)

dr(m,7) feature-based metric (52)

d(m, H) distance to constraint (29)), (@4

d(c||c'), d(c, )

distance between k-uples ([B0])

(G}
7, 6 (H)
S, & ()

model set (of probabilities)
compression-type model set ([20)
max. likelihood model set (34))

S =384(6) normalized secant set (B0
©, Op parameter set (B3]); Def.
0 metric on © (B3]

© embedding (55

T (©, 0, p) parametric model

o8

w(w) weights (Def. [63))

Ca normalization constant (85

s scale factor (37

o(s), of parameters of Gaussian kernel
®9) and (@0)

FF! classes derived from Fourier fea-
ture class F (Lem. and [67)

e, R separation, domain bound (24))

Hi.e,R constrained hypothesis class
D B3

™ projected distribution (Thm.
Bl Thm. A1)

Vi(h), Wi(h)  Voronoi cell, Voronoi partition

ay(m, h) Voronoi weights (18]

Ca, C(K), constants related to kernel K

Kmax, Krlnaxv (Im)m)

K:rllax

Lr Lem.

Cr, C%, C% Lem.

€l radius of a set of measures (&1))

e (t) concentration function (49)

N([J-|I, 4, ¢) covering numbers
ball

Y]ew mixture set (I04)
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