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Multiplex network inference with sparse tensor
decomposition for functional connectivity

Gaëtan Frusque Student Member, IEEE , Julien Jung,
Pierre Borgnat Member, IEEE , Paulo Gonçalves Member, IEEE .

Abstract—Functional connectivity (FC) is a graph-
like data structure commonly used by neuroscientists
to study the dynamic behaviour of brain activity. How-
ever, these analyses rapidly become complex and time-
consuming, since the number of connectivity compo-
nents to be studied is quadratic with the number of
electrodes. In this work, we address the problem of clus-
tering FC into relevant ensembles of simultaneously ac-
tivated components, yielding a multiplex network that
reveals characteristic patterns of the epileptic seizures
of a given patient. While k−means is certainly the most
popular method for data clustering, it is known to
perform poorly on large dimensional data sets, and
to be highly sensitive to noise. To overcome the so-
called curse of dimensionality, we propose a new tensor
decomposition to reduce the size of the data set formed
by FC time-series recorded for several seizures, prior to
apply k-means. We propose an adapted procedure to
infer a multiplex network from several FC time series,
and we emphasise one particular variant that imposes
sparsity constraint. Then, we conduct a real case study,
applying the proposed sparse tensor decomposition to
iEEG data to infer a multiplex network corresponding
to the different stages of an epileptic seizure.

Index Terms—dynamic networks, graph decomposi-
tion, multiplex graph, clustering, dimensionality reduc-
tion, sparsity, tensor decompositions, HOSVD, HOOI,
functional connectivity, iEEG.

I. Introduction
Epilepsy is one of the most common neurological disor-

ders in the world population. About 40% of the patients are
drug-resistant, and a surgical operation can be considered
to extract the epileptogenic area. To locate this area and
understand the evolution of epilepsy, practitioners often use
intracranial electroencephalography (iEEG) recordings [1],
[2]. The patient stays in the hospital for several days with
electrodes implanted inside the brain to record multiple
epileptic seizures. The stages of a seizure are distinguished
by similar evolutions of the recorded iEEG signals in
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different areas of the brain. Functional Connectivities
(FC) quantify along time these similarities and they are
computed between all pairs of signals, usually employing
the spectral coherence or the Phase Locking Value [3].
Considering electrodes as nodes and FCs as weights on the
edges, neuroscientists try to infer from the data, relevant
graph-like structures evolving through time. The study
of the FCs is an expensive and challenging task, with
a typical experiment consisting of about 100 electrodes,
hence ≈ 5000 FC times series. Also, it is generally assumed
that the FC dynamics are comparable from one seizure to
another for the same patient. Hence, another asset of iEEG
monitoring is the possibility to record several seizures. The
joint analysis of these records should ease the identification
of a dynamical FC pattern common to all seizures, and
characteristic of the patient’s health disorder. All this
calls for a method able to extract, from a FC network
inferred from the iEEG signals, what are the relevant sets
of simultaneously activated edges.
Having said that, the objective can be framed as the

extraction of several sub-graphs characterizing the different
spatial networks involved in the epileptic seizures of a
patient. This can be seen as an instance of inference of a
multiplex network [4], which, associated with the patterns
of temporal activation, plays the role of the decomposition
of the dynamic network describing the iEEG recording.
More precisely, the goal is to cluster the FC dynamic

graph into sub-graphs, using k-means. However, applied
to noisy data – due to spurious edges – that moreover lie
in a high dimensional space, k-means algorithm is known
to perform poorly [5]. To face this issue, we develop a
dimensionality reduction method that summarizes into
factors of lower dimension the relevant features of FCs that
occur in all seizures. Then, we perform k-means clustering
on these reduced factors. Since the data correspond to
FCs evolving through time and for different seizures, they
can be conveniently represented as a 3-modes tensor.
The dimensionality reduction we propose is a specific
and original tensor decomposition that imposes structural
constraints to the solution, including sparsity and time
coherence along the different recordings.

Considering dynamic graphs as tensors is not new, and
previous works have already explored this idea, e.g. for
sampling [6], dynamic graph inference [7] or community
detection [8]. The method we are developing is interpretable
as a decomposition of dynamical graphs. The data are
decomposed into a structural (i.e., sub-graphs of functional
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connectivity) and temporal (i.e., time-varying activation)
signatures, here of epileptic seizures. This procedure could
be used in other contexts involving dynamic graphs, such as
social face-to-face interactions or transportation networks.
Our contribution is to develop a new algorithm for

dimension reduction of tensor data that imposes relevant
structural constraints on the solutions. It addresses the
necessity to extract patterns common to all seizures. Then,
thanks to this algorithm, we validate a relevant data
processing workflow allowing us to infer a decomposition
as a multiplex network from iEEG recordings, considered
as dynamic graphs. To assess the capacity of the method
at compressing data while enhancing structural features,
we compare it with other dimension reduction approaches
(including other tensor decompositions). k-means is applied
to cluster the reduced factor matrix obtained from each
method to find out which reduction provides the best
partitioning. Finally, this decomposition of dynamic graphs
is applied to real iEEG recordings, to characterise the
prime lineament of functional connectivity during epileptic
seizures of a patient.
The article is organized as follows. Section II sets the

general notations. Section III describes the problem of
multiplex networks decomposition, and it reviews the
methodological background, from k-means to tensor de-
composition methods. Section IV details the new tensor
decomposition we propose. In Section V, we compare on
a simple, yet flexible model of iEEG dynamic networks,
our method to the state-of-the-art approaches. In the
course, we highlight the performance and limitations of
the proposed method. Section VI applies the method on
real data, exhibiting its capacity to infer a dynamic graph
characterizing the time evolution of connectivity during a
seizure. We conclude in Section VII.

II. Notations

To keep the presentation as clear as possible, we in-
troduce the following notation coming from [9], [10]. We
also refer to these works as good introductions to tensor
decomposition theory. In [11], a more recent and in-depth
introduction is provided. A D-modes array (where D
corresponds to the number of dimensions used to represent
the data) is called a vector if D = 1, a matrix if D = 2 and
a tensor if D = 3 or above. In this work, we only use 3-
modes tensors, but the presented theory can be generalized
to higher dimensions. Tensors are denoted with bold case
calligraphic letters X , matrices and vectors are denoted
respectively in bold upper-case and lower-case X, x, and
scalars by lower-case letters x. The indices l, t, s, k and n
denote the FC, the time, the epoch (or trial), the factor
and the cluster modes respectively, while L, T, S,K and
N stand for their corresponding upper bounds. Xt is the
transpose of matrix X ; x:t (resp. xl:), corresponds to the
t-th column (resp. the l-th row) of matrix X ∈ RL×T . The
matrices Xl::, X:t: and X::s correspond to slices of the
tensor X ∈ RL×T×S in each of its three modes, and X::s
is referred to as an epoch (or trial).

The matricization corresponds to the matrix represen-
tation of a tensor and it can be made for each mode. For
a 3-modes tensor they are noted X(L) ∈ RL×TS (mode-1
matricization), X(T ) ∈ RT×LS (mode-2 matricization) and
X(S) ∈ RS×LT (mode-3 matricization) [10]. Writing [A,B]
the concatenation of two matrices A and B having the
same number of rows, the mode-1 matricization reads:

X(L) = [X::1,X::2, ...,X::S ]. (1)

Similarly, the vectorisation of a matrix X ∈ RL×T , denoted
by vec(X) ∈ R1×LT converts a matrix to a vector [10]:

vec(X) = [xt:1,xt:2, ...,xt:L]t. (2)

Considering x,y ∈ RL, 〈x,y〉 =
∑L
l=1 xlyl is the scalar

product between two vectors and ‖x‖F =
√
〈x,x〉, the

Frobenius norm. These notations can be extended to D-
mode arrays [10], [12], e.g. 〈X,Y〉 =〈vec(X), vec(Y)〉 or
‖X‖F = ‖vec(X(L))‖F . The L1-norm for a matrix is
defined as:

‖X‖1 =
L∑
l=1

T∑
t=1
| xlt |. (3)

Finally, as in [11], the Kronecker product between two
matrices is noted C = A⊗B with A ∈ RL×T , B ∈ RK×N

and C ∈ RLK×TN , and the Khatri-Rao product is noted
E = A�D, with D ∈ RK×T and E ∈ RLK×T :

C =

a11B . . . a1TB
...

...
aL1B . . . aLTB

 ,

(4)

E =

a11d:1 . . . a1Td:T
...

...
aL1d:1 . . . aLTd:T

 .

(5)

III. Problem description and related methods
A. Multiplex network inference
As discussed in the Introduction, our objective is to

infer components that are sub-graphs of dynamic networks.
Let us start with a brief description of the pre-processing
steps of iEEG recordings. For a given seizure, all recorded
signals are chopped into T segments (possibly overlapping);
a functional connectivity is computed between each pair
of electrodes and over each segment. From the resulting
weighted FC values, we form a dynamic network composed
of T weighted graphs Gt, coinciding each, to a (noisy)
measurement of the cortical network’s state at instant
t ∈ {1, ..., T}.
As our aim is to find relevant clusters of functional

connectivities, i.e. the edges of Gt, it is more appropriate to
consider the line-graph, rather than the (dynamic) graph
directly. We recall that the line-graph, noted LGt, is the
graph where the vertices are the edges of Gt, and an edge
exists between 2 vertices of LGt only if the associated
edges in Gt share a common vertex. The (upper diagonal)
elements of the adjacency matrix of Gt, containing the
L values of FCs, corresponds then to a graph signal on
LGt. The data matrix X ∈ RL×T for one epoch (seizure)
corresponds to one such graph signal on {LGt}t=1,...T .



SUBM. TO IEEE T-SIPN, MAY 2019. ACCEPTED FOR PUBLICATION MARCH 2020 3

The rationale for using line-graph instead of the original
graph, is that we cluster FCs that activate synchronously
across time. This is different from the clustering at the node-
level, which is the usual context for sub-graphs inference (be
it for community detection in complex networks [13], [14] or
group inference in Stochastic Block Models of graphs [15]–
[17]). Such methods tend to extract complete sub-graphs,
an hypothesis that is not consistent in the context of our
application. Ideally, we aim to identify N clusters of FCs
(and not of nodes) from the Epoch X, yielding N − 1 sub-
graphs containing edges that activate synchronously across
time, and an additional graph gathering all asynchronous
FCs. Considering line-graph LGt, with the FC signals lying
on top of it, adds in a conceptual freedom: clustering the
nodes of LGt, according to their signals xl:, readily leads to
a multiplex network decomposition of Gt. An illustration of
this decomposition applied to a toy example is presented in
Fig. 1. From the signals plotted in Fig. 1(a), we infer the FC
matrix X displayed in Fig. 1(b). The use of k-means allows
to identify N = 3 clusters in X. The three resulting sub-
graphs (or layers of the multiplex graph) are represented
in Fig. 1(c), where the first two correspond to activation
patterns and the third one contains the asynchronous FCs.
In addition, as S different seizures are observed for the

same patient, we stack the resulting epochs in a 3-modes
tensor X ∈ RL×T×S . In order to get relevant FC sub-
graphs that activate similarly across the different seizures,
we need a method able to decompose a tensor structure
into multiplex networks. To this end, we first propose to
decompose the tensor X in three matrices (whose formal
definition will be clarified in Section IV), as follows:

X(L) ≈ F(w⊗V)t. (6)

X(L) is the L-mode unfolded tensor matrix. F ∈ RL×K is
a factor matrix that condenses the relevant FC clusters,
with K � min(L, T ). V ∈ RT×K codes for the temporal
activation of each factor, and the vector w ∈ RS×1 gives
the relative contribution of each epoch to the common
pattern. By imposing relevant constraints on F and V,
we expect that k-means applied to the factor matrix F,
produces the appropriate multiplex network of FCs from
the data tensor X .

B. Tensor clustering with k-means
There exist many approaches to cluster FC matrix, using

various techniques. For example, community detection
[18] discriminates FCs characterising different states of
an epileptic seizure. Spectral clustering [19] combines
electrodes to cluster complete FC graphs. Non-negative
matrix factorisation [20] discovers subgraphs of FC with
evolutionary activation over time. k-means is used to cluster
FC or time states in [20]–[22]. The clustering method
we use here is the k-means algorithm [5], because it is
simple to apply, and it performs well against other more
recent clustering methods [23], like dbscan [24] or spectral
clustering [25]. Moreover, its limitations are well studied
(we will recall them later). Applying a Higher-Order version

(a) (b)

(c)

Fig. 1: (a) 4 simulated iEEG signals, (b) Matrix X ∈ RL×T

of FCs computed between the 6 pairs of signals by PLV (no
threshold used), (c) Multiplex graph obtained after applying
k-means on the FC matrix for N = 3 clusters. For the
representation, electrodes 1,2,3 and 4 are nodes. The binary
edges in each layer of the multiplex graph corresponds to
the clustering solution; the two red graph layers have edges
that activate synchronously through time, the blue graph layer
contains the remaining asynchronous FCs.

of k-means algorithm [5] on the tensor X amounts to
find the N matrices Θn::, centroids of the N clusters
that best characterise the data. The l-th slice Xl:: of the
tensor, belongs to the cluster n (noted l ∈ Cn), if its
nearest centroid is Θn::. Interestingly, and as shown in
Appendix A-A, this is equivalent to applying k-means on
the rows of the matrix X(L). As it is a concatenation of all
epochs, this matrix allows for a straightforward study of
multiple seizures [26]. Notice that in this case, the centroids
of the clusters become vectors θn: ∈ RTS . Then, clustering a
tensor with k-means simply amounts to solve the following
optimization problem:

arg min
θ1:,θ2:,...,θN:

N∑
n=1

∑
l∈Cn

‖X(L)l: − θn:‖2
F . (7)

However, as X(L) lies in a high dimensional space (TS � 0)
and the problem in (7) being known to be NP-hard, perfor-
mances of k-means can drastically degrade [5]. Moreover,
FC measurements are often noisy due to spurious similari-
ties between iEEG signals. All this induces the existence of
local minima that do not necessarily correspond to relevant
clustering solutions, and the number of repetitions with
different initial conditions that are needed to warrant a
satisfactory local minimum jeopardizes the formulation
in (7) to treat our application. On the other hand, we
can cast k-means as a problem of constrained matrix
factorisation [27], [28]. This remark naturally justifies to
perform, beforehand, a dimensionality reduction producing
a relaxation of the k-means solution. As we show it in
Appendix A-B, solving Eq. (7) is equivalent to find the
solution of the norm maximisation:

arg max
A

‖AtX(L)‖2
F (8)

where the columns of A are constrained to form a standard
basis for a subspace of RL. It also means that A is
unitary, sparse and non-negative. To bypass the curse of
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dimensionality, we propose to apply k-means to a factor
matrix F ∈ RL×K that is a reduction of the raw data X(L).
This yields the surrogate maximisation:

arg max
A

‖AtF‖2
F . (9)

Although the solutions of (9) and of (8) should share
the same structure, it is important to notice that in
general, they are not equal. Indeed, as a by-product,
the dimensionality reduction also attenuates the effect
of spurious connectivities by squeezing the data into its
factors, easing thus the clustering task. In addition, if the
reduction also imposes to F constraints that A must satisfy,
then the clustering solution can be improved [28].
In Section IV, we will propose a decomposition as in

Eq. (6) to get a reduced dimensional factor matrix F.

C. Related works on dimentionality reduction
For k-means, the singular value decomposition (SVD)

is often used for dimensionality reduction [29]–[31]. The
tandem of SVD and k-means clustering was applied to net-
work applications [29], [32], in medical imaging [33] or FC
analysis [20] and thoroughly studied in gene expression [30].
The denoising properties of the SVD are well understood,
limiting the noise to the reduced signal subspace only [34].
Applied on X(L), the SVD reads [31]:

X(L) = UΛZt, (10)

where U ∈ RL×L and Z ∈ RTS×TS are unitary matrices,
and Λ ∈ RL×TS is a positive diagonal matrix such that,
if L ≤ TS, λ11 ≥ λll ≥ λLL. The best low order
approximation according to the Frobenius norm of X(L) is
U(K)Λ(K)Z(K)t with U(K) = U:[1,...,K], Z(K) = Z:[1,...,K]
and Λ(K) = U(K)tXZ(K). Combining such dimension
reduction with k-means corresponds to solve Eq. (9) when
FSVD = U(K)Λ(K). Also, recent theoretical results in
[35] point that, under some hypotheses, FSV D is a good
approximation of X(L) to obtain the best clustering from
Eq. (8). However, this matrix approach prevents the use
of structural constraints on the temporal and seizure
modes separately, since they are merged in one single
mode. A significant improvement is to consider tensor
decompositions to estimate the factor matrix F.
Several extensions of SVD to tensors were proposed [9]

and applied in the context of brain data, including FC
[36]. One of the most famous extension is the high order
SVD (HOSVD) [12]. It consists of finding three normalised
matrices U(KL) ∈ RL×KL , V(KT ) ∈ RT×KT and W(KS) ∈
RS×KS such that the following decomposition holds:

argmin
U(KL),V(KT ),W(KS )

‖X(L)−U(KL)G(L)(W(KS)⊗V(KT ))t‖2
F ,

(11)
with G(L) ∈ RKL×KTKS a dense matrix. Like SVD,
HOSVD seeks for orthogonal matrices that best charac-
terise the data with respect to each of their modes. If
KL = L, KT = T and KS = S, an optimal solution
can be directly computed using the HOSVD algorithm

proposed in [12]. However (in contrast to the SVD), the
sought low-rank matrices do not stem from truncating the
solution U (resp. V, W) to its first KL (resp. KT , KS)
columns. Instead, it is required to resort to an iterative
optimization algorithm as the Higher-Order Orthogonal
Iteration of Tensors (HOOI) proposed in [37], [38] and
detailed in Algorithm 1. The work in [39] shows that in
most cases, HOOI reaches the optimal solution of Eq. (11),
with good convergence performance. This yields a reduced
dimension factor matrix FHOOI = U(KL)G(L) in Eq. (9),
on which k-means can apply .
Note that HOSVD was already used to extract a

representative Epoch from a 4-modes FC dataset in [40] and
in [41], using a Higher-Order robust principal component
analysis. However, both methods suffer from a lack of
sparsity in their resulting graphs, entailing results that are
difficult to analyse as they do not single out any critical
functional connectivity that would characterise the seizure
onset. Another extension of the SVD is the canonical
polyadic decomposition (or CP, PARAFAC), it was used
in [42] to exhibit the principal data patterns. However,
this decomposition is limited in our case study, because it
does not look for a typical pattern that is common to all
seizures.
All that calls for a new tensor decomposition able to

exhibit FC factors that are sparse and that are common
to all seizures.

Algorithm 1 HOOI. Estimation of U(KL), V(KT ) and
W(KS).
Require: X ∈ RL×T×S , the parameters for reduction

(KL,KT ,KS), increment tolerance ε > 0, imax.
i = 0
[U0,V0,W0] = HOSV D(X )
while i < imax or ‖G(L)i‖2

F − ‖G(L)i−1‖2
F > ε do

U(KL)
i+1 = left−KL−SV D(X(L)(W

(KS)
i ⊗V(KT )

i )). 1

V(KT )
i+1 = left−KT−SV D(X(T )(U

(KL)
i+1 ⊗W(KS)

i ))
W(KS)

i+1 = left−KS−SV D(X(S)(V
(KT )
i+1 ⊗U(KL)

i+1 ))
G(L)i+1 = U(KL)t

i+1 X(L)(W
(KS)
i+1 ⊗V(KT )

i+1 )
i = i+1

end while

1 U(K) = left−K−SV D(X) refers to the algorithm to compute
the first K singular components of X.

IV. New tensor decomposition for clustering
A. Proposed decomposition
Our goal is to perform a decomposition similar to that

of Eq. (6), able to isolate the dynamical FC components
appearing in all seizures. Hence, setting KS = 1 in (11)
leads to a vector w ∈ RS×1 that measures the contribution
rate of each seizure to the common epoch. For instance,
a constant vector (ws = 1√

S
∀s ∈ 1, ..., S) means that the

common pattern is simply the average of all the seizures.
In the opposite, if the seizures share no common features,
the retained component matches the seizure s for which
‖X::s‖2

F is maximum. Then, the common epoch is a linear
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combination of all seizure’s patterns, and it is always good
practice to have a close look at w ∈ RS to assess the
heterogeneity of the seizures.

For the sake of simplicity and without loss of generality,
we consider in the following that KL = KT = K. We
propose a tensor factorisation that constrains the temporal
patterns common to all epochs and the factor matrix F ∈
RL×K to be both sparse. Regarding the factor matrix,
the sparsity constraint is compelling because otherwise, F
becomes close to a cluster assignment matrix. In addition,
it limits the complexity of clusters by reducing the number
of FCs they contain. This is important in the context of
epileptic data where a large number of FC measurements
can be passively implied in a neurological process (during
the discharge of the seizure, for example). Additionally,
the temporal patterns V ∈ RT×K are also forced to be
sparse to select specific periods of FC activation and to
eliminate periods where there is no common activation of
FC clusters. All in all, the decomposition we propose is
the solution to the following optimisation problem:

argmin
U,V,w

‖X(L) − F(w⊗V)t‖2
F + λ1‖F‖1

s.t. λ2‖v:k‖1 + ‖v:k‖2
F ≤ 1

and wtw = 1 (12)

where the meta-parameters λ1 and λ2 allow for tuning
the trade-off between accuracy and sparsity of the ap-
proximation. It is worthwhile to stress the importance
of the elastic-net constraint applied on V, rather than
just a simple lasso regularisation, as it is discussed in
[43]. Likewise, imposing only sparse regularisation on both
modes of a tensor decomposition often leads to matrices
containing co-linear factors and thus, to trivial solutions.
On the contrary, applying an elastic-net constraint prevents
the the occurrence of such irrelevant decompositions [44].
Note also, that F in problem (12), is scaled such that
‖w‖2

F = ‖v:k‖2
F = 1, ∀k. By smoothing out the scaling

indeterminacy, we transfer all the energy to the factor
matrix F. We call the decomposition in (12), the Higher-
Order Sparse Mode Reduction (HOSMR). Its optimal
solution yields a low dimensional factor matrix FHOSMR

that we plug in Eq. (9) to perform k-means clustering.

B. Relating HOSMR to other sparse tensor decompositions

We can relate the HOSMR loss function in (12), to
already existing sparse tensor decompositions. First, the
proposed decomposition is close to a Block term decom-
position [45] with one component, and with an additional
sparsity constraint imposed on the two first modes. It is
also a variant of the parsimonious Tucker decomposition
presented in [46], [47]. But the main difference in our
proposition it that we are not interested in a core tensor,
which would not be compatible with the constraint of sparse
temporal activation profiles of sparse FC patterns. Instead,
we integrate the core tensor into the factor matrix F. Then,

denoting f the HOSVD loss function of Eq. (11), when
KS = 1, KL = KT = K, we get:

f(U,V,w) = ‖X(L) −UG(L)(w⊗V)t‖2
F . (13)

To identify temporal activation along with the sparse FC
factors, we apply a lasso regularisation to the factor matrix
UG(L). It leads us to the regularized loss function:

freg(U,V,w) = f(U,V,w) + λ1‖UG(L) ||1 . (14)

Then, for the sake of simplifying the loss function, and
keeping in mind that our interest lies in the factor matrix,
and not in the analysis of the core tensor nor in that of U,
we combine these two in one single matrix F = UG(L) ∈
RL×K . The HOSMR decomposition we propose in Eq. (12)
follows, with a loss function that takes on the form:

g(U,V,w) = ‖X(L) − F(w⊗V)t‖2
F + λ1‖F ||1 . (15)

Different implementations to perform sparse tensor
decompositions exist. For instance, in [46], an algorithm is
proposed to perform parsimonious Tucker decomposition.
However, it consists of adding several lasso regularisations
to the sought modes and, as we already mentioned, this
is not appropriate when we expect sparsity in more than
one mode [43]. A similar decomposition using elastic net
regularisations on each mode is proposed in [47]. However,
factorisation with a core tensor impairs the interpretability
of the components, and the association between the FC
patterns and the activation profiles breaks down. As for
[48], the authors use a power method, which is known not
to provide the best solution [9], and to lack interpretability
of its components. As it is done in [37], and [48], we could
also impose orthogonality and sparsity jointly, rather than
a elastic-net constraint. Yet, the corresponding greedy
solution remains challenging to interpret.
Regarding efficiency too, compared to the methods

presented above, we pretend that our algorithm converges
more rapidly to a stable solution. Indeed, as shown below,
the proposed implementation alternates only two steps,
instead of three for the competitors.

On the other hand, our method is less general since it is
specifically designed for the case KS = 1.

C. Adapted HOOI algorithm restricted to KS = 1
This section shows, in the particular case KL = KT = K

andKS = 1, how a modification of the HOOI algorithm can
expose a matrix factorisation problem. Beyond proposing
a novel approach to minimise the loss function of Eq. (13)
with a lower complexity than HOOI, we can easily add
constraints to the matrix factorisation, and get a straight-
forward method to solve the problem of Eq. (12).
The HOOI algorithm 1 minimizes the loss function of

Eq. (13), with U, V and w constrained to be semi-
orthonormal matrices and G(L) = UtX(L)(w ⊗V). The
matrices Ui and Vi are computed by extracting the left
singular components of two different matrices. Noting that
the generic Epoch (associated to wi) is a matrix, the idea
behind the modification is to extract the left and the right
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singular components of this matrix to obtain Ui and Vi.
Then, the three steps of the original algorithm reduce to
only two. The proposed modified HOOI (termed mHOOI)
alternates the following 2 steps procedure:

(A) Factorisation of the generic Epoch: At iteration
(i + 1), we assume wi to be known; thus, as shown
in Appendix B-A, the loss function f(U,V,wi) can be
rearranged to get the following optimisation criteria:

argmax
U,V

‖UtX(L)(wi ⊗ IT )V‖2
F ,

s.t. UtU = IL, VtV = IT . (16)

X(L)(wi ⊗ IT ) ∈ RL×T is the generic Epoch according
to the vector wi (it corresponds to the mode-L matri-
cization of the contraction product between the tensor
X and the vector wt [10]). IT ∈ RT×T is the identity
matrix. The optimal solutions of Eq. (16) are the low-
rank approximations Ui+1 and Vi+1, obtained as the
K first components of the singular value decomposi-
tion of X(L)(wi ⊗ IT ) = Ui+1Λi+1Vt

i+1. We then have
f(Ui+1,Vi+1,wi) ≤ f(Ui,Vi,wi).

(B) Update of seizures’ contribution: In order to update
wi+1, we perform the same step as in HOOI algorithm
(Algo 1). We filter the tensor X by projecting it on the
subspaces spanned by the matrices Ui+1 and Vi+1 and
then, we compute the dominant subspace in the seizure
mode. The filtering and the decomposition operations
used to get wi+1, reduce to the problem of computing
the dominant left singular vector of X(S)(Vi+1 ⊗Ui+1).
The optimal solution wi+1 minimizes the loss function
f(U,V,w) with U = Ui+1, V = Vi+1, and with the
constraint wtw = 1. As demonstrated in appendix (B-A),
it corresponds to solve:

argmax
w

‖wtX(L)(Vi+1 ⊗Ui+1)‖2
F .

s.t. wtw = 1, (17)

which in turn, implies that :

f(Ui+1,Vi+1,wi+1) ≤ f(Ui+1,Vi+1,wi). (18)

Algorithm 2 summarizes the mHOOI method we propose,
and shows how to derive the corresponding lower dimension
factor matrix FmHOOI . It is worth noticing that the
stopping criterion we use for the iterative procedure is
an angular metric between two successive estimates of
wi, which saves the computation of the coefficients G(L)i.
Algorithm. (2) is an alternating least square algorithm,
where we can easily prove the convergence of the loss
function since at each step:

f(Ui+1,Vi+1,wi+1) ≤ f(Ui+1,Vi+1,wi) ≤ f(Ui,Vi,wi).
(19)

Compared to the HOOI algorithm, Algorithm (2) entails
only two steps instead of three (of similar complexity), and
as a result, it should converge faster. Empirical experiments
support this assumption (see Appendix B-D, or [44] for
more experiments). Finally, the HOOI Algorithm, with
KL = KT = K and KS = 1, has at each iteration

Algorithm 2 mHOOI. Estimation of FmHOOI
Require: X , K, angular tolerance ε > 0, et imax.
i = 1
w0 = left−1−SV D(X(S))
while i < imax or acos(< wi,wi−1 >)>ε do

(A). [U(K)
i+1 ,Λi+1,V(K)

i+1 ] = K−SV D(X(L)(wi ⊗ IT ))
(B). wi+1 = left−1−SV D(X(S)(V(K)

i+1 ⊗U(K)
i+1))

i = i+ 1
end while
FmHOOI = U(K)

i Λi

a computational cost of 4(2K + 1)LTS according to
[49]. Since both algorithms perform several SVD, the
computational cost of Algorithm (2) is estimated in the
same way, and reduces to 4(K + 1)LTS operations at
each iteration. Let us emphasise that this decomposition
is limited to the case KS = 1. When it is not the case,
the tensor X is compressed into KS Epochs that form a
tensor. The respective mode-L and mode-T matricization
are two matrices with different dimensions, which in turn
makes it impossible to extract Ui and Vi from the same
matrix factorisation.

D. HOSMR Algorithm
We can now expose our final HOSMR Algorithm that

aims at finding a solution to the optimisation problem
of Eq. (12). It follows the same rationale as the mHOOI
Algorithm (2), but where a sparse matrix factorisation
replaces the computation of the SVD of the generic Epoch.
The main advantage now, is that we impose a sparse
regularisation on F, and an elastic-net constraint on V,
simultaneously. Our Algorithm iterates the two steps:

(A) Sparse matrix factorisation of the common Epoch: At
iteration (i+1), we assume wi to be known. By performing
some modifications on the loss function g(F,V,wi), it is
shown in Appendix (B-B) that the problem of Eq. (12) can
be written as:

argmin
F,V

‖X(S)(wi ⊗ IT )− FVt‖2
F + λ1‖F ||1,

s.t. λ2‖v:k‖1 + ‖v:k‖2
F ≤ 1. (20)

To solve it, we use the low-rank approximation Fi+1 and
Vi+1, i.e. the components of a sparse SVD (or alternately
of a sparse PCA) that impose F and V to be both sparse.
Different solutions to perform sparse SVD were proposed
in the literature, [50], [51]. In general, both sparsity
and orthogonality constraints are imposed to the two
components. Here, we use the relaxed version of sparse-SVD
proposed in [50], which is more widely preferred in many
studies [48], [43]. Under mild conditions, [50] proposes a
proof of convergence of the sparse-SVD algorithm, ensuring
that g(Fi+1,Vi+1,wi) < g(Fi,Vi,wi, ). We initialise the
sparse-SVD algorithm using the previous iteration Fi and
Vi. After performing the minimisation, we normalise the
columns of F and of V such that || v:k ||2F= 1 ∀k ∈ 1, ...,K
in order to remove the scaling indeterminacies between both
matrices.
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(B) Update contribution of the seizures: We assume Fi+1
and Vi+1 to be known. As we show in Appendix (B-C),
we can perform a slight modification to the loss function
g(Fi+1,Vi+1,w), so that the criterion in Eq. (12) becomes:

argmin
w

‖X(S) −w1t(V� F)t‖2
F

s.t. wtw = 1 (21)

where 1 ∈ RK is a vector such that 1k = 1, ∀k. Eq. (21)
corresponds to a least square regression under unit sphere
constraint, which is also an instance of the Ridge regression
[52]. Calling pt = 1t(V � F)t, the Lagrangian function
associated to (21) reads:

L(w, γ) = wptpwt − 2wptXt
(S) + γ(wtw− 1). (22)

Differentiating (22) with respect to w and γ, leads to the
following conditions that the solution wi+1 must verify

wi+1 = X(S)(ptp + γ)p = γ̄X(S)p (23)
wt
i+1wi+1 = 1 (24)

Since X(S)p ∈ RS is a vector, wi+1 must span the same
subspace and the constraint of Eq. (24) imposes to find
γ̄ = (ptp + γ) such that wi+1 is unit norm:

wi+1 =
X(S)(Vi+1 � Fi+1)1
‖X(S)(Vi+1 � Fi+1)1‖F

, (25)

Here again, one can prove that :

g(Ui+1,Vi+1,wi+1) ≤ g(Ui+1,Vi+1,wi) (26)

The whole procedure is summarised in Algorithm 3 whose
output is the factor matrix FHOSMR. The non-increasing
loss function after each iteration:

g(Ui+1,Vi+1,wi+1) ≤ g(Ui,Vi,wi) (27)

guarantees that Algorithm 3 converges towards a solution.
Following the lines of [50], we can estimate the compu-

tational cost of step (A) to be in O(L2TKρ), where ρ is
the maximal number of iterations allowed to the sparse-
SVD algorithm. As for the computational cost of step
(B), it shows negligible compared to the one of step (A).
Therefore, each iteration of our HOSMR Algorithm has a
complexity of O(L2TKρ) and empirical experiments show
that it converges in few iterations, typically less than ten.

Algorithm 3 HOSMR. Estimation of FHOSMR

Require: X , K, λ1, λ2, angular tolerance ε > 0, et imax.
i = 0
w0 = left−1−SV D(X(S))
while i < imax or acos(< wi,wi−1 >)>ε do

(A). Fi+1, Vi+1 minimising (20) with X(L)(wi ⊗ IT ).
αk = ‖v:k‖2

F , v:k = 1
αk

v:k, f:k = αkf:k
(B). wi+1 = X(S)(Vi+1 � Fi+1)1/‖X(S)(Vi+1 � Fi+1)1‖F
i = i+ 1

end while
FHOSMR = Fi

V. Numerical experiments on a FC model
In this section, we evaluate the performance of our

proposed tensor decomposition to perform multiplex net-
work inference. We compare our approach with state of
the art dimensionality reduction methods. To this end,
and because we are primarily interested in iEEG signals,
we first present an original and oversimplified model of
functional connectivity. Although it is quite elementary,
our FC model integrates four sources of uncertainty that
enable to reproduce most experimental variabilities.

A. A dynamic graph model for FC
Epileptic seizure implies a pathological FC that often

starts in a focal brain onset, then spreads to the other
connected regions, and sometimes split to give rise to new
FC components. Fig. 2 displays a characteristic example
of actual FC time series measured by the phase lock value
(PLV) [3]. The model we propose is aimed at reproducing
the global structured patterns of FCs’ activation, and the
uncertainties of the measures. More precisely, we consider
a matrix X ∈ RL×T , where xlt is set to a high value if the
FC of index l ∈ {1, . . . , L} is active at time t ∈ {1, . . . , T},
and to a low value otherwise (to account for the non ON-
OFF discrepancy of the PLV measurement and to the
absence of thresholding). We choose values equal to 0.7
and 0.2, respectively. A cluster Cn, n ∈ {1, . . . , N}, is
composed of all FCs that are activated over the same
period of time Tn. This is for the deterministic part of
the model, defining the structural and temporal pattern of
FCs activation, common to all seizures. Superimposed to
it, we add a seizure dependent random component, with
four uncertainty sources:
i Random duration: each activation period Tn is uni-
formly distributed between a minimum duration (here,
5 time steps) and T

N time steps. A switch α allows
to toggle between deterministic (α = 0) and random
(α = 1) modes.

ii Activation error: with probability β ∈ [0, 1], each FC
of a given group Cn incurs the risk to be replaced by
any other randomly chosen FC.

iii Connectivity noise: we add to xlt a white centered
Gaussian noise of power σ2 (SNR = σ−2).

iv Jitter: All FCs of the same group start activating with
independent jitters, uniformly distributed in

[
− δ2 ,

δ
2
]
.

Figure 2 displays one realisation of these synthetic FC
time series. Compared to real data, the model succeeds in
reproducing a realistic global pattern. More importantly,
it allows to control the nature and the intensity of the
variability between the epochs. This serves to evaluate
the performance of the dimension reduction methods for
clustering, with respect to each source of uncertainty.
We simulate different FC representing S seizures of a

same patient, as i.i.d. realisations of our model with a fixed
set of parameters b = [α, β, σ, δ]. Like for real data, the
S modeled seizures are stacked in a tensor X ∈ RL×T×S .
Figure 3 displays the unfolded matrix X(L) corresponding
to a particular choice of b, T and S.
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Fig. 2: Real data vs example of model we can get for one seizure
with noise parameters [α = 1, β = 0.2, σ = 0.05, δ = 0].

Fig. 3: Realisation of X(L) corresponding to S = 4 simulated
seizures (or epochs) with noise parameters [α = 1, β = 0.2, σ =
0.05, δ = 0].

B. Experimental setup

Using this dynamical graph model, we can now compare
the HOSMOR method for dimension reduction derived
in Section IV, to state-of-the-art methods. Each method
yields a factor matrix F that serves as an input to k-
means clustering. Performance refer here to the ability
at retrieving the FC clusters of the generic pattern. In
Table I, we compare 8 methods, and we indicate for
each of them, what implementation we used and the
best (empirically determined) hyper-parameters values.
As benchmarks, we consider the two straightforward
approaches that consist in applying k-means directly on
the unfolded tensor FDirect = X(L), or on the seizures’
average Fmean = 1/S

∑S
s=1 X::s. The other methods are :

(NMF) Non-negative matrix factorisation applied to X(L)
; (nnCP) non-negative canonical polyadic decomposition
of tensor X (see Appendix C for details) ; (sSVD) sparse-
SVD applied to X(L); (mHOOI) modified Higher-Order
Orthogonal Iteration of Tensors and (HOSMR) the High
Order Sparse Mode Reduction method we propose both
applied to X .

The reduced dimension K varies from 1 to 4, and for fair
comparison, we retain the value yielding the best grouping
score for each method. Regarding k-means algorithm, we
used k-means++ version [56] that we limited to 1000
iterations and repeated 120 times with different seeds.
The number of sought groups is set to N = 4. Finally,
to assess the clustering performance of each method, we
use the Adjusted Rand Index (ARI) score [57]. Computed
between the resulting multiplex network and the ground
truth, this score equals 1 when the match is perfect and 0
if the correspondence does not outperform a mere random
clustering.

Method Section Implementation Parameters
1 - Direct V-B (1) -
2 - Mean V-B (1) -
3 - NMF C (1) ε = 10−4

4 - nnCP C (2) ε = 10−6

5 - SVD III-C (1) -
6 - mHOOI IV-C (1)-(3) ε = 10−3

7 - sSVD IV-D (1)-(4) λ1 = 0.1, λ2 = 1,
ε = 10−3

8 - HOSMR IV-D (1)-(3)-(4) λ1 = 0.1, λ2 = 4,
ε = 10−3

TABLE I: List of the compared methods to convert the tensor
X to a factor matrix F. The implementations used for the
experiments can be found following the links: 1) Algorithms
used in this article: FCTensDec ; (2) N-way toolbox version
3.30 [53] ; (3) MATLAB Tensor Toolbox Version 2.6 [54] ; (4)
SPAMS toolbox version 2.6 [55]

C. Results and discussion

We evaluate the different methods for various uncertainty
configurations depicted in Table II. Figures 4 and 5 display
the corresponding ARI scores, depending on whether the
jitter uncertainty is disabled or enabled. We use error-
bar plots to present the results, with the median and the
25th and 75th percentiles estimated out of 120 independent
realizations of X . We do not show the results when random
duration is the sole source of variability, since all methods
perform equally well in this case.

Fig. 4 shows that for almost all configurations, methods
implying dimension reduction outperform the standard
ones. Tensor-based methods perform better than their
matrix counterparts, and sparse methods generally outpace
conventional methods. On the opposite, the non-negativity
constraint does not seem to be helpful here. HOSMR seems
to systematically stand out from the other approaches,
noticeably for low SNRs. This is also particularly true
when connectivity noise is the only source of uncertainty
(experiment b1).

We isolated in Fig. 5 the impact of the jitter δ, since
it is the only uncertainty source for which HOSMR does
not systematically reach the best performance. The worse
cases correspond to the combination of jitter and random
duration (b9) and jitter alone (b7), where our method
performs slightly better than the direct methods, but less
well than the other methods with dimension reduction.
For those configurations, it is very likely that a tensor
decomposition with KS > 1 could produce better results.
Indeed, the complexity introduced by jitter, disrupts the
synchronous activations of FC within a cluster and leads to
a mixing effect between groups. A possible way out, valid
for KS > 1, is to perform a sparse SVD on the temporal
mode and a sparse SVD on the FC mode, separately. This
procedure comes with a price, since it no longer amounts
to minimising some cost function, and we did not pursue
further this study.
Finally, HOSMR dominates again in the presence of

connectivity noise, showing that fully connected (weighted)
networks do not severely hinder the method.

https://github.com/FrusqueGaetan/FCTensDec
https://github.com/FrusqueGaetan/FCTensDec
https://www.mathworks.com/matlabcentral/fileexchange/1088-the-n-way-toolbox\protect \T1\textdollar ?focused=5224598&tab=function
https://www.mathworks.com/matlabcentral/fileexchange/1088-the-n-way-toolbox\protect \T1\textdollar ?focused=5224598&tab=function
https://www.sandia.gov/~tgkolda/TensorToolbox/index-2.6.html
http://spams-devel.gforge.inria.fr/
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bi = [α, β, σ, δ] 1 2 3 4 5 6 7 8 9 10 11 12 13 14
α X X X X X X X
β X X X X X X X X
σ X X X X X X X X
δ X X X X X X X X

TABLE II: A checkmark indicates when the uncertainty in
configuration bi is present

Fig. 4: ARI score for each method, for 6 models associated to
vector bi without jitter uncertainty

Fig. 5: ARI score for each method, for 7 models associated to
vector bi with jitter uncertainty

VI. Application on real data
Data. We now consider real iEEG data from a patient
with focal epilepsy [1], [2]. The brain activity is recorded
by a tens of stems implanted in the brain’s patient. Each
stem is composed of 5 to 10 electrodes regularly aligned
and spaced by 3.5 mm. During a recording period of 15
days, 4 seizures were observed and isolated. Each seizure
is delimited in time by a window of 100 seconds centred
on the beginning of the seizures. The signal is sampled
at 256 Hz. Among the 108 available electrodes, we retain
only 33 uniformly distributed contacts, to avoid too strong
spatial correlations. The functional connectivity metric we
used is the Phase Locking Value (PLV) [3], and we apply
no thresholding to the PLV values, meaning that is very
likely to get a fully connected network. The resulting 528
FCs were calculated over a sliding rectangular window of
4 seconds duration, with a time step of one second. After
eliminating the points that suffer from border effects, the
data is formatted as a tensor X ∈ R528×96×4.

Application. We apply our HOSMR procedure (Algo-
rithm 3) to the tensor X to infer the low dimension matrix
FHOSMR. We empirically set the parameters: K = 4,
in accordance with the neurologists who consider that a
seizure is commonly composed of 3 to 5 different steps;
γ1 = 1, γ2 = 0.95 and ε = 10−3, correspond to their highest
values leading to consistent results.

Fig. 6 (top) shows the temporal activation profiles V
from Algorithm 3, of the components of FHOSMR. There
are 4 activation periods, each defining a layer of the
multiplex network decomposition. They are associated to
the 4 steps of the seizures: before onset, start, propagation
and end of the seizure. The time interval around time
t = 50 s. is particularly interesting as it shows no coherently
activated FC. This is likely to correspond to a functional
decoupling [58] at the early start of the seizure, a short
period when iEEG activities in different areas of the brain
are suddenly decorrelated.
Then, we apply k-means to FHOSMR to identify the

N = 5 sub-graphs (FC groups) of the multiplex network
decomposition. Since FHOSMR is close to an assignment
matrix (i.e. a solution A∗ of Eq. (9)), we match the 4 groups
of smaller sizes with the 4 activation periods, whereas the
5th group gathers all remaning asynchronous FCs. Fig. 6
(bottom) shows the positions of the 33 electrodes projected
on the transverse plane (according to the Tailarach space).
We represent the sub-graphs of FCs thus obtained, by links
between the corresponding pairs of electrodes. The four
sub-graphs can be associated with four snapshots of a time-
varying graph: before the seizure, few electrodes interact
in what could correspond to the epileptogenic zone. At
the beginning of the seizure, we see a spreading of FC
activation with the appearance of a cluster of FCs localised
around the epileptogenic zone. During the seizure, other
FCs spontaneously appear in the other hemisphere, while
the onset FCs diffuse to the left hemisphere. At the end of
the seizures, the two hemispheres interact through a global
FC sub-graph.
The multiplex network we were able to infer, is in

good agreement with the clinical expertise. The focal zone
where the seizure originates, is very close to the graphs
that activates "before-seizure" and at "seizure start". The
propagation of the seizure activity to the right hemisphere
of the brain is also well represented by the sub-graphs
"Propagation" and "Seizure end".

VII. Conclusion
In this work, we presented different methods to reduce

the data dimension before applying k-means for clustering.
Our application target is to identify a time-varying series
of functional connectivity that matches the dynamics of
epileptic seizures, and that is generic to several epochs.
We proposed an original manner to decompose a dynamic,
weighted, possibly fully connected, graph into a multiplex
network, where each layer corresponds to a set of activated
functional connectivities. As we expect all epochs to follow
the same storyboard of FC activation, but with variable
temporal durations, we developed a tensor decomposition



SUBM. TO IEEE T-SIPN, MAY 2019. ACCEPTED FOR PUBLICATION MARCH 2020 10

Fig. 6: (top) activation profile of HOSMR (variable V of
algorithm 3 (bottom) Cluster of FC corresponding to the 4
activation steps of the seizures of the considered patient )

based on existing HOOI algorithms, but capable to select
groups of FCs representative of all trials.
We compared the proposed HOSMR method to the

state of the art, on a simple, yet flexible mathematical
model of epileptic functional connectivity. We obtained
clear evidence that in this context, HOSMR outperforms
most existing approaches. HOSMR is an exciting alter-
native to sparse tensor decompositions, that produces a
reduced dimensional data set, which can be more efficiently
clustered with k-means.
Applied to real iEEG data recorded during epileptic

seizures, HOSMR led us to easily identify the 4 FC
activation groups corresponding to the 4 significant periods
of seizures’ evolution.

As an interesting perspective of this work, we envision to
work out an automated selection of the hyper-parameters
to permit a more systematic and exhaustive performance
comparison. This should also allow for a more in-depth
analysis of the functional connectivity and its dynamics,
on a wider clinical dataset.

Appendix A
More about k-means clustering

A. K-means on tensor

The goal here is to perform k-means to cluster the first
mode of the tensor X ∈ RL×T×S . This lead to find N

matrix centroids Θn:: ∈ RT×S to cluster the L slices Xl::.

argmin
Θ1::,Θ2::,...,ΘN::

N∑
n=1

∑
l∈Cn

‖Xl:: −Θn::‖2
F (28)

moreover, the L2-norm is invariant the linear function
vec(•) (‖X‖2

F = ‖vec(X)‖2
F ), then :

argmin
Θ1::,Θ2::,...,ΘN::

N∑
n=1

∑
l∈Cn

‖vec(Xl::)− vec(Θn::)‖2
F (29)

By considering mode-1 matricization of X with X(1)l: =
vec(Xl::) and noting θn: = vec(Θn::) we get Eq. (7).

B. K-means is matrix factorisation
We start from Eq. (7) and set X = X(L) to simplify

the notations. By calling S ∈ RL×N the matrix of binary
indicator variables such that :

sln =
{

1 if l ∈ Cn,
0 else

(30)

we can rewrite the cost function, Eq. (7) [27], as :
N∑
n=1

∑
l∈Cn

‖xl: − θn:‖2
F =

N∑
n=1

L∑
l

sln‖xl: − θn:‖2
F , (31)

= ‖X− SΘ‖2
F , (32)

= Tr(XXt)− 2Tr(SΘXt) + Tr(SΘΘtSt), (33)
= Tr(XXt)− Tr(SΘXt), (34)

The passage from (33) to (34) is proved in the following
equations. When S is fixed, the centroids are found by least
square regression, using the Moore-Penrose pseudoinverse
of S, noted S† ∈ RN×L (we recall that S†S = I):

Θ = (StS)−1StX = S†X, (35)

Note this result has a physical meaning; since S is column
orthogonal, we have

θn: =
∑L
l=1 slnxl:∑L
l=1 sln

= 1
cn

∑
l∈Cn

xl:. (36)

with cn the cardinal of cluster Cn. Henceworth it corre-
sponds to the average of all FCs belonging to the cluster
Cn. Then the first term of Eq. (33) is:

Tr(XXt) = ‖X‖2
F = Cste (37)

By noticing that SS† is a projection matrix (and that
(SS†)tSS† = SS†), the third term is:

Tr(SΘΘtSt) = Tr((SS†)tSS†XXt) (38)
= Tr(SΘXt), (39)

This proves the passage from Eq. (33) to (34). Finally:

Tr(SΘXt) = Tr(S(StS)−1SXXt), (40)
= Tr((StS)− 1

2 StXXtS(StS)− 1
2 ), (41)

= ‖AtX‖2
F , (42)
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where A ∈ RL×N is to the normalised indication matrix,
A = S(StS)− 1

2 , such that:

aln =
{

1√
cn

if l ∈ Cn,
0 else

. (43)

As ‖X‖2
F is fixed, we can see that minimizing Eq. (7) is

equivalent to maximizing the second element of Eq. (34).
By noticing that columns of A form a standard basis of
a subspace of dimension K of RL×L, the optimization
problem (7) becomes equivalent to [59]:

argmax
A

‖AtX‖2
F (44)

s.t. a:i standard basis vector (45)

Appendix B
Modification in the loss functions

A. Demonstration of (17) and (16)

We first propose a variant of the cost function (13),
using the 3-modes matricization of the tensor X (both loss
function are equivalent):

f(U,V,w) = ‖X(S) −wG(S)(V⊗U)t‖2
F , (46)

by reminding G(S) = wtX(S)(V⊗U) we have:

f(U,V,w) = −Tr(wtX(S)(V⊗U)(V⊗U)tXt
(S)w) + Ct

(47)

with Ct a constant ( here, Ct = Tr(X(S)Xt
(S))). By using

the variant of the loss function proposed in (47) we can
write:

f(U,V,w) = −‖wtX(S)(V⊗U)‖2
F + Ct, (48)

Then minimizing f over the variable w with the constraint
wtw corresponds to maximizing the criteria (17). We can
also consider that:

vec(XL(w⊗ IT ))t = wtX(S), (49)

And the compatibility formula between the vectorization
and the Kronecker products [11], which asserts that for
three matrices A, B and M, we have:

vec(AMBt)t = vec(M)t(A⊗B)t (50)

We can deduce that:

f(U,V,w) = −‖vec(UtXL(w⊗ IT )tV)‖2
F + Ct, (51)

Since we use the Frobenius norm, the vec(•) operator is
optional. Then minimizing f over the variable U and V un-
der semi-orthogonal constraints corresponds to maximizing
the criteria (16).

B. Demonstration of (20)
We propose the variant of the cost function g of Eq.

(15), using the 3-mode matricization of the tensor X (by
noticing F(w⊗V)t = FIK(w⊗V)t, with IK ∈ RK×K an
identity matrix):

g(F,V,w) = ‖X(S) −wvec(IK)t(V⊗ F)t‖2
F + λ1‖F ||1,

(52)

Then, if we set w = wi with wt
iwi, we can write:

g(F,V,wi) = ‖wt
iX(S) − vec(IK)t(V⊗ F)t‖2

F + λ1‖F ||1,
(53)

Finally, using the compatibility formula between the
vectorization and the Kronecker products [11], Eq. (50),
and considering Eq. (49), we can write:

g(F,V,wi) = ‖vec(X(S)(wi ⊗ IT )− FVt)t‖2
F + λ1‖F ||1,

(54)

Since we use the Frobenius norm, the vec(•) operator is
optional, then minimizing f over the variable U and V
corresponds to maximizing the criteria (20).

C. Demonstration of (21)
Consider the loss function g written using 3-mode

matricizations, given in Eq. (52). If we set F = Fi+1 and
V = Vi+1 then we have:

g(Fi+1,Vi+1,w) =
‖X(S) −wvec(IK)t(Vi+1 ⊗ Fi+1)t‖2

F + Ct, (55)

Moreover, considering that IK is a diagonal matrix, we can
simplify the computation using the Khatri-Rao product:

vec(IK)t(V⊗ F)t = diag(IK)t(V� F)t (56)

where diag(IK) ∈ RK the vector representing the main
diagonal of IK . Thus we obtain as a loww function:

g(Fi+1,Vi+1,w) = ‖X(S) −wdiag(IK)t(V� F)t‖2
F + Ct,

(57)

which, under the constraint wtw = 1, gets the same
minimum as Eq. (21).

D. Note on empirical convergence of mHOOI
To empirically observe the convergence towards the

optimal solution, with faster performance than HOOI
algorithm we propose the following experiment. We con-
sider a tensor Xmodel ∈ R66×1000×4 which corresponds
to the model of Section V-A, with a noise vector of
b = [0.2, 1, 1, 0.3]. We fix KL = KT = 4 and KS = 1.
We compare the performance of both HOOI and mHOOI
algorithm by computing the total variance at each iteration
tvar(t) = ‖Gi‖2

F for HOOI, tvar(t) = ‖Fi‖2
F (since

they are matrices containing all the variance) and the log
differential of the total variance between two consecutive
iterates ldvar(t) = log(tvar(t)− tvar(t−1))). Fig. 7 shows
the mean of tvar(t) for the first 100 iterations using 100
realisations of the tensor Xmodel as input of the algorithm.
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Fig. 7: tvar(t) for the first 100 iterations using the tensorXmodel

as input of the algorithm with a zoom of the last iteration and
the first value of ldvar(t)

A zoom of the last iteration is provided as well as the
first value of ldvar(t). The new proposed algorithm has
always better performances than HOOI, with exponential
convergence, on this scenario. This experiment, tested for
other configurations, gave similar results.

Appendix C
Dimensionality reduction with NMF and nnCP

Non-negativity constraints for non-negative data was
shown to be useful in a lot of applications. Performing
the decomposition X(L) ≈ FZt, with Z ∈ RTS×K and
imposing flk ≥ 0 and ztk ≥ 0, leading thus to the so-called
non-negative matrix factorisation (NMF) [60]. NMF is also
viewed as a soft clustering method [61], but its use for
dimensionality reduction prior to k-means clustering is less
common. Still, we will compare the use of the corresponding
low dimension factor matrix FNMF = F in Eq. (9)
and check its performance against other alternatives. We
normalise the columns of F and of Z such that || z:k ||2F= 1
∀k ∈ 1, ...,K, in order to remove the scaling indeterminacies
between both matrices.

The most popular tensor decomposition is certainly the
canonical polyadic decomposition [62], which extends the
SVD in the sense that it decomposes the data into a sum
of rank one tensors, like SVD decomposes the data in a
sum of rank one matrices. The decomposition can be noted
X(L) ≈ F(W�V)t. To warrant the existence of a global
solution for this decomposition, it is recommended to add
non-negativity constraints to all factors [63], leading to
to the non-negative canonical polyadic decompostion [64]
(nnCP). After rescaling U such that || v:k ||2F=|| w:k ||2F= 1
∀k ∈ 1, ...,K in order to avoid scaling indeterminacies, we
get FnnCP = U to be substituted in Eq. (9).
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