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Abstract. In this paper, we compare the performance of a genetic al-
gorithm for test parameter optimization with simulated annealing and
random testing. Simulated annealing and genetic algorithm both repre-
sent search-based testing strategies. In the context of autonomous and
automated driving, we apply these methods to iteratively optimize test
parameters, to aim at obtaining critical scenarios that form the basis for
virtual veri�cation and validation of Advanced Driver Assistant System
(ADAS). We consider a test scenario to be critical if the underlying pa-
rameter set causes a malfunction of the system equipped with the ADAS
function (i.e., near-crash or crash of the vehicle). To assess the critical-
ity of each test scenario we rely on time-to-collision (TTC), which is
a well-known and often used time-based safety indicator for recogniz-
ing rear-end con�icts. For evaluating the performance of each testing
strategy, we set up a simulation framework, where we automatically run
simulations for each approach until a prede�ned minimal TTC threshold
is reached or a maximal number of iterations has passed. The genetic
algorithm-based approach showed the best performance by generating
critical scenarios with the lowest number of required test executions,
compared to random testing and simulated annealing.

Keywords: Autonomous vehicles · Genetic algorithm · Simulated an-
nealing · System veri�cation · Automatic testing.

1 Introduction

In order to improve functionality, increase user experience, or improve safety
there is a trend of adding more and more automated and autonomous functions
into our currently used devices and systems including cars. In case of the latter,
Advanced Driver Assistant Systems (ADASs) have become more and more im-
portant in order to automate certain functions like keeping a lane on a highway
or braking in case of an emergency, maybe �nally leading to real autonomous
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driving not requiring human drivers anymore. Obviously, it is of uttermost im-
portance to keep systems safe especially in case of increased autonomy. Failing to
provide an appropriate testing method results in severe accidents causing harm
to people. One way of providing measures for keeping systems safe is to come up
with a rigorous testing methodology that potentially identi�es critical situations
a system has to deal with. In this paper, we follow this research direction and
provide an automated method for obtaining critical test scenarios.

In the context of our paper, a test scenario is a test case for an autonomous
system comprising values for certain test parameters. These parameters are, for
example, for setting the speed of the ego vehicle, i.e., the system under test,
determining the number of pedestrians crossing a street or the behavior of any
other entity that might interact with the system under test. Test scenarios can,
therefore, be seen as instances of a general test scenario blueprint where we assign
values for the parameters. The objective now is to �nd critical test scenarios, i.e.,
test scenarios that lead the system under test to crash (or at least to be close
to such a situation). In order to �nd critical scenarios, we have to search for
appropriate parameter values in an n-dimensional space where n is the number
of parameters. Considering, in addition, that the parameters are often continuous
numbers like the vehicle speed, there is a need for an e�cient search procedure.

In this paper, we make use of two of such search algorithms, i.e., the genetic
algorithm and simulated annealing, and compare them regarding their appro-
priateness for being used in the autonomous driving domain. We suggest an
algorithm to be more appropriate if the algorithm requires fewer trials for �nd-
ing a critical test scenario. A trial comprises setting the parameters and calling a
simulation engine for executing the test scenario. Since simulation, requiring 3D
simulation and physical simulation as well, is computationally demanding and
time-consuming, limiting the number of necessary trials is, therefore, signi�cant
to make the approach practical. For making the comparison, we make use of the
autonomous emergency braking system case study.

In contrast to our previous work [13], where we already introduced the general
concept and the use of a genetic algorithm compared to random testing, we report
on the following contributions in this paper:

� Introducing simulated annealing for �nding parameters leading to a critical
scenario in case of testing automated and autonomous systems.

� Comparing the performance of simulated annealing with random testing and
our genetic algorithm approach using the autonomous emergency braking
system case study.

� Introducing a novel heuristics function for evaluating the quality of tests
during searching.

We organized the paper as follows: We �rst discuss the preliminaries compris-
ing the tool-chain and the algorithmic foundations behind genetic algorithms and
simulated annealing. Afterward, we compare the two search algorithms relying
on previous research and introduce the underlying case study. The description
of the case study comprises details of the setup, the obtained results, and a
discussion. Finally, we discuss related research and conclude the paper.
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2 Preliminaries

In this paper, we carry forward our previous work [13], where we contributed to
automatic test case generation in an automotive context, by identifying critical
scenarios that form the basis for virtual veri�cation and validation of ADAS
based driving functions. Again, we assume to have a set of parameters that
comprise speci�c values in one particular driving scenario. We are interested in
identifying speci�c values for parameter assignments that result in a driving sce-
nario that can be classi�ed as critical by means of our oracle function. In our
case, the driving scenario can be seen as the input for testing and the classi-
�cation regarding criticality as the output. The oracle function is explained in
detail later in this paper.

Given a �nite set of parameters P and a function dom that returns the do-
main, i.e., a set of values, for each parameter p ∈ P as well as an oracle function Γ
that returns critical ⊥, in case the execution of the system under test (SUT) to-
gether with a given parameter value assignment leads to a critical situation, and
not critical >, otherwise. From a general perspective the main testing problem is
based on the question, if there is an assignment of values PA from dom(p) for all
parameters p ∈ P such that Γ (SUT,PA) returns ⊥, when executing the SUT.
Notably, this testing problem may not be decidable for continuous parameter
domains, since we are not able to exhaustively try all di�erent parameter value
combinations. For discrete parameter domains, the problem is decidable but it
may still be infeasible to solve, due to the huge corresponding search space. In
our previous work [13], we concluded that generally, at least for a simple testing
problem, both genetic algorithm and random testing are able to �nd these value
to parameter assignments that result in critical driving scenarios. However, eval-
uating every single execution is costly and time-consuming. Therefore, in this
paper we want to investigate which testing strategy requires the least number of
executions to �nd one suitable assignment of continuous values PA from dom(p)
for all parameters p ∈ P such that Γ (SUT,PA) returns ⊥ at least once. We set
up a case study to compare the performance of di�erent search-based testing
strategies in �nding a suitable value to parameter assignment. As a reference,
we compared the genetic algorithm and simulated annealing to random testing.
All investigated testing strategies are explained in more detail in the upcom-
ing chapters. The underlying tool-chain for automatic test scenario generation,
execution and evaluation is based on previous work in this �eld [23, 14].

2.1 General Tool-chain Setup

To facilitate our rather comprehensive testing procedure, we designed the under-
lying tool-chain to automatically generate, execute and evaluate test scenarios,
as pictured in Figure 1.

As an initial step, we select and prepare the testing strategy we want to apply
and then use a script to con�gure and initiate the automatic testing procedure.
A set of parameter values can be seen as a single test case that forms an exe-
cutable test scenario when assigned to the appropriate parameters. Test cases
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Initial Testing Strategy Selection

Automatic Test Generation, Execution & Evaluation

Test Scenario Generation

Test Parameter Con�gu-

ration and Preperation

Executable Test Scenario

Test Execution & Evaluation

Data Processing & Evaluation

3D Simulation Based

Test Execution

Model Integration:

Scenario, ADAS, Vehicle Models

Fig. 1. Overview of the underlying tool chain for automatic test scenario generation,
execution and evaluation.

are handed over one by one to a model integration and co-simulation platform
called AVL Model.Connect [3]. This platform connects di�erent models used for
testing (e.g., vehicle models), driving functions as well as an interface to the
3D simulation platform Vires VTD [21]. Model.Connect generates a particular
executable driving scenario, based on the obtained test case, and hands it over
to Vires VTD for test execution. VTD exploits the input signals and gathers all
required information about the virtual environment, for instance, sensor data.
Next, all the data collected during test execution is sent back to Model.Connect,
where we can access the gathered information via a script, to evaluate the driving
scenario regarding criticality. Utilizing this framework allows us to not only carry
out multiple experimental runs in sequence but also to execute and evaluate a
theoretically unlimited number of test scenarios. Regarding time for testing, we
enabled the simulation to run faster than real time and therefore reduced the
total test duration by about one third.

2.2 Genetic Algorithm

Generally, genetic algorithms are based on the natural process of reproduction
of an organism. The algorithm starts with an initial population and through
reproduction and mutation, the algorithm evolves the initial population to a
better, i.e., more optimal population. To solve an optimization problem, we can
follow Algorithm 1. First, it generates a random start population, where the
genes of each individual encode one variant of a solution to the optimization
problem. Each individual is then evaluated based on a cost function. Until the
number of desired generations is reached, the best individuals are selected from
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the current population and will be crossed with each other to generate new
individuals. In addition to crossing, a mutation of single genes might happen,
where random changes to the genes occur with a certain probability. Finally, the
new population is evaluated again [9].

Algorithm 1 Basic genetic algorithm

Require: A maximum number of generations G, which should be produced, a method
to generate a seed population generate, a method to select a new population from
an old population select(P ), a method to evaluate the population evaluate(P ), a
method to cross the population cross(P ) and a method to mutate a population
mutate(P ).

1: procedure GeneticAlgorithm(G, generate, select, evaluate, cross, mutate)
2: P ← generate()
3: evaluate(P )
4: for g = 0 to G do

5: P ← select(P )
6: P ← cross(P )
7: P ← mutate(P )
8: evaluate(P )
9: end for

10: end procedure

The biggest challenge when using a genetic algorithm is to �nd a suitable
encoding for the genes and to design appropriate functions that accurately guide
the key processes of generation, selection, crossing and mutation. For our case
study, we are using a modi�ed version of the DEAP Python library [7]. The main
modi�cation applied for this paper solely stops the GA right after our target
value is reached, i.e., this means stopping the GA in the middle of evaluating
a generation. As mentioned above, selecting the right encoding for the genes
and de�ning appropriate functions is not trivial and often can only be done
by trial and error. We decided to encode the parameters for our case study
directly as values from R in the genes. Our initial population consists of 100
randomly generated individuals. To select individuals for the next generation we
use tournament selection with a tournament size of 3. As a crossing function, we
are using uniform crossing. After the crossing, each parameter of an individual
has a 50% chance to be mutated in the following way. First, we choose a random
value between −∆pi and ∆pi, where ∆pi is a value de�ned per parameter, which
indicates how much the mutation is allowed to deviate from the current value.
This random value is then added to the current parameter value. The evaluation
function will be described in detail in Section 4.

2.3 Simulated Annealing

Simulated annealing and genetic algorithm are two distinct optimization tech-
niques that share one particular commonality: they are both inspired by natural
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processes. While a genetic algorithm models the process of natural selection,
simulated annealing is based on the metallurgic challenge to heat and cool a
metal properly during processing so that an optimal crystal structure forms.
Metals with high temperature and therefore high thermodynamic energy show
a loose and very �exible crystal structure that becomes more and more rigid
with decreasing temperature. However, if the metal is rapidly quenched, the
formed crystal structure is uneven and the metal becomes brittle. During the
cooling process, however, to change from an initial sub-optimal crystal struc-
ture to an optimal structure, sometimes an intermediate state is required that is
even worse, compared to the initial crystal structure. Therefore, simulated an-
nealing also considers bad solutions on a transitional basis, when approximating
the global optimum for a given function. The general process behind simulated
annealing can be described by the help of two main parameters: temperature
and energy. Objects in nature commonly pursue a state with the lowest level of
energy possible. Transferred to simulated annealing, a low level of energy rep-
resents a good solution. Therefore, the initial solution is modi�ed until a new
better solution is found that results in a lower level of energy, compared to the
initial solution. Based on the temperature, a probability for intermediately ac-
cepting a worse solution is de�ned. As long as the temperature is high, worse
solutions are more likely to be accepted as intermediate states in order to main-
tain the possibility to leave a local optimum on the way to the global optimum.
However, the temperature parameter decreases over time, therefore the chance
to leave local optima decreases over time as well. The general working principle
for simulated annealing is illustrated in Algorithm 2.

Algorithm 2 Basic simulated annealing algorithm

Require: A maximum number of generated solutions S, a method to generate a start-
ing solution generate, a method to evaluate a solution evaluate(s), a method that
lowers the temperature T(t), a method to pick a new solution from an existing one
move(s) and an acceptance function P (e′, e, t).

1: procedure SimulatedAnnealing(S, generate, move, evaluate, P )
2: s← generate()
3: e← evaluate(s)
4: for i = 0 to S do

5: t← T (t)
6: s′ ← move(s) . Is changed to s′ ← move(s, t) in Locatelli's algorithm
7: e′ ← evaluate(s′)
8: if P (e′, e, t) ≥ random(0, 1) then
9: s← s′

10: e← e′

11: end if

12: end for

13: end procedure
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In our case study, we �rst used a standard version of the simulated anneal-
ing algorithm (SA), where the move function behaves the same as the mutation
function of the genetic algorithm. Second, we implemented an improvement sug-
gested by Locatelli [16] (Loc. SA) where a sphere around the point, from which
new solutions are drawn, shrinks with decreasing temperature. In our case, the
sphere covers the whole parameter range at maximum temperature and shrinks
proportional until it collapses to a point at the minimum temperature. For both
algorithms, we used the Python library Simanneal [18] as a base and modi�ed
it accordingly, to include Locatelli's algorithm. We decrease the temperature
linearly and the acceptance function is the standard simulated annealing accep-
tance function depicted in Equation 1, where e′ is the evaluation of the new
solution, e is the evaluation of the old solution, and t is the current temperature.
Hence, the acceptance function always accepts if the new solution is better or
equal to the old solution. If not, a value between 0 and 1 is returned depending on
the temperature and the di�erence between the evaluations of the two solutions.
When the system still has a high temperature, the probability for accepting a
worse solution will be higher. Similar if the evaluations of the two solutions are
close together, the probability for accepting a worse solution will be higher, and
if the evaluations of the solutions are far apart, the probability will be smaller.
As for the genetic algorithm, we will describe the evaluation function in Section 4

P (e′, e, t)


1, if e ≤ e′

exp(
−(e′ − e)

t
), otherwise

(1)

3 Comparison of Genetic Algorithm and Simulated

Annealing

As introduced in the previous sections genetic algorithm and simulated anneal-
ing represent two search techniques that utilize heuristic meta information to
�nd an optimal solution to a problem. In most applications, these algorithms
are used to solve combinatorial optimization problems, e.g., the traveling sales-
man problem. However, they have also successfully been applied to continuous
optimization problems as described in [6]. In our case study, we want to follow
this path of research and apply simulated annealing to a continuous optimization
problem in the context of automated and autonomous systems. Furthermore, we
want to investigate the performance of simulated annealing by comparing it to
the genetic algorithm as done by [17]. Here, Manikas and Cain compared the
performance of simulated annealing and genetic algorithm on a combinatorial
optimization problem, namely the circuit partitioning problem. As a conclusion
they stated that the genetic algorithm is probably more suitable than simulated
annealing when approximating the optimal solution to a function comprising
discrete values. However, they did not provide much information on how many
individual solutions they considered to get to these results, or in other words,
how long it took the two algorithms to come up with the optimal solutions.
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Regarding execution time, a better indication is provided by [1], where Akin-
wale et al. compared simulated annealing and the genetic algorithm by applying
both search techniques on the timetabling problem, representing another combi-
natorial problem. They stated that both algorithms produce feasible solutions,
however, the execution time for simulated annealing to �nd such a solution was
found to be 2.5 times higher than for the genetic algorithm. Hereafter, Fredrik-
son and Dahl further investigated the timetabling problem and concluded that
the genetic algorithm is faster in the beginning while simulated annealing per-
forms better in the later stages [8]. While most related work in this direction
concludes that a genetic algorithm is probably better suited for approximating
the optimal solution to a problem, we could not �nd any work that compares the
performance of both algorithms regarding execution time in detail. Therefore,
our case study will follow this path of research and analyze the required exe-
cution time of both algorithms to �nd a certain threshold value, representing a
good solution to a continuous optimization problem in the context of automated
driving based on Advanced Driver Assistant Systems.

4 Case Study

In the following, we report on the results obtained from the case study. First,
we describe the underlying experimental setup, followed by presenting and dis-
cussing the obtained empirical results.

4.1 Setup

The case study described in this paper is a continuation based on previous re-
search [13], where we investigated the e�ectiveness of our genetic algorithm ap-
proach in �nding critical scenarios by comparing it to results obtained when using
random testing. Here, we demonstrated that the genetic algorithm reliably �nds
parameter value combinations that lead to critical driving scenarios. Further-
more, we showed that invalid test scenarios are iteratively eliminated, when the
genetic algorithm modi�es the generation of new scenarios accordingly. However,
random testing did also produce suitable results, which led to the assumption
that the genetic algorithm might perform better on driving scenarios with higher
complexity, containing more tra�c participants, various driving maneuvers and
in general more underlying parameters to control.

For the current case study, we made several extensions to the driving scenario
in order to increase the complexity. The new driving scenario covers 16 di�erent
parameter domains and describes the ego vehicle (EGO) driving behind another
vehicle, the global vehicle target (GVT), on a straight road with a cluster of
two parking vehicles on the right side as shown in Figure 2. In addition, two
pedestrians are moving either aside or across the road. The �rst pedestrian can
cross the street in various angles from the left, the second pedestrian can walk
across the street either behind the second car, between the two cars, or in front
of the �rst car. In total we have 16 di�erent parameter domains that act as
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Fig. 2. This exemplary simulation run shows the Ego vehicle (following vehicle), the
GVT vehicle (leading vehicle) as well as a cluster of parked vehicles aside the road with
one pedestrian ready to cross the street. Within the sensor range (yellow cone) green
bounding boxes are drawn around detected objects.

placeholders in the prede�ned scenario template, forming an executable driving
scenario as soon as continuous parameter values are assigned accordingly. This
executable driving scenario is then simulated for 90 seconds in our tool-chain
as described in Section 2.1. Hereby, the genetic algorithm approach iteratively
optimizes test parameter values from a given seed population. Simulated anneal-
ing modi�es parameter values by selecting new values within a variable range
embracing the current parameter values. For random testing an arbitrary set of
parameter values is selected to form an executable scenario. The resulting driv-
ing scenarios form the basis for virtually testing the ego vehicle equipped with
an AEB system. The AEB system is a vehicle active safety function, designed
to automatically trigger a braking maneuver in response to the detection of a
potential collision. The system comprises two main modules, �rst the vision sys-
tem and second the brake control system. The vision system (I) is based on a
perfect radar sensor model, enabling the system to detect even covered objects,
as well as an object detection algorithm. As soon as an object enters the radar's
cone-shaped �eld of view (i.e., within 250 meters), the system detects the object
and identi�es its position and speed. Based on that, the brake control system (II)
calculates the minimum required braking distance towards the object and adds
a velocity dependent safety margin. As soon as the calculated distance is equal
to or goes below the actual headway distance, an appropriate braking maneuver
is triggered in accordance with the situation.

The main objective of the case study, presented in this paper, is to investigate
how long it takes, for each of the three di�erent approaches, to �nd a satis�able
solution (i.e., a critical driving scenario). In other words, for each approach, we
want to investigate how many test executions are required to generate a solution
that meets the prede�ned evaluation target. Regarding evaluation, we rely on
time-to-collision (TTC), a well-known and commonly used indicator to identify
potential rear-end con�icts [12]. According to previously conducted experiments,
based on the virtual driving scenario we consider in this case study, we found
that a TTC below 0.3 seconds represents the transition area from a near-crash
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scenario to an actual crash scenario. Therefore, we set the target value for our
evaluation criteria to 0.3 seconds, i.e., the oracle function Γ returns critical ⊥
in this case. Furthermore, based on previous work as described in [13], we made
several improvements to the evaluation function itself, to guide the generation
of a critical scenario more e�ciently. Therefore, we introduced �ve di�erent
criticality zones that we monitor throughout the simulation and use the obtained
information as additional input for our evaluation function. The zones are listed
from least critical to most critical.

1. No object is within a 250m radius of the EGO

2. An object is anywhere within a 250m radius of the EGO

3. An object is in the lane of the EGO and less than 250m away

4. An object is in front of the EGO produces a TTC of less than 20s

5. An object is in front of the EGO produces a TTC of less than 0.3s

The genetic algorithm and simulated annealing are designed to modify pa-
rameter assignments such that the resulting driving scenario traverses from low
criticality zones to higher criticality zones over time. We automatically executed
each method seven times to compare how many test executions are required in
average and median to �nd a driving scenario for which the oracle function Γ
returns critical ⊥ (i.e., TTC below 0.3 seconds), before a maximum number of
500 iterations has passed.

4.2 Results

As described in the previous section, we carried out further experiments based on
the AEB case study, described in [13], to investigate how many test executions
are required in order to �nd a suitable solution (i.e., a driving scenario for which
the oracle function Γ returns critical ⊥), when applying genetic algorithm, sim-
ulated annealing and random parameter selection. Therefore, we executed each
method seven times until either a resulting TTC of 0.3 seconds was detected or a
maximum number of 500 iterations has passed. Clearly, we are hereby searching
for a solution that meets a certain threshold value, rather than searching for
the global optimum. In the following, we want to report on the empirical results
obtained from our experiments, as summarized in Table 1.

Table 1. Overview on the test results obtained from seven experimental runs for every
investigated test methods.

Average Minimum 1. Quartile Median 3. Quartile Maximum

GA 41.71 18 19 35 65 70
RA 83.85 4 20 53 127 235
SA 268.57 40 131 213 500 500
Loc. SA 228.42 6 20 49 500 500
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As the �rst column of Table 1 shows, overall it took the genetic algorithm
(GA) the lowest number of test executions, in average 42 executions, to gener-
ate a test scenario that results in a TTC value below 0.3 seconds. In addition,
the genetic algorithm showed very consistent performance and reliably found
a suitable solution in each of the seven experimental runs. In comparison, the
second row of Table 1 summarizes the results obtained when applying random
parameter value selection (RA). For random testing in average 84 executions
are required to generate a test scenario that results in a TTC value below 0.3
seconds. Also for random testing a suitable solution (i.e., a driving scenario for
which the oracle function Γ returns critical ⊥) was found in each of the seven
test runs. The highest number of executions is on average required for both sim-
ulated annealing approaches, where it took the basic algorithm (SA) on average
269 executions and the algorithm proposed by Locatelli (Loc. SA) on average
229 executions, to generate a suitable solution. The high number of test exe-
cutions for Loc. SA in the 3. Quartile in contrast to low median shows that it
either �nds a suitable solution really fast or not at all (i.e., termination after 500
iterations), which can be explained by the general working principle of the Loc.
SA. Not �nding a solution at all might happen when the initial solution, which
the Loc. SA randomly generates, is very far away from the global optimum and
it also does not �nd a good solution within the �rst few iterations. Both simu-
lated annealing algorithms have in common that when searching for the global
optimum, the algorithms are very likely to get stuck in one of the several local
optima, which are better than the initial solution. With decreasing temperature
over time, also the possibility of leaving such a better suited but still insu�cient
local optimum is decreasing. The advantage of the simulated annealing algorithm
proposed by Locatelli, compared to the basic SA, is that the algorithm is able
to take signi�cantly greater steps through the search space, depending on the
temperature. This advantage becomes clearly visible if we compare the average
and the median number of required executions, as visualized for all investigated
test methods in Figure 3.

100 200 300

Loc. SA

SA

RA

GA

(a) Average number of executions

100 200 300

Loc. SA

SA

RA

GA

(b) Median number of executions

Fig. 3. Comparison of (a) average and (b) median number of required execution per
test method.
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Here it can be seen that for genetic algorithm (GA), random testing (RA) as
well as for the basic simulated annealing algorithm (SA), the di�erence between
average and median number of required executions is comparatively small. How-
ever, for the simulated annealing algorithm as proposed by Locatelli (Loc. SA),
we observe a major gap with an average number of 229 and a median number
of 49 required executions. Considering every individual result obtained from the
seven Loc. SA runs, we observe that if the Loc. SA has not found a suitable so-
lution after 49 executions, it will not �nd a solution at all but run into the stop
criterion instead, which is triggered after 500 test executions. This observation
is reasonable due to the fact that for the Loc. SA algorithm the temperature
parameter is proportionally decreasing with every execution towards a minimal
temperature value, which is reached after 500 executions. In other words, with
an increasing number of test executions, the sphere that de�nes the search space
around the current solution is steadily tightening until no new solutions are pro-
duced at all. In contrast, the basic SA works with a �xed search space and could
technically still accept better solutions after 500 iterations, eventually �nding a
suitable solution if an arbitrary number of test executions would be permissible.
It would be interesting to see if the performance of the Loc. SA can be further
increased if we de�ne an individual stop criterion that restarts the algorithm, if
no suitable solution is found after a certain number of test executions, indicating
an unsuitable initial solution. We will follow this approach as part of our future
research. The summarized results in Table 1 are visualized in Figure 4 to be
further investigated and to be compared in more detail.

0 100 200 300 400 500

Loc. SA

SA

RA

GA

Fig. 4. Comparison of Box-Plots comprising the results obtained from seven test run
for each investigated method

Here again, we see that the genetic algorithm �nds suitable solutions in the
fastest and most e�ective manner. The corresponding box plot summarizes the
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distribution of results obtained from all seven experimental runs. It can be ob-
served that the minimum number (vertical line on the left) of 18 required ex-
ecutions and the maximum number (vertical line on the right) of 70 required
executions closely embrace the interquartile range (box), showing that 50 per-
cent of all test runs required between 19 and 65 executions until a suitable
solution was found. Notably, the median number (vertical line in box) of 35 re-
quired executions does not deviate much from the average number (diamond in
box) of 42 required executions. This leads to the interpretation that the genetic
algorithm performs very consistently and produces results that are not much
a�ected by any outliers.

For random testing, it can be observed that 50 percent of all test runs re-
quired between 20 and 127 executions until a solution was found, for which the
oracle function Γ returns critical ⊥. However, random testing is slightly stronger
a�ected by outlier results in both directions compared to the genetic algorithm,
as indicated by a minimum number of 4 required executions and a maximum
number of 235 required executions. This observation is also supported by a bigger
deviation between the average and the median number of required executions.
Based on our results, the basic simulated annealing algorithm performed worse,
compared to the other investigated methods. Here, on average 269 executions
were required to �nd a solution. 50 percent of all test runs required more than
213 executions to �nd a suitable solution, as indicated by the median, or termi-
nated before �nding any good solution at all. The deviation between average and
median required number of executions is greater than for the genetic algorithm
and for random testing, indicating that the basic simulated annealing algorithm
is strongly a�ected by outlier results.

Finally, for the simulated annealing algorithm as proposed by Locatelli we
can observe that the box plot more or less covers the whole area of possible re-
sults. Notably, 50 percent of all test runs required between 6 and 49 executions
to �nd a suitable solution, which is comparable to the performance we observed
for the genetic algorithm and random testing. However, in this case, the devia-
tion between average and median required number of executions is signi�cantly
greater than for all the other investigated methods. This underlines our previ-
ously described assumption, that also the Loc. SA either �nds a suitable solution
very fast or not at all, depending on the quality of the initial solution. As previ-
ously mentioned, we �nd this observation quite interesting and will make further
adjustments to the Loc. SA as part of our future work. Hereby, we plan to in-
troduce a new internal stopping criterion that triggers the generation of a new
initial solution, if necessary.

4.3 Discussion

In the subsection Results, we discussed the experimental results obtained from
the case study, where we investigated which testing strategy requires the low-
est number of executions to generate a critical scenario (i.e., resulting in TTC
values below 0.3 seconds). In the course of the case study, we compared the
performance of a genetic algorithm to simulated annealing and random testing.
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Hereby, the genetic algorithm showed the best performance in �nding the de-
sired value to parameter assignments that lead to a critical driving scenario,
with regards to the required number of test executions. Furthermore, for the
basic simulated annealing algorithm as well as for the simulated annealing algo-
rithm proposed by Locatelli, both strength and weaknesses were detected. On
the one hand, depending on the quality of the initial solution, both simulated
annealing algorithms are generally able to �nd a suitable solution within a low
number of test executions. However, on the other hand, if the initial solution is
of bad quality, both simulated annealing algorithms are very likely to get stuck
in local optima rather than generating a critical driving scenario. Although the
observed data is very interesting, we acknowledged that the results of only 7
test runs per method do not represent a su�ciently large data set to conduct
meaningful statistical analysis. However, we consider the presented evaluation
as an initial basis for conducting larger experiments in our further work. Also
based on the observation that Loc. SA performance either good or bad, we plan
to make further improvements to the simulated annealing algorithm proposed
by Locatelli as part of our future research.

5 Related Work

One of the biggest challenges for testing ADAS systems is caused by the near
in�nite input domain. Due to that, Rafaelli proposed that stochastic approaches
should be preferably used for ADAS systems veri�cation and validation, rather
than deterministic approaches and test protocols [19]. Therefore, the idea to use
stochastic and search-based testing methods for system testing is not novel. In
their paper Gross et al. compared search-based testing on module or unit level to
search-based testing on system level. They concluded that search-based testing
is only meaningful when it is performed on a system level. Otherwise, a large
number of false positive test cases is generated that only reveal the execution
of an invalid input sequence. However, when search-based testing methods are
used on system level all revealed faults have been shown to be actual faults of
the system [10].

In the automotive direction, there are also a few papers available that de-
scribe frameworks for testing ADAS functions [15, 20, 26, 25]. However, none of
these frameworks provide an automated method for ADAS system testing. In
literature we can also �nd some papers on parameter optimization utilizing a
genetic algorithm [24, 22], as well as utilizing a simulated annealing algorithm
[11]. In these papers, both methods are usually described to perform better or
comparably good compared to a random selection of parameter values. Further-
more, genetic algorithms have also been used in software testing, for example,
to �nd tests that cause extreme processing times as described in [2].

Moreover, a few studies have also been conducted on testing ADAS func-
tions by utilizing a genetic algorithm or similar search-based algorithms. Ben
Abdessalem et al. have created their own algorithm based on a genetic algo-
rithm and applied it for testing a pedestrian detection system [4]. Similar to
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our paper, [5] compared random testing with evolutionary test case generation.
However, they left a few research questions unanswered, which we took into ac-
count in our last paper [13], where we also focused on testing an AEB function
and compared random test case generation to test case generation guided by a
genetic algorithm.

6 Conclusion

In this paper, we have compared the use of a genetic algorithm and simulated
annealing for test parameter optimization in the context of autonomous and au-
tomated driving. Especially in case of advanced driver assistant systems, it is
of uttermost importance to �nd instances of usage scenarios that might lead to
crash situations in order to verify the implemented functionality. Because of the
limited amount of resources it is, therefore, important to introduce an automated
method. For this purpose we suggest a combination of search-based testing and
system simulation. The goal of this paper is to evaluate two algorithms for imple-
menting search-based testing using the autonomous emergency braking system.
In addition to previous research, we also modi�ed and improved the heuristics
function for evaluating solutions.

The results of the empirical evaluation showed that the genetic algorithm is
superior compared to simulated annealing and also random testing. Using a ge-
netic algorithm for test parameter optimization for the autonomous emergency
braking system requires fewer test executions on average and on median com-
pared to the other methods. In future research, besides improving the Loc. SA,
we will further investigate on this comparison using more and larger case studies
from the autonomous driving domain.
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