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Abstract

The objective of this article, is to provide a clear presentation of the discretization of continuous-time sliding-mode controllers, also known in the Automatic Control literature as the emulation method, when the implicit (backward) Euler scheme is used. First-order, second-order and homogeneous controllers are considered. The main theoretical results are recalled in each case, and the focus is put on the discrete-time implementation structure and on the algorithms which allow the designer to solve, at each time-step, the one-step generalized equations which are needed to compute the controllers. The article ends with some open issues.

1 Introduction

The digital implementation of sliding-mode controllers (SMC), has long been known as being a tough issue, where the mere possibility of realizing SMC through discretization, was questioned. It happens indeed that the so-called emulation method (design the controller in continuous-time, and next discretize the plant via zero order hold or else), which often relies on the existence of a small enough sampling time so that the continuous-time properties are recovered, does not work well when sliding-mode (set-valued) controllers\(^1\) are considered, because fundamental properties like global asymptotic stability and the mere existence of sliding modes, may not be preserved after the discretization. Also the control input and the sliding variable are affected by chattering, which is highly undesirable. As we shall see in this article, it is in fact quite possible to realize discrete-time SMC, provided the right discretization method is employed to calculate the continuous-time control input to be applied on the plant. Roughly speaking (details are given in the sequel), the widely used explicit discretization method, is replaced by an implicit discretization method.

The fundamental idea originates from numerical simulation and analysis of mechanical systems with unilateral contact and set-valued friction, in particular the Moreau-Jean algorithm [1, 21, 53, 89]. This is close also to so-called proximal algorithms in Optimization [12, 97] as introduced in [88], as well as discretization of differential inclusions with maximal monotone set-valued part [15, 16, 77]. All these algorithms are based on an implicit discretization of the set-valued part of the dynamics, and a strong use of Convex or Nonsmooth Analysis, Complementarity Theory, and Variational Inequalities Theory. However the control problem has its own specific features, so it is not always a straightforward task to transfer such ideas from Contact Mechanics or Optimization, to Sliding-Mode Control.

The basic motivation for the development of a novel scheme of the digital implementation of SMC is the suppression of the so-called numerical (or digital) chattering effect, that is unavoidable when an explicit method is used, even in the ideal case without any perturbation [39, 40, 41, 127]. Typical results
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1The word “discontinuous” is most often used in the SMC literature, however we prefer the word “set-valued” which corresponds to the mathematical framework of differential inclusions.
obtained experimentally in [119, 51] on an electropneumatic system controlled with a first-order SMC are shown in Figures 1 and 2, where the discontinuous part of the controller (Figures 1 (a) (b) for the explicit method, (c) (d) for the implicit method) and the output (Figure 2 (a) for the explicit method, (b) for the implicit one) are depicted. The SMC gain is denoted as $G$, $h$ is the sampling time. It appears clearly that the implicit method drastically decreases the amplitude and the chattering of the controller, without modifying the basic SMC structure.

Figure 1: Typical experimental results for explicit (a) (b) and implicit (c) (d) SMC (control signals).

In addition to the chattering drawback, it is known that explicit discretization yields only local stability for some homogeneous systems [76] [36, section V.C], see also [33] for an interesting analysis of explicit Euler discretization of HOSMC. This remains true for first-order SMC when the continuous equivalent control is explicitly discretized [48, section VII.A], and even if the continuous-time system enjoys global asymptotic and exponential stability. In short, the main advantage and power of the implicit method is that it “copies” most of the nice properties of the continuous-time SMC:

- **P1**: Drastic decreasing of numerical chattering at both the output (the variable to be regulated) and the input (no longer any bang-bang signal which damages actuators) see Figures 1 and 2.
- **P2**: Keeps the continuous-time controller structure (no additional control gains or parameters).
- **P3**: Allows for large sampling periods without significant deterioration of closed-loop performances (the sampling times indicated in Figures 1 and 2 are typical of what may be chosen in practical implementations).
- **P4**: Performs a kind of regularization (with a saturation-like function), but *after* the discretization, in a systematic and automatic way, contrary to the explicit method which requires a regularization *before* the time-discretization (without any guarantee of numerical chattering suppression unless a long and tedious design work is performed, and decreasing the control system’s accuracy).
- **P5**: Allows to get robustness with respect to matched bounded disturbances, as well as parameter uncertainties, but also unmatched disturbances (using a backstepping approach).
- **P6**: Convergence of not only the output towards its continuous-time counterpart when $h \to 0$, but also of the input (impossible to obtain with explicit method).
- **P7**: Preserves finite-time convergence towards the attractive surface (even in case of co-dimension $\geq 2$ surface, i.e., several attractive surfaces$^2$).

$^2$The attractive sets will most of the time be hyperplanes of the form $Cx = 0$, $C \in \mathbb{R}^{m \times n}$. When $m \geq 2$ we will indifferently use the words surface, or surface of codimension $m$. 
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• **P8**: Preserves Lyapunov stability properties of the continuous-time controller.

• **P9**: Allows one to define in a rigorous way the discrete-time sliding surfaces, and the sliding modes of the dynamics.

• **P10**: The set-valued controller selection remains insensitive to the control gain variations during the discrete-time sliding mode, as predicted by Filippov’s and Utkin’s equivalent control approaches (see Figure 1 (c) and (d) for an experimental illustration).

• **P11**: Reproduces the equivalent control during sliding modes, with almost-exact compensation (up to a delay equal to the sampling period) of the disturbance.

![Graphs](attachment:image.png)

Figure 2: Typical experimental results for explicit (a) and implicit (b) SMC (output signals).

Properties **P1, P3, P10** and **P11** have been verified experimentally in [48, 50, 51, 119] on two different setups: an electropneumatic system, and an inverted pendulum on a cart. Property **P10** may be, in fact, the best illustration of the drastic difference between the explicit and the implicit methods. The price to pay, is that the controller is less simple to calculate than its explicit counterpart. However, as we shall see in the sequel, the degree of complexity of the computations of most implicit controllers, remains low, and is not at all an obstacle to their real-time implementation (especially in view of **P3**).

The differences between the explicit and the implicit Euler methods and the superiority of the latter, in nonsmooth gradient methods in Optimization, and in the simulation of mechanical systems with impacts and unilateral constraints, are well-known [1, 43, 53, 89, 97]. One may see the analysis of these two methods in SMC and homogeneous systems, as a new field of investigation, besides Optimization and Contact Mechanics.

We should also mention the analysis of the implicit Euler method for linear complementarity systems and relay systems, with main applications in circuits with nonsmooth components [21, 70, 22]. In sliding-mode control and observation, the implicit approach has been initiated and deeply analysed by two main research groups, in France [2, 3, 4, 7, 19, 48, 50, 51, 47, 83, 85, 87, 101, 36, 119, 49, 20], and in Japan [9, 64, 11, 79, 56, 65, 55, 125, 126, 59, 62, 10, 60, 123, 124]. We may also mention [66, 67, 121] (who apply a kind of semi-implicit discretization method based on pseudo linear representations), as well as the pioneering work in [30] where the implicit Euler discretization was advocated for the first time in Automatic Control for a scalar system with known perturbation (see Remark 1 below), and with a short analysis of its finite-time convergence properties. It is noteworthy that both [30, pp.274-275] and [53, section 5] therefore presented similar contributions, the first one in the Automatic Control scientific community, the second one in the Contact Mechanics scientific community. Several experimental validations led on various kinds of setups, confirm the above theoretical and numerical findings [119, 48, 50, 51, 55, 54, 65, 56, 65, 59, 62, 64, 9, 79].

In this article, we start in section 2 with the simplest scalar example, to illustrate the main features of the implicit approach applied to the first order SMC. The closed-loop structure is analysed in section 2.6. Then we proceed with more complex cases (still dealing with first order SMC) in section 3: n-dimensional...
LTI systems with matched perturbation in section 3.1, **n**-dimensional LTI systems with matched perturbation and parameter uncertainty in section 3.2, Lagrangian systems with matched perturbation and parameter uncertainty in section 3.3. Other schemes which illustrate the features of the implicit method are briefly summarized in section 3.4: a backstepping algorithm for planar systems with unmatched perturbations in section 3.4.1, an improved algorithm with perturbation estimation to improve the precision in section 3.4.2, a fixed-time convergence nonlinear system in section 3.4.3, parabolic, proxy-based and amplitude-and-rate saturated SMC in sections 3.4.4, 3.4.5 and 3.4.6, respectively. It is shown that the implicit method possesses a common feedback structure, where the input is calculated by a so-called **generalized equation** which keeps the same structure in all cases. Section 4 is devoted to second-order SMC: the twisting controller in section 4.1, and the super-twisting in section 4.2. Homogeneous systems are treated in section 5. Conclusions are in section 6 and some algorithmic details are given in the Appendix.

**Notation and definitions.** Positive definiteness of a matrix: $\mathbb{R}^{n \times n} \ni M > 0$ means that $x^T M x > 0$ for all vector $x \neq 0$ (the matrix $M$ needs not be symmetric), $I_n$ is the $n \times n$ identity matrix. The minimum and maximum eigenvalues of $M \in \mathbb{R}^{n \times n}$ are denoted as $\lambda_{\min}(M)$ and $\lambda_{\max}(M)$. The induced matrix norm $||M||_m = \sup_{||x||=1} ||M x||$. The set $\mathbb{B}_n \triangleq \{x \in \mathbb{R}^n \mid ||x|| \leq 1\}$ represents the unit closed ball with center at the origin in $\mathbb{R}^n$ with the Euclidean norm. The set-valued signum function is $\text{sgn}(x) = +1$ if $x > 0$, $-1$ if $x < 0$, and $[-1,+1]$ if $x = 0$. When $x \in \mathbb{R}^n$, we set $\text{sgn}(x) = (\text{sgn}(x_1), \text{sgn}(x_2), \ldots, \text{sgn}(x_n))^T$. The domain of a set-valued function $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ is $\text{dom}(F) = \{x \in \mathbb{R}^n \mid F(x) \neq \emptyset\}$. The interior of a set $S$ is denoted as $\text{int}(S)$.

Let $K \subseteq \mathbb{R}^n$ be a closed non empty convex set. Its indicator function is $\psi_K(x) = 0$ if $x \in K$, $\psi_K(x) = +\infty$ if $x \notin K$. The subdifferential of Convex Analysis of the indicator function is the normal cone to $K$, i.e., $\partial \psi_K(x) = N_K(x)$, where $N_K(x) = \emptyset$ if $x \notin K$, and $N_K(x) = \{z \in \mathbb{R}^n \mid (z,v-x) \leq 0 \text{ for all } v \in K\}$. Let $K$ be convex polyhedral, represented as $K = \{x \in \mathbb{R}^n \mid C_i x + d_i \geq 0, 1 \leq i \leq p\} = \{x \in \mathbb{R}^n \mid C x + d \geq 0\}$. Then $N_K(x) = \{w \in \mathbb{R}^n \mid w = -\sum_{i=1}^p C_i^T \lambda_i, 0 \leq \lambda_i \perp C_i x + d_i \geq 0\} = \{w \in \mathbb{R}^n \mid w = -C^T \lambda, 0 \leq \lambda \perp C x + d \geq 0\}$. The support function of the closed convex non empty set $K$, is $\sigma_K(x) = \sup_{v \in K} \langle x,v \rangle$. It is the conjugate function $\psi_K^*(\cdot)$ of the indicator $\psi_K(\cdot)$, and vice versa. Both the indicator and the support functions are convex proper lower semicontinuous. One has:

$$x \in \partial \sigma_K(y) \iff y \in N_K(x),$$

(1)

for any $x$ and $y$ $\in \mathbb{R}^n$: the set-valued mappings $\partial \sigma_K(\cdot)$ and $N_K(\cdot)$ are inverse mappings. Let $K = [-1,1] \subset \mathbb{R}$, then $\sigma_{[-1,1]}(x) = |x|$, and $\partial \sigma_{[-1,1]}(x) = \text{sgn}(x) = |x|$ (the set-valued signum function), and $x \in \text{sgn}(y) \iff y \in N_{[-1,1]}(x)$. If $x \in \mathbb{R}^n$, then $\partial ||x||_1 = \text{sgn}(x)$, where $||x||_1 = \sum_{i=1}^n |x_i|$. Let now $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$ be given, and $M = M^T > 0$, then

$$M(x-y) \in -N_K(x) \iff x = \text{proj}_M[K;y],$$

(2)

where the orthogonal projection is $\text{proj}_M[K;y] = \text{argmin}_{z \in K} \frac{1}{2}(z-y)^T M (z-y)$ (this is the orthogonal projection in the metric defined by $M$). Using the normal cone definition, this is equivalent to the problem: find $x \in K$ such that

$$\langle y-x,x-v \rangle \geq 0, \text{for all } v \in K,$$

(3)

which is a variational inequality. Given $\lambda \in \mathbb{R}^m$, $M \in \mathbb{R}^{m \times m}$, and $q \in \mathbb{R}^m$, a Linear Complementarity Problem (LCP) is a nonsmooth problem of the form: $\lambda \geq 0$, $w = M \lambda + q \geq 0$, $w^T \lambda = 0$, rewritten compactly as $0 \leq \lambda \perp w = M \lambda + q \geq 0$.

Let $f : \mathbb{R} \rightarrow \mathbb{R}^m$ be a right-continuous step function, discontinuous at finitely many time instants $t_k$ and $t_0$, $t \in \mathbb{R}$ with $t_0 < t$. The variation of $f(\cdot)$ on $[t_0,t]$ is defined as:

$$\text{Var}^t_{t_0}(f) \triangleq \sum_k ||f(t_k) - f(t_{k-1})||,$$
with \( k \in \mathbb{N}^* \) such that \( t_k \in (t_0, t] \). If \( f(\cdot) \) is continuously differentiable with bounded derivatives then the variation of \( f(\cdot) \) on \([t_0, t]\) is defined as:

\[
\text{Var}_{t_0}^t(f) \triangleq \int_{t_0}^t \|\dot{f}(\tau)\|d\tau.
\] (4)

Let \( M : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) be a set-valued mapping. It is monotone if for any \( x \) and \( y \in \text{dom}(M) \subseteq \mathbb{R}^n \), and any \( x' \in M(x) \), \( y' \in M(y) \), one has \( \langle x - y, x' - y' \rangle \geq 0 \). It is strongly monotone if \( \langle x - y, x' - y' \rangle \geq \alpha \|x - y\|^2 \) for some \( \alpha > 0 \). It is maximal if it cannot be enlarged without destroying its monotonicity. The subdifferential of a convex proper lower semicontinuous function, defines a maximal monotone operator (for instance, the normal cone to a convex nonempty closed set, is maximal monotone, and the subdifferential of its support function is also maximal monotone).

A function \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) belongs to the set \( \mathcal{K} \) if it is continuous, monotone increasing and \( f(0) = 0 \).

## 2 A simple example

### 2.1 Continuous-time system

Let us start with the simplest scalar system:

\[
\dot{x}(t) = u(t) + d(x(t), t),
\]

with unknown disturbance \( |d(x, t)| \leq M < +\infty, x(0) = x_0 \in \mathbb{R} \) and known upperbound \( M \). The classical SMC for the considered system is \( u(x(t)) \in (M + \delta)\text{sgn}(x(t)), \delta > 0 \). More rigorously, we should write:

\[
u(t) = -(M + \delta)\lambda(t), \text{ with } \lambda(t) \in \text{sgn}(x(t)),\]

which means that \( u(t) \) is an element (a selection) of the set \(-(M + \delta)\text{sgn}(x(t))\): the controller is set-valued (another name is multivalued). We assume that \( d(\cdot, \cdot) \) satisfies basic requirements for this set-valued closed-loop system to be well-posed with absolutely continuous solutions, for instance in the sense of Filippov’s differential inclusions (other choices are possible \([15, 16]\)). This is more than a mathematical fuss, because it means that once the origin \( x^* = 0 \) is attained (after a finite-time \( t^* \)), then there exists a \( \lambda(x(t), t) \) such that \( u(x(t), t) = -d(x(t), t) \) for all \( t \geq t^* \): the equivalent control which acts on the system when the sliding mode is activated, exactly compensates for the perturbation. Obviously, this is doable only because of the set-valuedness of the control input. It is noteworthy that during sliding modes, the value of \( u(t) \) does not depend on the controller gain \( G \triangleq M + \delta \): it takes values inside the interval \([-M - \delta, M + \delta]\), and these values depend only on \( d(x(t), t) \): increasing \( \delta \) has no influence on \( u(t) \) (property \( \text{P10} \)).

### 2.2 Digital implementation

Let us now turn our attention to the discrete-time realization of this set-valued controller. The first step is the choice of a plant discretization. In such a simple case, the ZOH (zero order hold) exact discretization, and the Euler discretizations are very close one to each other, and differ only by the approximation of the disturbance on a sampling interval \([t_k, t_{k+1}]\). We shall denote the disturbance approximation as \( d_k \), so that the plant’s discretization reads as:

\[
x_{k+1} = x_k + hu_k + hd_k, \quad k \geq 0,
\] (5)

\( h = t_{k+1} - t_k > 0 \) is the sampling period, \( d_k = d(x_k, t_k) \) for the Euler method, \( d_k = \int_{t_k}^{t_{k+1}} d(x(t), t)dt \) for the exact method. Since our goal is to explain the difference between the explicit and the implicit methods, we shall not focus on this issue from now on. For simplicity let us assume that \( M + \delta = 1 \). The explicit method reads as:

\[
\begin{align*}
(a) \ x_{k+1} &= x_k + hu_k + hd_k \\
(b) \ u_k &= -\text{sgn}(x_k),
\end{align*}
\] (6)
which means that one applies the staircase input \( \tilde{u}_k(t) = u_k \) for all \( t \in [t_k, t_{k+1}) \). We shall see later the reason why we did not write \( u_k \in -\text{sgn}(x_k) \), but an equality. The implicit method is designed as follows:

\[
\begin{align*}
(a) & \quad x_{k+1} = x_k + hu_k + hd_k \\
(b) & \quad \tilde{x}_{k+1} = x_k + hu_k \\
(c) & \quad u_k = -\lambda_{k+1} \\
(d) & \quad \lambda_{k+1} \in \text{sgn}(\tilde{x}_{k+1})
\end{align*}
\]

and one applies the staircase input \( \tilde{u}_k(t) = -\lambda_{k+1} \) for all \( t \in [t_k, t_{k+1}) \). The method is said implicit, because if \( d(x(t), t) \equiv 0 \), then \( \tilde{x}_{k+1} = x_{k+1} \) and (7) (d) holds, so that we obtain in the unperturbed case the difference inclusion:

\[
x_{k+1} - x_k \in -h \text{ sgn}(x_{k+1}).
\]

Let us make a stop here. In (6) (b), the input is available directly, since \( x_k = x(t_k) \) is measured at time \( t_k \) (see, however, section 2.5). Such is not the case neither in (7), nor in (8) where the input \( u_k \in -\text{sgn}(x_{k+1}) \).

At this stage, it could be thought that the implicit method yields an anticipative input. However such (see, however, section 2.5). Such is not the case neither in (7), nor in (8) where the input \( u_k \in -\text{sgn}(x_{k+1}) \).

In fact, (7) (b) (c) (d) have to be solved as follows (solving (8) follows the same lines). First notice that (7) (b) (c) (d) can be rewritten as

\[
\tilde{x}_{k+1} - x_k \in -h \text{ sgn}(\tilde{x}_{k+1}),
\]

which is a Generalized Equation (GE) mimicking (8) but with unknown \( \tilde{x}_{k+1} \), which is a dummy variable needed to make calculations (or could be seen as the state of an unperturbed system mimicking the plant).

- A Generalized Equation (GE) is a nonlinear problem involving a set-valued mapping, of the form

\[
0 \in F(x), \quad F : \text{dom}(F) \subseteq \mathbb{R}^n \Rightarrow \mathbb{R}^p.
\]

One example is \( 0 \in f(x) + N_K(x) \) with \( f : \mathbb{R}^n \to \mathbb{R}^p \) a single-valued function, \( K \subseteq \mathbb{R}^n \) a closed convex set, that is widely studied \([107, 37]\). In general a GE can be written with complementarity problems, variational inequalities, inclusions into normal cones, etc. Key properties for existence and uniqueness of solutions are monotonicity, convexity.

- In Numerical Analysis, an ODE \( \dot{x}(t) = f(x(t)), x(0) = x_0, f(\cdot) \) Lipschitz continuous, can be discretized with an implicit Euler method, yielding a nonlinear problem \( g(x_{k+1}) \triangleq x_{k+1} - hf(x_{k+1}) - x_k = 0 \) to be solved at each step with an iterative method. In our set-valued setting, the implicit method yields a GE of the form \( G(\tilde{x}_{k+1}) \ni 0 \), (9) being one example with \( G(\tilde{x}_{k+1}) = \tilde{x}_{k+1} - x_k + h \text{ sgn}(\tilde{x}_{k+1}) \).

It is not difficult to see that the GE in (9) has a unique solution for any \( x_k \) and \( h > 0 \), either relying on general results as in \([37]\) or \([5]\) (which rely on the fundamental property of monotonicity of operators), or by simple inspection: the intersection between the line \( \tilde{x}_{k+1} \mapsto \tilde{x}_{k+1} - x_k \) and the graph of the set-valued mapping \( \tilde{x}_{k+1} \mapsto -h \text{ sgn}(\tilde{x}_{k+1}) \), is unique, see Figure 3 (left). Four cases are depicted: case 1) \( x_k < -h \Rightarrow \tilde{x}_{k+1} = x_k + h \), cases 2) and 3) \( x_k \in [-h, h] \Rightarrow \tilde{x}_{k+1} = 0 \), case 4) \( x_k > h \Rightarrow \tilde{x}_{k+1} = x_k - h \).

As expected from (9), \( \tilde{x}_{k+1} \) depends only on known quantities. The role played by the monotonicity of both operators in Figure 3 (left) is clear, for if one considers instead \( \tilde{x}_{k+1} \mapsto h \text{ sgn}(\tilde{x}_{k+1}) \), uniqueness of intersections in all cases is lost.

**Remark 1** Notice that since \( d(x, t) \) is unknown, solving the GE\((x_{k+1})\): \( x_{k+1} - x_k - hd_k \in -h \text{sgn}(x_{k+1}) \) to calculate the so-called equivalent controller is impossible (and this is certainly the reason why the
work presented in [30] has not been applied further, as witnessed even in recent articles [93]). This is why \( \tilde{x}_{k+1} \) has been defined through (7) (b)(c)(d), to allow for the GE\((\tilde{x}_{k+1})\) (9). In a sense, (7) (b) represents a virtual unperturbed system [3]. The interpretation of this fact, is that it is not possible to find automatically a selection of the set-valued term, which solves GE\((x_{k+1})\). This is the big difference with respect to the continuous-time setting. In discrete-time, the controller will be able to compensate for the perturbation, but with a delay equal to \( h \).

A graphical interpretation of the GE (9) is interesting in this simple case, but it is not sufficient to deal with more complex cases to come later. To that aim, it is convenient to use to tools from Convex Analysis. Without going too deeply into the details, let us state that the GE in (9) is equivalent to the GE:

\[
\tilde{x}_{k+1} \in \mathcal{N}_{[-1,+1]} \left( \frac{\tilde{x}_{k+1} - x_k}{h} \right) = -\mathcal{N}_{[-1,+1]} \left( \frac{x_k - \lambda_{k+1}}{h} \right),
\]

which is obtained by inverting the set-valued signum function as in (1). From (10), and using (2), one obtains equivalently to (10):

\[
\tilde{x}_{k+1} = x_k + h \text{proj} \left[ [-1,1]; \frac{x_k}{h} \right].
\]

Let us now turn our attention to the control. Using (1) and (7) (d), one infers that \( \tilde{x}_{k+1} \in \mathcal{N}_{[-1,1]}(\lambda_{k+1}) \), hence from (7) (b) (c) it follows that

\[
\lambda_{k+1} - \frac{x_k}{h} \in -\mathcal{N}_{[-1,1]}(\lambda_{k+1})
\]

The graphical interpretation of the GE (12) is obtained by reversing the graphs in Figure 3 (from the left subfigure to the right subfigure). Then using (7) (c) and (2) (or, merely using (7) (b) and (11)), it follows that the implicit controller is given as:

\[
u_k = \text{proj} \left[ [-1,1]; \frac{x_k}{h} \right]
\]

Remark 2 The variables \( \tilde{x}_{k+1} \) and \( \lambda_{k+1} \) are conjugate variables, in the sense that they satisfy an equivalence as (1). In a more general setting, the first one represents the “virtual” sliding variable, and the second one is a selection of the set-valued control signal. In this sense, the implicit discretization does represent the time-discretization of the set-valued continuous-time closed-loop system.
Let us explain the projection in (13). At \( t = t_k \), one measures \( x(t_k) \), and calculates \( u_k \) as the point of \([-1, 1]\) that is the closest to \(-\frac{x_k}{h}\) in \([-1, 1]\), as follows:

**Algorithm 1:**

1. If \(-\frac{x_k}{h} \geq 1 \Leftrightarrow x_k \leq -h\), then \( u_k = 1 \),
2. If \(-\frac{x_k}{h} \leq -1 \Leftrightarrow x_k \geq h\), then \( u_k = -1 \),
3. If \(-\frac{x_k}{h} \in [-1, 1] \Leftrightarrow x_k \in [-h, h]\), then \( u_k = -\frac{x_k}{h} \).

Then the staircase input (a right-continuous step function) \( \bar{u}(\cdot) \) is defined as: \( \bar{u}(t) = u_k \) for all \( t \in [t_k, t_{k+1}) \), \( k \geq 0 \). It is noteworthy that when the trajectory is far from the origin, then both the implicit and the explicit controllers are the same. The big difference between both, exists close to \( \Sigma_d \).

2.3 The fundamental operator associated with the implicit method

Let us consider (9). This yields:

\[
\tilde{x}_{k+1} = (I_d + h \text{sgn})^{-1}(x_k).
\]

The operator \( x_k \mapsto (I_d + h \text{sgn})^{-1}(x_k) \) is a so-called *proximal* (or proximity, or proximation) operator. This is quite classical in Optimization and Convex Analysis, and the associated algorithm is a *proximal point algorithm* [1, 28, 21]. Let us now consider (10). Then we obtain:

\[
\frac{\tilde{x}_{k+1} - x_k}{h} = (I_d + N_{[-1,1]})^{-1}\left(-\frac{x_k}{h}\right).
\]

It requires however actuators which are capable of attaining continuous values (*i.e.*, step-motors or the like, cannot realize implicit controllers: they behave like an explicit Euler discretization). The above developments prove that the discrete-time system is *well-posed*, in the sense that one is able to compute a *unique* value of the control input at each step \( k \geq 0 \). The notion of a discrete-time sliding surface has been mentioned. Let us define it now for our simple system (see also [116, Definition 5.1]).

**Definition 1** Consider the closed-loop system (7). The discrete-time sliding surface is defined as:

\[
\Sigma_d = \{(x_k, u_k) \mid \tilde{x}_{k+1} = 0\}.
\]

Thus on \( \Sigma_d \) one has \( u_k = -\frac{x_k}{h} \in [-1, 1] \) (in fact this is the definition of a discrete-time sliding phase that is taken in [48, remark 1]), so that from (5) \( x_{k+1} = hd_k \). Hence if the system remains on \( \Sigma_d \), at the next step one has \( \tilde{x}_{k+2} = x_{k+1} + hu_{k+1} = 0 \), and the input is \( u_{k+1} = -d_k \), applied on \( t \in [t_{k+1}, t_{k+2}) \): *the implicit controller compensates for the perturbation, with a delay \( h \) (see P10 and P11).* It is noteworthy that the notion of a sliding surface is defined from \( \tilde{x}_{k+1} \), the virtual or dummy unperturbed state variable, and not from \( x_{k+1} \) itself (in the absence of perturbation, both are equal one to each other).
We may name both operators in (14) and (15) the fundamental operators associated with the implicit method. They are realized by the controller shown in (13). Actually, the explicit method in (6) yields the fundamental operator (let us take $d_k = 0$ for simplicity):

$$x_{k+1} = (I_d - h \text{sgn})x_k.$$  

So the fundamental operator is given this time by $x_k \mapsto (I_d - h \text{sgn})(x_k)$. The discrepancy between the operator in (14) and the operator in (16), is obvious.

### 2.4 Closed-loop analysis

The properties of the closed-loop system (5) (13) can be studied, along the lines of [2, 3, 4, 48], and are summarized now.

**Theorem 1** [2, 3, 4, 48] Consider the difference inclusion closed-loop system (5) (13), that is the implicit time-discretization of the set-valued system $\dot{x}(t) = u(t) + d(x(t), t)$, $u(t) \in -\text{sgn}(x(t))$, $x(0) = x_0$, with $|d(x,t)| < 1$ for all $t$ and $x$. Let $h = t_{k+1} - t_k > 0$ be given.

1. In the unperturbed case, the origin of the unperturbed system in (8) is globally Lyapunov stable, with same Lyapunov function in continuous-time and in discrete-time.

2. With a suitable choice of the feedback gain, the solutions to the perturbed system (7) attain $\Sigma_d$ in a finite number of steps and stay in it, i.e., there exists $k^* < +\infty$ such that $x_{k+1} = 0$ for all $k > k^*$.

3. Let the solution to the continuous-time system attain the sliding surface at $t^*$. The control input $\bar{u}(\cdot)$ converges to its continuous-time counterpart $u(\cdot)$ in the following sense:

   (a) Let $d(t)$ be uniformly continuous. For all strictly decreasing sequences $\{h_n\}_{n \in \mathbb{N}}$, one has $\lim_{h_n \to 0} \text{esssup}_{t \in I} |\bar{u}(t) - u(t)| = 0$ for all time intervals $I \subseteq [t^*, +\infty)$.

   (b) Let $d(t)$ be continuously differentiable and with bounded derivative. For all strictly decreasing sequences $\{h_n\}_{n \in \mathbb{N}}$ and all $t > t^*$, one has $\lim_{h_n \to 0} \text{Var}^t_{t^*}(\bar{u}) = \text{Var}^t_{t^*}(u)$.

4. On the sliding surface $\Sigma_d$, one has $u_k = -d_{k-1} \in [-1, 1]$ on $t \in [t_k, t_{k+1})$, and $x_k = hd_{k-1}$ (the disturbance is attenuated by a factor $h$), $k \geq 1$.

We recall that $\bar{u}(\cdot)$ is the staircase input: $\bar{u}(t) = u_k$ for all $t \in [t_k, t_{k+1})$, $k \geq 0$. The time $t^*$ and the integer $k^*$ depend on the initial data. The variation is defined in (4). Item 1 follows from [36, Theorem 5] and [48, section V.C]. Item 2 is proved in [3] and [48]. Item 3 is proved in [48, section V.C]. Item 4 is proved in [3]. It is noteworthy that the explicit method (6) possesses also some convergence properties, see for instance [1, Theorem 9.5] [29, Theorem 2.2], from which the convergence of solutions to (6) towards some solution to the continuous-time DI, can be proved under a linear growth condition on $d(x,t)$. It is also possible to show that the sequence $\{x_k\}_{k \in \mathbb{N}}$ generated by (6), is bounded for any initial data and any $h > 0$. This can be proved with the Lyapunov-like function $V_k = x_k^2$, which satisfies along (6):

$$V_{k+1} - V_k < 0 \quad \text{for all } |x_k| < \frac{h(1 + 2M^2)}{1 - M}, \quad \text{where } |d_k| \leq M < 1.$$

The analysis of the trajectories while they wander in a ball of radius proportional to $h$ and centered at the origin, shows that the controller switches between -1 and +1. This is however quite insufficient for SMC analysis, where one is interested by the closed-loop behaviour for $h > 0$, not as $h \to 0$.

### 2.5 Explicit vs. implicit: further comments

The explicit method in (6) yields digital chattering [39, 40, 41, 131, 132, 120]. This results in a bang-bang input as in Figure 1 (a) (b), because the explicitly discretized controller behaves like a step motor, that is incapable of reaching any value other than +1 and -1.
In order to cope with this issue, one may, as is commonly done in the SMC literature, replace the signum multifunction by a saturation or sigmoid, which approximates it. First, accuracy is necessarily decreased, second the parameter-tuning process so that chattering is effectively decreased, may not be easy at all [51, 130] (see also Remark 7), third adding a saturation destroys the sliding mode (this issue being directly related to the controller set-valuedness on the attractive surface), fourth it is not clear how this regularization performs when the attractive surface has co-dimension $\geq 2$ (and tuning the gains in that case is even less easy, see [8] for details on sigmoid blending) and this is even more true after discretization [14, 13], fifth this adds parameters in the control, which may not be desirable, sixth and finally this may in some cases destroy stability [122, remark 5]. In short, and contrarily to a widely spread idea in the SMC scientific community, adding saturations is far from being a miracle cure to chattering. In fact, the process of parameters tuning so that the performance remains good, is rarely given in the articles, letting one think that this is an automatic, easy process. An enlightening example in $\mathbb{R}^2$ has been worked out numerically in [51]. Its conclusions is that tuning the saturation width and the sampling time, in order to minimize input and output chattering, is at best a difficult process.

A second option is to filter out chattering oscillations by incorporating low-pass filters in the control loop, however this also introduces non-wanted effects like phase lags and additional parameters to tune, and it necessarily implies less accuracy. The analysis of the digital implementation of SMC using low pass filters is far from being complete.

Another solution, could be to add a selection procedure in order to allow for the system to choose an element of the set $\text{sgn}(x_k)$. In Numerical Analysis, the minimum norm selection is sometimes chosen [1, section 9.2.4.1], which is sufficient to get convergence towards solutions to the continuous-time differential inclusion. In our control setting, this is clearly not very appropriate, since the minimum norm element of $\text{sgn}(x_k)$ is either 1 or -1 outside zero, or 0 at zero: it is not possible to counteract the perturbation with such a selection. Actually, the right selection is unknown, since this is the perturbation itself (see in this respect Remark 1). Moreover, numerical approximations do not allow for an exact calculation of zero, so that the decision of whether or not the system has reached the origin, necessarily implies to define a boundary layer containing zero, within which it is decided that $\text{sgn}(x_k) = [-1, 1]$ for all $x_k$ in this boundary layer. This is an additional parameter to be tuned. Such a zero detection issue is not present in the implicit method, where $u_k$ is obtained by solving (13) at each step $k$.

It happens from (13) and Algorithm 1, that $u_k$ is nothing but the saturation function of $x_k$, with saturation width equal to $[-h, h]$. Consequently, one interpretation of the implicit method, is that it applies a saturation (a regularization of the set-valued input), in an automatic way, after the discretization process. This is quite different from adding a saturation in the continuous-time closed-loop, and discretizing afterwards, especially in cases more complex that the simplest scalar example.

As alluded to in the introduction, the idea of using an implicit Euler discretization was fist advocated in [30], in a simple scalar case (and with the idea of inverting the set-valued sign function). However the idea was not pushed forward much because the so-called equivalent controller could not be calculated, since it depends on the disturbance which is unknown [113, 116]. As pointed out earlier, the main contribution of [3] and subsequent articles, is to avoid computing directly the equivalent control, and use instead a disturbance-free auxiliary system that yields a solvable GE. The equivalent control idea is also used in [113], forcing $\sigma_{k+1} = 0$, with an explicit Euler approximation of the anticipative terms depending on future states, and adding an integrator to increase the accuracy in the vicinity of the sliding surface by estimating the disturbance from previous states and inputs.

The issue of measurement noise which may pollute the sliding variable, is a major issue in SMC. Actually the implicit discretization approach is not a miracle cure for that sort of uncertainties.\footnote{Here parameters mean the discretization parameter $h$ and the regularization parameters, like the saturation width.}
As indicated in [50], one needs to perform an optimal tuning of the filters’ parameters in order to guarantee that the closed-loop system keeps good performance. The implicit approach performance slightly decreases when sampling times become too small (see for instance [51, Figures 3.2.4, 3.2.5] [50, Figures 11, 12]): measurement noise may be the cause of this behaviour. However it continues to drastically supersede the explicit approach even for small sampling times. In this setting the use of exact [72] or of algebraic differentiators [81, 82], which behave better than linear filters when they are correctly implemented, may be a promising path.

2.6 Closed-loop structure and generalized equations

The discretized closed-loop system (7), or (5) (13), has the general structure in Figure 4, where \( x(t) \) is the plant’s state, while \( \sigma(t) \) is the sliding variable. The variable \( u^c_k \) denotes the “equivalent” part of the controller, which is zero in the above scalar case (because \( A = 0 \)). In the above scalar case, one has \( x(\cdot) = \sigma(\cdot) \), however in general these two signals are not the same. The block “Generalized equation” corresponds to (7) (b) (c) (d), equivalently to (13): it computes the variable \( \lambda_{k+1} \) as the “output” of the GE in (12). The discrete-time plant \( u_k \mapsto y_k \) usually uses a ZOH method for simulation and real implementation, however it may be another discretization for the control design (for instance, if the plant is nonlinear, the calculations yielding the exact ZOH method are impossible to make, and in such a case another discrete-time model like Euler may be chosen, see sections 3.2 and 3.3).

Other ways to formulate equivalently the GE feedback block for the above scalar system are as follows.

- **Variational Inequalities:** Starting from (10) and (12) and using the normal cone definition, one finds:

  \[
  \text{Find } \bar{x}_{k+1} \in \mathbb{R} \text{ such that: } \langle \bar{x}_{k+1}, \bar{x}_{k+1} - x_k - hv \rangle \geq 0 \text{ for all } v \in [-1, 1] \\
  \text{and} \\
  \text{Find } \lambda_{k+1} \in [-1, 1] \text{ such that: } \langle h\lambda_{k+1} - x_k, v - \lambda_{k+1} \rangle \geq 0 \text{ for all } v \in [-1, 1].
  \]

  These are Variational Inequalities of the first kind. Let us focus on the second VI in (17). It can be rewritten equivalently as

  \[
  \langle h\lambda_{k+1} - x_k, v - \lambda_{k+1} \rangle + \psi_{[-1,1]}(v) - \psi_{[-1,1]}(\lambda_{k+1}) \geq 0, \text{ for all } v \text{ and } \lambda_{k+1} \in \mathbb{R}.
  \]
As such this is a VI of the second kind, and the existence of a unique solution is easily deduced from [5, Corollary 3]. One can also rely on [37, Corollary 2.2.5, Theorem 2.3.3] to infer the same conclusion from (12).

- **Complementarity Problems:** Another formulation of the GE in (12), is obtained by using Complementarity Theory tools. To this end, and without going into details on the relationships between normal cones to polyhedral convex sets and complementarity problems (see the introduction for some details), one remarks by inspection that

\[
\mathcal{N}_{[-1,1]}(\lambda_{k+1}) = \{ z \in \mathbb{R} \mid z = -\gamma_1^k + \gamma_2^k, 0 \leq \gamma_1^k \perp \lambda_{k+1} + 1 \geq 0, 0 \leq \gamma_2^k \perp 1 - \lambda_{k+1} \geq 0 \}.
\]

Thus we obtain an equivalent formulation of (12):

\[
\begin{cases}
\lambda_{k+1} - \frac{x_k}{h} = -z = \gamma_1^k - \gamma_2^k \\
0 \leq \gamma_1^k \perp \lambda_{k+1} + 1 \geq 0 \\
0 \leq \gamma_2^k \perp 1 - \lambda_{k+1} \geq 0,
\end{cases}
\]

where \(\gamma_1^k\) and \(\gamma_2^k\) are two slack variables. From (18) we can obtain the following Linear Complementarity Problem (LCP):

\[
0 \leq \Gamma_k \perp \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \Gamma_k + \begin{pmatrix} \frac{x_k}{h} + 1 \\ \frac{x_k}{h} + 1 \end{pmatrix} \geq 0,
\]

with unknown \(\Gamma_k = (\gamma_1^k, \gamma_2^k)^T\). Notice that same calculations can be led with \(u_k\) instead, and we get then the LCP:

\[
\begin{align*}
0 \leq \bar{\Gamma}_k & \perp \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \bar{\Gamma}_k + \begin{pmatrix} -\frac{x_k}{h} + 1 \\ \frac{x_k}{h} + 1 \end{pmatrix} \geq 0 \\
u_k &= -\frac{x_k}{h} - \bar{\gamma}_1^k + \bar{\gamma}_2^k.
\end{align*}
\]

The matrix of these LCPs is not full rank, hence it is not a P-matrix. However one notices that these LCPs have a special structure, because both terms in their right-hand sides cannot vanish simultaneously. They can be solved by inspection with an enumerative algorithm:

**Algorithm 2:**

1. If \(-\frac{x_k}{h} < -1\), then \(\gamma_1^k = 0\) and \(\gamma_2^k = \frac{x_k}{h} - 1 > 0\), and \(\lambda_{k+1} = 1\).
2. If \(-\frac{x_k}{h} > 1\), then \(\gamma_2^k = 0\) and \(\gamma_1^k = -\frac{x_k}{h} - 1 > 0\), and \(\lambda_{k+1} = -1\).
3. If \(-1 \leq -\frac{x_k}{h} \leq 1\), then \(\gamma_1^k = \gamma_2^k\) and \(\lambda_{k+1} = \frac{x_k}{h}\).

It is noteworthy that Algorithm 2 is *via* (7) (c) the same as Algorithm 1 which solves the projection (13).

*The first conclusion to be drawn from this simple example, is that the implicit controller is the solution to a generalized equation, which can be expressed with various mathematical formalisms: inclusion in a normal cone, variational inequality, projection on a convex set, complementarity problem. This is crucial not only for the well-posedness analysis of the discretized closed-loop system, but also for the controller on-line calculation.*
3 First-order sliding-mode control

Let us now turn our attention to first-order SMC, applied to n-dimensional systems.

3.1 Linear time-invariant n-dimensional systems with matched disturbances

This problem was tackled in [2, 3, 48]. Let us consider the following closed-loop system:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + Bd(x(t), t), \quad x(0) = x_0, \\
u(t) &= u^c(t) + u^s(t) \\
\sigma(t) &= Cx(t) \\
u^s(t) &\in -G \, \text{sgn}(\sigma(t)),
\end{align*}
\]

where notations are the same as in Figure 4, \(u^c(\cdot)\) denotes the continuous part of the input, \(u^s(\cdot)\) its set-valued part (which we denoted as \(u(\cdot)\) in section 2), and \(y(\cdot) = \sigma(\cdot), G \in \mathbb{R}^{p \times p}\) is a control gain, \(C \in \mathbb{R}^{p \times n}\) is a control parameter which is part of the control design, \(B \in \mathbb{R}^{n \times p}\), \(p \geq 1\).

Assumption 1 The \(p \times p\) matrix \(CB\) is positive definite, the plant matrices \(A\) and \(B\) are known, the disturbance \(d(x, t)\) is unknown with known upperbound \(M\) such that \(|d(x, t)| \leq M\) for all \(x\) and \(t\).

The classical first-order SMC is designed, with

\[u^c(t) = -(CB)^{-1}CAx(t)\]

(which guarantees the invariance of the surface \(\sigma(t) = 0\) in the unperturbed case –for this reason \(u^c(\cdot)\) is sometimes named the nominal control law—, and is obtained by setting \(\dot{\sigma}(t) = 0\) –for this reason \(u^c(\cdot)\) is sometimes named the equivalent control law—), and \(u^s(t) \in -G \, \text{sgn}(\sigma(t))\), resulting in the set-valued dynamics:

\[
\begin{align*}
\dot{\sigma}(t) &= CBu^s(t) + CBd(x(t), t) \\
u^s(t) &\in -G \, \text{sgn}(\sigma(t)),
\end{align*}
\]

which belongs to the class of set-valued Lur’e systems\(^5\), see Figure 6 (a). Provided that \(G\) is large enough to counteract the disturbance, the system in (22) possesses a globally attractive sliding surface \(\{x \in \mathbb{R}^n \mid \sigma(x) = 0\}\).

3.1.1 Discrete-time SMC design: calculation of the input

Let us discretize the plant with a ZOH method, with sampling time \(h = t_{k+1} - t_k > 0\):

\[x_{k+1} = e^{Ah}x_k + B_h \bar{u}^c(t) + B_h \bar{u}^s(t) + d_k, \quad t \in [t_k, t_{k+1})\]

with \(B_h = \int_{t_k}^{t_{k+1}} e^{A(t_{k+1} - \tau)}Bd\tau\). \(d_k = \int_{t_k}^{t_{k+1}} e^{A(t_{k+1} - \tau)}Bd(x(\tau), \tau)d\tau\), \(\bar{u}^c(t) = u_k^c\) and \(\bar{u}^s(t) = u_k^s\) for all \(t \in [t_k, t_{k+1})\), define the staircase input. The discrete-time counterpart of the unperturbed version of (22) is proposed as follows:

\[
\begin{align*}
\bar{\sigma}_{k+1} &= \sigma_k + CB_h u_k^s \\
u_k^s &\in -G \, \text{sgn}(\bar{\sigma}_{k+1})
\end{align*}
\]

This is the counterpart of (7) (b) (c) (d), and (23) together with (24) is exactly the generalization of (7). Assume that \(G = \text{diag}(g),\) \(g > 0\) large enough to counteract the disturbance, which guarantees that (22) is globally finite-time Lyapunov stable [115, Chapter 4, section 3]. The extension of Definition 1 is as follows.

\(^5\)i.e., systems with a static feedback nonlinearity which is set-valued [18, 21].
Definition 2 The discrete-time sliding mode corresponds to

\[ \{(x_k, u^s_k) \mid \tilde{\sigma}_{k+1} = 0 \iff u^s_k \in (-g, g) \iff N[-g, g]^p(u^s_k) = \emptyset\}. \]

The counterparts of (12) and of (17) are the inclusion and the VI:

\[ CB_h u^s_k + \sigma_k \in -N[-g, g]^p(u^s_k) \]

Find \( u^s_k \in [-g, g]^p \) such that \( \langle \sigma_k + CB_h u^s_k, v - u^s_k \rangle \geq 0 \), for all \( v \in [-g, g]^p \).

In the scalar case of section 2, \( CB_h = h \) and \( \frac{1}{2}N[-1,1](u^s_k) = N[-1,1](u^s_k) \) due to a basic property of cones. Let \( CB_h = (CB_h)^\top > 0 \), then from (25), and using (2), one can express \( u^s_k \) as an orthogonal projection, as follows:

\[
\begin{align*}
\text{u}^s_k &= \text{proj}_{CB_h} \left( [-g, g]^p; -(CB_h)^{-1}\sigma_k \right) (26)
\end{align*}
\]

which is the counterpart of (13). Once again, general results in [5, 37] could be used to assert existence and uniqueness of \( u^s_k \) in view of the monotonicity property of the ingredients in (25) and (24) (the monotonicity of \( CB_h > 0 \), and of the normal cone and of the signum multifunctions). In practice, the solution to (25) can be found solving a quadratic problem, or an LCP solver like Lemke’s algorithm [1], see section A for details on the complementarity problem associated with (25). Let us now pass to the discretized continuous part \( u^c_k \), which was absent in the scalar case of the foregoing sections. It may be computed in different ways at \( t = t_k \) [48]:

1. \textbf{Exact input:} this is calculated as the above “equivalent” continuous-time controller \( u^c(\cdot) \), solving \( \sigma_{k+1} = Ce^{Ah}x_k + CB_h u^s_k \) with \( \sigma_{k+1} = \sigma_k \): \( u^c_k = (CB_h)^{-1}C(I_n - e^{Ah})x_k \), so that using (23):

\[
x_{k+1} = \left( e^{Ah} + B_h(CB_h)^{-1}C(I_n - e^{Ah}) \right) x_k + B_h u^s_k + d_k. \tag{27}
\]

2. \textbf{Explicit input:} this is a straightforward copy of \( u^c(t) \), replacing \( x(t) \) by \( x(t_k) \), i.e.: \( u^c_{k,exp} = -(CB)^{-1}CAx_k \), so that using (23):

\[
x_{k+1} = \left( e^{Ah} - B_h(CB)^{-1}CA \right) x_k + B_h u^s_k + d_k. \tag{28}
\]

3. \textbf{Implicit input:} \( u^c_{k,imp} = -(CB)^{-1}CAx_k \), with \( x_{k+1} = \left( I_n + B_h(CB)^{-1}CA \right)^{-1}e^{Ah}x_k \) obtained from (23) with \( d_k = 0 \) and \( u^s_k = 0 \), replacing \( x(t) \) by \( x_{k+1} \) in \( u^c(t) \), so that using (23):

\[
x_{k+1} = \left( I_n - B_h(CB)^{-1}CA(I_n + B_h(CB)^{-1}CA)^{-1} \right) e^{Ah}x_k + B_h u^s_k + d_k.
\]

4. \textbf{Midpoint input:} \( u^c_{k,mid} = \frac{1}{2} (u^c_{k,exp} + u^c_{k,imp}) \), combining the above two inputs.

The role of \( u^c(\cdot) \) is to maintain the invariance of the sliding surface, clearly each one of the above discretizations preserves approximately this property in a different way. An important point has to be made here: in general, and even in the absence of perturbation, the discretization of \( u^c(\cdot) \) implies that \( \tilde{\sigma}_{k+1} \neq \sigma_{k+1} \). However the exact input in item 1 guarantees that \( \tilde{\sigma}_{k+1} = \sigma_{k+1} \) when \( d(x, t) = 0 \), indeed using (27) gives \( Cx_{k+1} = Cx_k + CB_h u^s_k \), that is exactly \( \tilde{\sigma}_{k+1} \) in (24). But, the explicit input of item 2 gives from (28): \( \sigma_{k+1} = Cx_{k+1} = C(e^{Ah} - B_h(CB)^{-1}CA)x_k + CB_h u^s_k \), that is not \( \tilde{\sigma}_{k+1} \) in (24). Similarly for the other two discretizations in items 3 and 4.

\footnote{From [48, lemma 6], one has \( CB_h > 0 \) provided \( h \) is small enough.}
Assumption 2 Let $\beta$ be the smallest eigenvalue of $\frac{1}{2}(CB_h + (CB_h)^\top)$. The controller gain $g$ satisfies for all $k \in \mathbb{N}$: $||Cd_k|| \leq g\beta$.

One sees that the condition on the gain $G$ differs from the continuous-time case, where it would be stated as $g > \sup_{t \in \mathbb{R}^+, \epsilon \in \mathbb{R}^+} ||d(x, t)||$.

**Remark 3** It is worth noting (item 1) that $\sigma_{k+1} = \sigma_k$ is a fixed point condition which is the discrete-time counterpart of $\dot{\sigma}(t) = 0$, quite different from imposing $\sigma_{k+1} = 0$ which is a dead-beat input condition, yielding $u_{k}^{\text{eb}} = -(CB_h)^{-1}Ce^{Ah}x_k$ instead of $u_k^c$. The exact input in item 1 satisfies $u_k^c = -h(CB_h)^{-1}CAx_k + (CB_h)^{-1}\mathcal{O}(h^2)$, while $u_k^{\text{eb}} = -(CB_h)^{-1}C(I_n + Ah) + (CB_h)^{-1}\mathcal{O}(h^2)$. Both inputs clearly possess quite different behaviours when $h \ll 1$, as $u_k^{\text{eb}}$ grows unbounded when $h$ vanishes, while $u_k^c$ does not.

### 3.1.2 The fundamental operator

From (24) one infers that the fundamental operator associated with the implicit method is given by:

$$\dot{\sigma}_{k+1} = (I_d + CB_hG \text{sgn})^{-1}(\sigma_k),$$

that is to be compared with (14).

### 3.1.3 Discrete-time SMC design: closed-loop analysis

We therefore have at our disposal four discretizations of $u^c(\cdot)$ and two discretizations of $u^s(t)$. They can be combined as wanted, though clearly the closed-loop system will be influenced significantly. Let us now state a recapitulating theorem, similar to Theorem 1.

**Theorem 2** [48, Lemma 7, Propositions 1, 2, 3, 4, Lemmata 9, 10, 11, Corollary 1] Let Assumption 1 hold, and let $h > 0$ be small enough so that $\text{CB}_h > 0$.

1. The generalized equations (24) and (25) always have a unique solution, hence $u_k^c$ is uniquely defined at each step $k \geq 0$.

2. Let $u_k^c$ be the exact input of item 1. Then in the absence of disturbance, $\dot{\sigma}_{k+1} = \sigma_{k+1} = Cx_{k+1}$ and (24) has a unique equilibrium $\sigma^* = 0$ that is globally finite-time Lyapunov stable, with Lyapunov function $V(\sigma_k) = g ||\sigma_k||$. Let us consider a nonzero matched perturbation, and let Assumption 2 hold. Then:
   
   (a) The sliding surface $\Sigma_d$ is attained after a finite number of steps.
   
   (b) During the sliding-mode phase on $\Sigma_d$, we have $u_{k+1}^c = -(CB_h)^{-1}Cd_k$, i.e., the control compensates for the ZOH perturbation with one step delay.
   
   (c) The staircase input $\ddot{u}^s(\cdot)$ converges towards its continuous-time counterpart $u^s(\cdot)$ during sliding-mode phases, with same assumptions on the perturbation as in Theorem 1 item 3.
   
   (d) The controller $\ddot{u}^s(\cdot)$ is insensitive to the gain $G$ increase when the system is in the sliding mode.

3. Consider (23) and let $u^c(\cdot) \equiv 0$ and $d(x, t) \equiv 0$. The accuracy measured by the error $\Delta\sigma_k \equiv \sigma_{k+1} - \sigma_k$ depends on the discretization of the continuous input $u^c(\cdot)$ discretization:

   (a) with $u_{k,\text{exp}}^c$ or $u_{k,\text{imp}}^c$, $\Delta\sigma_k = \mathcal{O}(h^2)$,
   
   (b) with $u_{k,m}^c$, $\Delta\sigma_k = \mathcal{O}(h^3)$.

4. Let $\epsilon_k \equiv ||\sigma_{k+1}||$ be the discretization error when $||\sigma_k||$ is small enough.
(a) Consider (23) with \(d_k = 0\) for all \(k \geq 0\). Suppose that the closed-loop state is in an \(O(h^2)\)-neighborhood of the sliding surface \(\Sigma_d\) at \(t_k\), i.e., \(\sigma_k = O(h^2)\). If \(u_k^s = u_{k,pl}^s = -G \text{sgn}(\sigma_k)\), then \(\epsilon_k = O(h)\) and the system exits the \(O(h^2)\)-neighborhood.

(b) Let the system (23) be in \(\Sigma_d\). If \(d_k = 0\) for all \(k \geq 0\), and if \(u_k^s = u_{k,imp}^s\) in (26), then \(\epsilon_k\) has the same order as \(\Delta \sigma_k\) in the foregoing item 3 (a) and (b). If \(d_k \neq 0\), then the order is 1 due to the perturbation.

The convergence result in item 2 (c) proves that the implicit input, does represent a good approximation of the set-valued continuous-time input. Convergence results will also be shown in sections 3.2 and 3.3 in more complex cases. But, item 2 (d) proves that the implicit scheme has very good properties not only as \(h\) approaches 0, but when it takes positive values (and experimental results show that such positive values could be large in practice). The result of item 3 is a measure of the error introduced by the discretisation of \(u^c(\cdot)\), on the invariance property guaranteed by \(u^c(\cdot)\) on the sliding surface in the unperturbed case. The result of item 4 (b), shows that the implicit method on the set-valued part of the input, yields in the absence of perturbation and when combined with a midpoint continuous input discretization, a precision in \(h^3\). The proof of these assertions is in [48]. It is also shown in [48] (mainly through simulations) that the explicit discretization \(u_{k,exp}^c\) can destabilize the closed-loop system, even if the implicit input \(u_{k}^s\) in (26) is applied. Such instability phenomenon due to an explicit discretisation is also shown in [121] on a differentiator example.

- The conclusions drawn for the scalar case of sections 2 and 2.6, extend to \(n\)-dimensional systems with matched disturbances, under the positive definiteness of the \(p \times p\) matrices \(CB\) and \(CB_h\). However the discretization of the continuous part of the input (the equivalent, or nominal, part of the controller), plays an important role in the stability and the accuracy of the closed-loop system.

- The monotonicity property plays a major role in the existence and uniqueness of the controller at each step \(k\) (item 1 in Theorem 2), i.e., in the solvability with uniqueness of the feedback block in Figure 4. This is used for more general set-valued controllers in [83] (section 3.3) and [85] (section 3.2).

It is noteworthy that the Lyapunov stability results of item 2 in Theorem 2, concern only the reduced order \(p\) system (24). The stability of the complete closed-loop system with dimension \(n\) constructed from (23), is not shown yet. One may expect that if \(C\) is chosen such that the continuous-time closed-loop system is stable in some sense, then provided solutions to the discretized system converge towards those of the continuous-time one, the stability properties are preserved after discretization, at least for small enough \(h > 0\). We may however be interested to get results for positive \(h\) not “small enough”, a concept that has mainly a mathematical interest, but may lack of practical interest. Results in this direction are given in section 3.2.

### 3.2 Linear time-invariant \(n\)-dimensional systems with matched disturbances and parameter uncertainty

In this section, the robust control problem is made further complex [85], by considering parameter uncertainties in (21), i.e.:

\[
\dot{x}(t) = (A + \Delta_A(x(t), t))x(t) + Bu(t) + Bd(x(t), t), \quad x(0) = x_0,
\]

where \(A\) is known, and \(\Delta_A(x, t)\) contains all uncertainties related to the transition matrix, and is nonlinear, time-varying. We are therefore placing ourselves in a quite general robust control framework.
3.2.1 Continuous-time SMC design

Throughout this section, the following assumption holds true.

**Assumption 3** (i) The pair \((A, B)\) is stabilizable. (ii) The matrix \(B \in \mathbb{R}^{n \times p}\), where \(p < n\), has full column rank. (iii) For all \(t \in [0, +\infty)\) the uncertainty matrix-function \(\Delta_A(t, \cdot)\) is locally Lipschitz continuous and satisfies \(\Delta_A(t, x) = \Lambda \Delta_A^\top(t, x) \prec I_n\) for all \(x \in \mathbb{R}^p\) and for some known \(n \times n\) matrix \(\Lambda = \Lambda^\top > 0\). (iv) For all \(t \in [0, +\infty)\) the external disturbance \(d(t, \cdot)\) is locally Lipschitz continuous. Moreover, there exists \(m > 0\) such that \(\sup_{t \geq 0, x \in \mathbb{R}^n} \|d(t, x)\| \leq m < +\infty\).

Just as we did in section 3.1, we split the controller in a continuous (nominal, equivalent) part \(u^c(\cdot)\) and a set-valued part \(u^s(\cdot)\). The sliding variable is designed from an optimization process as \(\sigma = Cx, C \in \mathbb{R}^{p \times n}, CB\) non-singular, and \(C = (B^\top P^{-1}B)^{-1}B^\top P^{-1}\) for some \(P = P^\top > 0\). The overall controller structure is depicted in Figure 5, where the lower feedback system is the design and analysis model, while the upper diagram represents the implementation via a ZOH method. The “generalized equation” blocks share the same structure. The overall control synthesis makes sense, since as we shall see later, the “error” between the “output” of the real closed-loop system, and that of the design system, becomes arbitrarily small when the sampling period decreases.

![Figure 5: The implicit digital controller structure.](image)

**It is noteworthy that the only difference between the classical explicit controller, and the implicit one, lies in the block “Generalized equation” in Figures 4 and 5.**

The continuous part \(u^c(\cdot)\) of the controller (the nominal, or the equivalent control), is chosen as in section 3.1: \(u^c(t) = -(CB)^{-1}CAx(t) = -CAx(t)\). The control synthesis is made in [85], starting from a state
variable change \( z = Mx, \ z = (z_1^\top, \sigma^\top)^\top, \ M \in \mathbb{R}^{n \times n} \) full rank, which allows one to rewrite the system (30) as:

\[
\begin{align*}
(i) \quad \dot{z}_1(t) &= B_1^\top \left(A + \hat{\Delta}_A(t, z(t))\right) PB_\bot (B_1^\top PB_\bot)^{-1} z_1(t) + B_1^\top \left(A + \hat{\Delta}_A(t, z(t))\right) B\sigma(t) \\
(ii) \quad \dot{\sigma}(t) &= u^*(t) + \dot{\sigma}(t, z(t)) + d_m(t, z(t)),
\end{align*}
\]

where \( \hat{\Delta}_A(t, z) \overset{\Delta}{=} \Delta_A(t, T^{-1}z), \dot{d}(t, z) \overset{\Delta}{=} d(t, T^{-1}z), \dot{d}_m(t, z) \overset{\Delta}{=} (B^\top P^{-1}B)^{-1}B^\top P^{-1}\Delta_A(t, M^{-1}z)M^{-1}z, \ B_\bot \in \mathbb{R}^{n \times (n-p)} \) is an orthogonal complement of \( B \). The advantage of the state variable change, is that the dynamics is split into two parts: one that is unperturbed, and the other one is the sliding variable dynamics that is disturbed. This is quite nice for the SMC design, because in general, parametric uncertainties could create unmatched perturbations. Both subdynamics are coupled, however. The set-valued controller is designed as follows:

\[
-u^*(t) \in K\sigma(t) + g(z(t))\mathcal{M}(\sigma(t)),
\]

where \( \mathbb{R}^{p \times p} \ni K > 0, \ g : \mathbb{R}^n \to \mathbb{R}_+ \) is a positive function depending on the system state \( z \), and \( \mathcal{M} : \mathbb{R}^m \to \mathbb{R}^p \) is a set-valued maximal monotone operator (thus, \( (K + g\mathcal{M})(\cdot) \) is maximal monotone for all constant \( g > 0 \)). The gain \( K \) and the matrix \( P \) are the solution to a specific LMI involving \( \Lambda \) (see Assumption 3 (iii)). The closed-loop system is made of (31) with (32). The sliding variable dynamics in (31) (ii) (32) possesses the same feedback structure as in Figure 6 (a).

**Remark 4** Considering maximal monotone operators in (32), allows one to enlarge the set of multivalued controllers \( u^*(t) \). It encompasses the signum multifunction as in (21).

It is proved in [85, Theorems 22, 24, 25, Corollary 26], that the closed-loop system (31) (32) possesses, under some conditions on \( K, P, \gamma(\cdot), \) \( \text{dom}(\mathcal{M}) = \mathbb{R}^p \), and under Assumption 3, a unique solution in the Caratheodory sense\(^7\), for any initial conditions, with a unique equilibrium that is globally Lyapunov stable, while finite-time stability occurs for the \( \sigma \)-dynamics in (31). On the sliding surface \( \Sigma = \{x \in \mathbb{R}^n \mid CX = 0\} \), the controller \( u^*(\cdot) \) compensates exactly for the equivalent disturbance, as seen from (31).

### 3.2.2 Discrete-time SMC design: calculation of the input

In the context of this article, the first step is to choose a discretization for the plant model (30). Computing a ZOH discretization is impossible, because the plant is nonlinear. Let us choose an explicit Euler discretization:

\[
x_{k+1} = (I_n + hA)x_k + hBu_k + Bd(k, x_k) + h\Delta_A(k, x_k)x_k.
\]

The nominal input \( u^*_k \) is calculated as the exact input, from \( \sigma_{k+1} = \sigma_k \) and (33) without perturbation and uncertainty: \( u^*_k = \frac{1}{h}(CB)^{-1}(\sigma_k - C(I_n + hA)x_k) \). The set-valued input is chosen as \( -u^*_k \in g \mathcal{M}(\sigma_{k+1}) \) with a constant gain \( g > 0 \). After some calculations, one obtains the discrete-time system:

\[
\begin{align*}
\sigma_{k+1} &= \sigma_k + h(\dot{d}(k, z_k) + C\Delta_A(k, z_k)M^{-1}z_k), \\
\dot{z}_{k+1} &= B_1^\top (I_n + hA + h\Delta_A(k, z_k))XB_\bot \left(B_1^\top XB_\bot\right)^{-1} z_k + B_1^\top (I_n + hA + h\Delta_A(k, z_k)) B\sigma_k
\end{align*}
\]

where \( C = (B^\top X^{-1}B)^{-1}B^\top X^{-1} \), \( X = X^\top > 0 \) satisfies some suitable LMI recalled in Theorem 3 below (using Assumption 3 (i)), and one sets:

\[
\begin{align*}
\dot{\sigma}_{k+1} &= \sigma_k + hu_k^* \\
u_k^* + K\dot{\sigma}_{k+1} &\in -g \mathcal{M}(\dot{\sigma}_{k+1})
\end{align*}
\]

\(^7\)The proof does not follow from Filippov’s theory (due to maximal monotone set-valued terms), nor from maximal monotone differential inclusions (due to the presence of \( \gamma(z) \) in (32)), and thus requires some careful developments [85, Appendix A].
The framed system in (35) is quite similar to (24), taking into account that \( CB = I_p \). It represents the generalized equation to be solved at each step \( t_k \) to calculate \( u_k^* \). The dummy variable \( \sigma_{k+1} \) is as in section 3.1 and is used to define the discrete-time sliding surface \( \Sigma_d \).

**Remark 5** It is clear that the state variable \( x_k \neq x(t_k) \) where \( x(t) \) is the solution to the plant’s dynamics (30), and similarly \( z_k^1 \neq z_1(t_k) \), \( \sigma_k \neq \sigma(t_k) \). In all rigor we should denote the variables of the lower feedback system in Figure 5, as \( \tilde{x}_k \), \( \tilde{z}_k \) and \( \tilde{\sigma}_k \) to highlight this fact. We however prefer to keep the used notation and to keep the notation \( \tilde{\cdot} \) for the dummy “unperturbed” sliding variable \( \tilde{\sigma}_{k+1} \), to be consistent with the foregoing sections.

The input \( u_k^* \) is non anticipative, and an extension of (26) is as follows:

\[
u_k^* = -\frac{1}{h}(I_p - (I_p + h(K + gM))^{-1})(\sigma_k)
\]

In Convex Analysis, the mapping \( J^h_{\mathcal{M}}(\cdot) \triangleq (I_p + hM)^{-1}(\cdot) \) is called the resolvent with index \( h \) associated with the maximal monotone map \( \mathcal{M}(\cdot) \), and \( \mathcal{M}^h_{\mathcal{M}}(\cdot) = \frac{1}{h}(I_p - (I_p + hM)^{-1}(\cdot)) \) is its Yosida approximation, hence \( u_k^* = -\mathcal{M}^h_{\mathcal{K} + g\mathcal{M}}(\sigma_k) \). It is single-valued, Lipschitz continuous and non expansive. The point is here: how to calculate such a resolvent in practice, i.e., how to solve the GE block in Figure 5? Let us explain this now. First, it is convenient to compute \( \tilde{\sigma}_{k+1} \) from (35). From (36) it follows that \( (I_n + hK)\tilde{\sigma}_{k+1} - \sigma_k \in -hgM(\tilde{\sigma}_{k+1}) \) or, equivalently, for \( \theta > 0 \),

\[
\theta \sigma_k - \theta(I_p + hK)\tilde{\sigma}_{k+1} \in \theta hg\mathcal{M}(\tilde{\sigma}_{k+1}) \iff \theta \sigma_k + (I_p - \theta I_p - \theta hK)\tilde{\sigma}_{k+1} \in (I_p + \theta hg\mathcal{M})(\tilde{\sigma}_{k+1}) \quad \uparrow
\]

\[
\tilde{\sigma}_{k+1} = J^{thg}_{\mathcal{M}}(\theta \sigma_k + (I_p - \theta(I_p + hK))\tilde{\sigma}_{k+1}).
\]

(37)

The key is that for \( \theta > 0 \) small enough, the right-hand side of the last equation in (37) is a contraction, and the method of successive approximations can be used to solve this fixed point problem. We shall see an example of such solver in section 3.3. More details are also provided in section D. Once \( \tilde{\sigma}_{k+1} \) has been computed from (37), then \( u_k^* \) can be obtained using (35).

**Example 1** Let \( \mathcal{M}(\cdot) = \text{sgn}(\cdot) \) as in section 2, then \( J^h_{\mathcal{M}}(x) = (1 + h \text{sgn})^{-1}(x) = \begin{cases} x - h \text{sgn}(x) & \text{if } |x| > h \\ 0 & \text{if } |x| \leq h \end{cases} \), and \( \mathcal{M}^h(x) = \frac{1}{h}(1 - J^h_{\mathcal{M}}(x)) = \begin{cases} \text{sgn}(x) & \text{if } |x| > h \\ \frac{x}{h} & \text{if } |x| \leq h \end{cases} \). We recover the saturation function as the Yosida approximant of the signum multifunction, coherently with the discussion in section 2.5. Other examples of mappings are given in [83, 86, 85], like \( \mathcal{M}(\cdot) = \partial f(\cdot) \) with \( f(x) = \max_i |x_i| = ||x||_1 \), \( f(x) = ||x||_2, f(x) = \psi_K(x) \) with \( K \) a closed convex non empty set.

**Example 2** Let us choose \( f(\sigma) = ||\sigma||_\infty \) and \( \mathcal{M}(\cdot) = \partial f(\cdot) \). Then \( \mathcal{M}^h(\sigma) = \text{proj}[B^1_p; \frac{\sigma}{h}] \), where \( B^1_p = \{x \in \mathbb{R}^p | ||x||_1 \leq 1 \} \). Using (36) we find that in this case the set-valued controller is an extension of both (13) and (26).

**3.2.3 The fundamental operator**

From (35) it follows that the fundamental operator associated with the implicit algorithm is given by:

\[
\tilde{\sigma}_{k+1} = (I_d + K + gM)^{-1}(\sigma_k).
\]

This is to be compared with (14) and (29), where one notices that all three operators share the same structure.
3.2.4 Discrete-time SMC design: closed-loop stability analysis

Let us now state a recapitulating theorem:

**Theorem 3** [85, Lemma 34, Corollary 35, Theorem 37, Corollary 40, section 4.5] Let the matrices $X$ and $K$ satisfy the LMIs in section B, and $\{0\} \in \text{int}(\mathcal{M}(0))$. Let also Assumption 3 hold, and $CB$ be full rank. Then, the following holds true:

1. The subsystem $\dot{z}_k = B^\top_1 (I_n + hA + h\Delta_A(k, z_k))XB \perp (B^\top_1 XB \perp)^{-1} z^1_k$, obtained by setting $\sigma_k = 0$ in (34), is globally asymptotically stable with Lyapunov function $V(z^1_k) = \frac{1}{2} z^1_k^\top (B^\top_1 XB \perp)^{-1} z^1_k$.

2. $\sigma_k \in hg\mathcal{M}(0)$ for some $k \in \mathbb{N} \iff \sigma_{k+1} = 0$. In addition, if for some $k_0 \in \mathbb{N}$, $\sigma_{k_0+1} = 0$, then $\sigma_{k_0+n} = 0$ for all $n \geq 1$, whenever $\hat{d}(k, z_k) + C\Delta_A(k, z_k)M^{-1}z_k \in g \mathcal{M}(0)$ for all $k \geq k_0$.

3. Let the matched disturbance $\hat{d}(k, z_k) + C\Delta_A(k, z_k)M^{-1}z_k \in g \mathcal{M}(0)$ for all $k \geq k^*$ for some $0 < k^* < +\infty$. Then, in the discrete-time sliding phase the control input $u^*_k$ satisfies $u^*_k = \hat{d}_{k-1} + C\Delta_A(k, z_k)M^{-1}z_k$.

4. During the discrete-time sliding phase, the controller $u^*_k$ is independent of the gain $g$.

5. Let $\mathcal{L}_c \subset \mathbb{R}^n$ be the compact set $\mathcal{L}_c \equiv \left\{ \left( \begin{array}{c} z^1_0 \\ \sigma_0^* \end{array} \right) \in \mathbb{R}^n \mid \frac{1}{2} z^1_0^\top (B^\top_1 XB \perp)^{-1} z^1_0 + \frac{1}{2} \sigma^* \leq c^2 \right\}$. Then, for any initial condition $z_0 = \left( \begin{array}{c} z^1_0 \\ \sigma_0^* \end{array} \right)$ which lies in $\mathcal{L}_c$ for some $c > 0$, there exists $h > 0$ small enough and fixed such that for $g > 0$ satisfying $\varepsilon = \rho + W + (\sqrt{\rho} + 2h\|K\|^2)\bar{\varepsilon}$, where $\bar{\varepsilon} \triangleq \max\{\|z\|, z \in \mathcal{L}_c\}$ and $\rho > 0$ is an arbitrary constant, $\bar{\varepsilon}$ is such that $\|C\Delta_A(k, z_k)M^{-1}z_k\| \leq \sqrt{\rho}\|z_k\|$, the origin of the discrete-time closed-loop system (34) (35) is semi-globally practically stable. In fact, for any initial condition $z_0 \in \mathcal{L}_c$, the trajectories converge to a ball $c^*_h \mathbb{B}_n$ where $c^*_h < c$ and $\lim_{h \to 0} c^*_h = 0$.

6. Let the gain $g > 0$ satisfy $\varepsilon = \rho + (1 + \alpha)(r + W + \sqrt{\rho}\bar{\varepsilon}) + \max \left\{ 2h\|K\|^2\bar{\varepsilon}, \frac{W + \sqrt{\rho}\bar{\varepsilon}}{r} \right\}$ for some constants $\rho, r > 0$ and $\varepsilon > 0$ such that $\varepsilon \mathbb{B}_p \subset \mathcal{M}(0)$. Then, there exists $k_0 > 0$, $k_0 = k_0(\alpha, r)$, which is finite and such that the variable $\sigma_{k_0} = 0$. Moreover, $\sigma_k = 0$ for all $k \geq k_0$, that is, the discrete-time sliding phase is reached in a finite number of steps.

7. Consider the following piecewise continuous functions: $z^1_h(t) \triangleq z^1_k + \frac{t-k}{h} (z^1_{k+1} - z^1_k)$, $\sigma_h(t) \triangleq \sigma_k + \frac{t-k}{h} (\sigma_{k+1} - \sigma_k)$ for all $t \in [t_k, t_{k+1})$, and the step functions $\sigma^*_h(t) \triangleq \sigma_{k+1}$, $\sigma^*_h(t) \triangleq \sigma_k$, $z^1_h(t) \triangleq z_k$, for all $t \in (t_k, t_{k+1})$. Then $z^1_h \to z^1$, $\sigma_h \to \sigma$, $z^1_h^* \to z^1$, $\sigma^*_h \to \sigma$, strongly in $\mathcal{L}_2([0, t]; \mathbb{R}^{n-p})$ or $\mathcal{L}_2([0, t]; \mathbb{R}^p)$ for any $t > 0$. Moreover $(z^1, \sigma)$ is a solution to the differential inclusion (31) (32).

It is noteworthy that the stability of the complete system (34) (35) (not just that of the reduced order sliding variable (35) as in Theorem 2) is proved in Theorem 3 item 5, with a Lyapunov function that is the same as the one used in the continuous-time case. Item 3 in Theorem 3 means, as in section 3.1, that the set-valued controller compensates for the disturbance with a delay of one step $h$. The value of $c^*_h$, in item 5, is given explicitly in [85, Equation (98)]. The value of $\bar{\varepsilon}$ in items 5 and 6, is explicitly given in [85, Equation (42)]. Items 1 through 6 concern the analysis and design model of the plant, using the Euler discretization (33). However item 7 proves that the lower feedback system in Figure 5, is a good approximation of the upper one. This is confirmed by numerical simulations where the upper block in Figure 5 is simulated.
• The system analysed in this section is more complex than that of section 3.1, because it is nonlinear, and with parametric uncertainties. Nevertheless, the results in Theorem 3 prove that the implicit digital implementation of the SMC, guarantees strong closed-loop properties.

• Simulation results in [85] with \( n = 5 \) and \( p = 2 \), indicate that input and output chattering are drastically decreased with the implicit method, which also tolerates large sampling times \( h > 0 \) without deteriorating too much the closed-loop performance.

• The generalized equation to be solved to compute \( u^s_k \) at each step, can in general be solved with a successive approximations method, or explicitly in certain cases (in a way similar to the simpler systems in sections 2 and 3.1).

• Once again, maximal monotonicity appears as a key property for the existence and the uniqueness of the set-valued input \( u^s_k \) (discrete-time system’s well-posedness), and for the continuous-time system’s well-posedness.

• As alluded to in section 2.5, the implicit method performs a kind of regularization after the discretization. This is visible again in (36) through the use of Yosida approximations.

### 3.2.5 Experimental results

Extensive experimental results have been reported for the above SMC in [48, 51, 119] on two laboratory experimental setups: an electropneumatic system [51, 119], and an inverted pendulum on a cart [48]. They confirm most of the properties in the list in section 1: almost suppression of input and output chattering \( P_1 \), insensitivity of the controller to the gain magnitude during the sliding mode \( P_{10} \) (which is henceby experimentally proved to exist, \( P_9 \)), allows for large sampling times while keeping good performances \( P_3 \), all of this without changing the controller’s structure \( P_2 \). Other experimental results can be found in R. Kikuuwe and co-authors’ articles (see the introduction for a list), which all confirm chattering suppression.

### 3.3 Lagrangian systems with matched disturbances and parameter uncertainty

The systems in the foregoing section, are nonlinear due to uncertainties. Let us turn our attention now to systems which are intrinsically nonlinear, Lagrange systems:

\[
M(q(t))\ddot{q}(t) + C(q(t), \dot{q}(t))\dot{q}(t) + G(q(t)) + F(t,q(t),\dot{q}(t)) = \tau(t),
\]

where \( q, \dot{q}, \ddot{q} \in \mathbb{R}^n \) are the vectors of generalized positions, velocities and accelerations, respectively. The matrix \( \mathbb{R}^{n\times n} \ni M(q) = M(q)^T > 0 \), denotes the inertia matrix of the system. The term \( C(q, \dot{q})\dot{q} \in \mathbb{R}^n \) represents the centripetal and Coriolis forces acting on the system. The term \( G(q) \in \mathbb{R}^n \) is the vector of gravitational forces. The vector \( F(t,q,\dot{q}) \in \mathbb{R}^n \) accounts for unmodeled dynamics and external disturbances. Finally, the vector \( \tau \in \mathbb{R}^n \) represents the control input forces. We assume that \( C(q, \dot{q}) \) is defined using the so-called Christoffel’s symbols, so that the skew-symmetry property of the matrix \( \dot{M}(q) - 2C(q, \dot{q}) \) holds [18, Lemma 6.17].

### 3.3.1 Continuous-time SMC design

Just as we did in the foregoing section, let us make a brief summary of the continuous-time SMC design and analysis, before passing to the digital framework. We suppose that the inertial parameters are not known exactly, so that estimates \( \hat{M}(q), \hat{C}(q, \dot{q}) \) and \( \hat{G}(q) \) of the matrices \( M(q), C(q, \dot{q}) \) and \( G(q) \) have to be used in the controller. As we shall see, the proposed controller shares many similarities with that in
section 3.2. Let us set:

\[
\begin{align*}
    u^c(q, \dot{q}, t) &= \dot{M}(q)\dot{q} + \dot{C}(q, \dot{q})\dot{q} + \dot{G}(q) - K_p\dot{q} \\
    -u^c(\sigma, \dot{q}) &\in g(\sigma, \dot{q})M(\sigma)
\end{align*}
\]

(40)

where: \( \dot{q} = q - \dot{q}_d \), \( \dot{q}_d \) is a desired trajectory, \( \sigma = \dot{q} + \Lambda \dot{q}_d \), \( -\Lambda \) is Hurwitz, \( K_p = K_p^T > 0 \), \( K_p\Lambda = \Lambda^TK_p > 0 \), \( \dot{q}_r = \dot{q}_d - \Lambda \dot{q}_d \), the gain \( g(\cdot, \cdot) \) is locally Lipschitz continuous, \( \mathcal{M}(\cdot) \) is a maximal monotone operator. The control objective is the tracking of the desired trajectory \( q_d(\cdot) \) for any initial conditions. The next assumption gathers some classical assumptions on boundedness of the inertial terms, on regularity of the dynamics, and a property of the set-valued term.

**Assumption 4 (i)** \( 0 < k_1 \leq \|M(q)\|_m \leq k_2, \|C(q, \dot{q})\|_m \leq k_C\|\dot{q}\|, \|G(q)\| \leq k_G\|q\|, \|F(t, q, \dot{q})\| \leq k_F \), for some known positive constants \( k_1, k_2, k_C, k_G \) and \( k_F \), (ii) there exists a constant \( k_3 \) such that, for all \( x, y \in \mathbb{R}^n \), \( \|M(x) - M(y)\|_m \leq k_3\|x - y\| \), (iii) the function \( h : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) defined by \( h(x_1, x_2, x_3) = C(x_1, x_2)x_3 \) is locally Lipschitz continuous, (iv) the function \( F(t, x_1, x_2) \) is continuous in \( t \) and uniformly locally Lipschitz continuous in \( (x_1, x_2) \), (i.e., the Lipschitz constant is independent of \( t \)), (v) the function \( G(\cdot) \) is Lipschitz continuous and satisfies \( 0 = G(0) \leq G(x) \) for all \( x \in \mathbb{R}^n \), (vi) let \( \mathcal{M}(\cdot) = \partial G(\cdot) \), then \( \Phi : \text{dom}(\Phi) = \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\} \) is a convex proper lower semicontinuous function, \( 0 = \Phi(0) \leq \Phi(w) \) for all \( w \in \mathbb{R}^n \), and \( 0 \in \text{int}(\partial\Phi(0)) \) there exists \( \alpha > 0 \) such that \( \Phi(\cdot) \geq \alpha\|\cdot\| \), (vi) \( 0 < \tilde{k}_1 \leq \|M(q)\|_m \leq \tilde{k}_2, \|C(q, \dot{q})\|_m \leq \tilde{k}_C\|\dot{q}\|, \|G(q)\| \leq \tilde{k}_G\|q\| \), for all \( (t, q, \dot{q}) \in \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n \) and some known positive constants \( \tilde{k}_1, \tilde{k}_2, \tilde{k}_C \) and \( \tilde{k}_G \), (vii) the estimated matrices satisfy the skew-symmetry property \( \frac{d}{dt}M(q(t)) = \dot{C}(q(t), \dot{q}(t)) + C^T(q(t), \dot{q}(t)) \).

The estimated matrices and vectors are therefore supposed to respect the structure of the real ones and to keep their fundamental properties, but with approximate inertia parameters. The closed-loop system (39) (40) can be rewritten equivalently as follows:

\[
\begin{align*}
    M(q)\sigma + C(q, \dot{q})\sigma + K_p\dot{q} + \xi(t, \sigma, \dot{q}) &\in -g(\sigma, \dot{q})M(\sigma) \\
    \dot{q} &= \sigma - \Lambda \dot{q}_d, \quad \sigma(0) = \sigma_0, \quad \dot{q}_d(0) = \dot{q}_d(0)
\end{align*}
\]

(41)

where \( \Delta M(q) = M(q) - \dot{M}(q) \), \( \Delta C(q, \dot{q}) = C(q, \dot{q}) - \dot{C}(q, \dot{q}) \) and \( \Delta G(q) = G(q) - \dot{G}(q) \). The system in (41) is reminiscent of the Slotine and Li algorithm, and it possesses the set-valued Lur’e system feedback structure [21] depicted in Figure 6 (b).

Figure 6: The closed-loop set-valued Lur’e system structure.

Most importantly for the control design, the equivalent disturbance satisfies \( \|\xi(t, \sigma, \dot{q})\| \leq \beta(\sigma, \dot{q}) \), where \( \beta(\sigma, \dot{q}) = c_1 + c_2\|\sigma\| + c_3\|\dot{q}\| + c_4\|\dot{q}\|\|\sigma\| + c_5\|\dot{q}\|^2 \), for known positive constants \( c_i \), \( i = 1, \ldots, 5 \).
Despite $\mathcal{M}(\cdot)$ is maximal monotone, the well-posedness of (41) cannot be inferred directly from general results on maximal monotone differential inclusions, due to the presence of both $M(q)$ and $g(\sigma, \dot{q})$ that destroy the monotonicity in general [6]. Under suitable condition on $g(\cdot, \cdot)$ and $\alpha$ in Assumption 4 (v), the existence of solutions to (41) is proved in [83, Theorem 1] (see also [84]) with continuous $\sigma(\cdot)$ and $\dot{q}(\cdot)$, $\dot{\sigma}(\cdot)$ essentially bounded on bounded sets, and with uniqueness in case of constant gain $g > 0$. The robust stability is also shown, with global stability of the origin and global convergence of $\sigma(\cdot)$ to zero in finite-time for state-dependent $g(\sigma, \dot{q})$, and semi-global asymptotic stability with constant $g > 0$. One uses the Lyapunov-like function $V(\sigma, t) = \frac{1}{2}\sigma^T M(q(t)) \sigma$, or $H(\sigma, \dot{q}) = \frac{1}{2}\sigma^T M(q(t)) \sigma + \frac{1}{2} \dot{q}^T K_p \dot{q}$.

**Remark 6** In the context of tracking control of Lagrangian systems, the sliding variable $\sigma(\cdot)$ is naturally of dimension $n$ and the sliding surface of codimension $n$.

### 3.3.2 Discrete-time SMC design: calculation of the input

Once the continuous-time design has been done, the next step is to design the digital controller. As we shall see, this shares some common features with the material of section 3.2, but Lagrangian systems possess their own features as well. Mimicking (33), let us start with the following Euler discretization of the plant (39):

$$
\begin{cases}
M(q_k) \dot{q}_{k+1} = C(q_k, \dot{q}_k) \dot{q}_{k+1} + G(q_k) + F(t_k, q_k, \dot{q}_k) = \tau_k \\
q_{k+1} = q_k + h\dot{q}_k.
\end{cases}
$$

We do not repeat here the discussion after (33), let us just mention that the overall structure in Figure 5 will also apply. The proposed controller is:

$$
\begin{cases}
\begin{align*}
\dot{u}_k &= \dot{M}_k \dot{q}_{k+1} - \dot{q}_k^c + \dot{C}_k \dot{q}_{k+1} + \dot{G}_k \\
-\dot{u}_k &\in K_{\sigma} \dot{\sigma}_{k+1} + g \partial \Phi(\dot{\sigma}_{k+1})
\end{align*}
\end{cases}
\begin{cases}
q^c_{k+1} = q_k^c + hq_k^{c'} + \tau_k = u_k^c + u_k^c
\end{cases}
$$

where $\dot{q}_{k}^c = \dot{q}_{k} - \lambda \dot{q}_{k}$, $K_{\sigma} = K_{\sigma}^T > 0$, $g > 0$ is constant. One difference between the continuous-time and the discrete-time inputs, is that the term $K_{\sigma} \dot{q}$ in $u^c(t)$ in (40), is transferred into $K_{\sigma} \dot{\sigma}_{k+1}$ in $u_k^c$. One notices that $q_k^{c+1}$ is available at $t = t_k$, using (42). After some manipulations, one obtains the discrete-time closed-loop system:

$$
\begin{cases}
(M_k \dot{\sigma}_{k+1} - M_k \dot{\sigma}_k + hC_k \sigma_{k+1} + hK_{\sigma} \dot{\sigma}_{k+1} - h\xi_k = -hg \zeta_{k+1} \\
\dot{q}_{k+1} = (I_n - h\Lambda) \dot{q}_k + h\sigma_k
\end{cases}
$$

and

$$
\begin{align*}
\dot{M}_k \dot{\sigma}_{k+1} - \dot{M}_k \dot{\sigma}_k + h\dot{C}_k \dot{\sigma}_{k+1} + hK_{\sigma} \dot{\sigma}_{k+1} &= -hg \zeta_{k+1} \\
\zeta_{k+1} &\in \partial \Phi(\dot{\sigma}_{k+1})
\end{align*}
$$

where $\dot{\sigma}_{k+1}$ is a dummy variable as in (24) and (35). Notice that the equivalent counterpart of the sliding-variable dynamics in (22) and (31) (32), is given here by the first equation in (41), and its discrete-time counterpart is in (45), and is the generalized equation similar to (24) and (35). The overall controller structure is depicted in Figure 7. Let us concentrate on the “Generalized equation” block in Figure 7. Let us define $\dot{A}_k \triangleq \left( \dot{M}_k + h\dot{C}_k + hK_{\sigma} \right)$. It defines a strongly monotone operator when $\dot{\mu} + h\lambda_{\text{min}}(K_{\sigma}) - \frac{\|\mu\|_{\text{inf}}}{\lambda_{\text{max}}(K_{\sigma})} \geq 0$, where $\epsilon = o(h)$ satisfies $\ddot{M}_{k+1} - \ddot{M}_k = h\dot{C}_k + h\dot{C}_k^T + \dot{\epsilon}_k$ and $M_{k+1} - M_k = hC_k + hC_k^T + \epsilon_k$ (this is an approximate version of the above skew-symmetry property). It follows from tools from variational inequality theory that in such a case, the ”Generalized equation” feedback block is given by:
Figure 7: The implicit digital controller structure.
The Prox(·) map is a rather classical tool of Convex Analysis\(^8\), and we shall give an example next that clarifies its meaning. The important point at this stage, is to see that the “Generalized equation” feedback block represented in (46), defines an unique non-anticipative controller \(u_k^\circ\) in (43). The next step is how to solve it in real-time implementations. We suggested in section 3.2, that the fixed-point problem (37) can be solved with successive approximations methods [69, section 14]. This is indeed a fast method, certainly more suitable for real-time implementation than other solvers like semismooth Newton methods. Let us choose \(\Phi(\sigma) = \alpha ||\sigma||_1\), \(\alpha > 0\), so that \(\partial \Phi(\sigma) = (\text{sgn}(\sigma_1), \text{sgn}(\sigma_2), \ldots, \text{sgn}(\sigma_n))^\top\), then the algorithm (46) to be implemented at each \(t_k\), \(k \geq 0\), to calculate \(\tilde{\sigma}_{k+1}\), and using a method of successive approximations, is as follows [83]:

Algorithm 3:

1. Set \(\mu > 0\) small enough such that \(0 < \hat{A}_k + \hat{A}_k^\top - \mu \hat{A}_k^\top \hat{A}_k\) holds.
2. Set \(j = 0\) and set \(x^0 \in \mathbb{R}^n\).
3. Compute \(x^{j+1}\) as
   \[
   v^j = \left( I - \mu \hat{A}_k \right) x^j + \mu \hat{M} \sigma_k,
   \]
   \[
   x^{j+1} = v^j - \mu \text{proj} \frac{[-c,c]^n}{\mu},
   \]
   where \(c = hg\alpha\) and the set \([-c,c]^n\) represents the \(n\)-cube in \(\mathbb{R}^n\) centered at the origin with edge length equal to \(2c\).
4. If \(\|x^{j+1} - x^j\| > \varepsilon\), then increase \(j\) and go to step 3. Else, set \(\tilde{\sigma}_{k+1} = x^{j+1}\) and stop.

The constant \(\varepsilon\) represents the precision of the algorithm. We provide in section C more details on the GE(\(\tilde{\sigma}_{k+1}\)), in particular how it may be solved with an LCP, hence recovering what happens for the other cases in (20), (113) and (122).

A big difference between SMC and Optimization or Contact mechanics, is that the dimension of the problem represented by the “Generalized equation” feedback block in Figures 4, 5 and 7, is proportional to the co-dimension of the sliding surface (i.e., \(p\) in sections 3.1 and 3.2, \(n\) in section 3.3), and thus remains small (while in Contact Mechanics the contact LCP dimension may reach several hundred thousands).

3.3.3 The fundamental operator

Using (45) one deduces that the scheme is advanced as follows:

\[
\tilde{\sigma}_{k+1} = (\hat{A}_k + hg \partial \Phi)^{-1}(\hat{M}_k \sigma_k)
\]

\(^8\)Its use is widely spread in Optimization, and this may be the first time it is applied in SMC.
Once again one recognizes that the fundamental operator is reminiscent from proximal algorithms as long as $A_k$ is a positive definite matrix, and shares the same structure as the foregoing fundamental operators in (14), (29) and (38).

3.3.4 Discrete-time SMC design: closed-loop stability analysis

Let us state now a recapitulating theorem which summarizes the results in [83].

**Theorem 4** [83, Lemma 6, Corollary 2, Theorems 4, 5, 6] Let Assumption 4 hold.

1. Suppose that $h > 0$ is such that $||\hat{\xi}_k||_m \leq \min(\tilde{k}_1,2h\lambda_{\min}(K_x))$, and that $\left\| \tilde{M}_k \hat{\sigma}_k \right\| \leq g_\alpha$. Then $\hat{\sigma}_{k+1} = 0$. Moreover, suppose that $\tilde{M}_k = \tilde{M}_k$, $C_k = \tilde{C}_k$ (no parametric uncertainty), that $\xi_k$ is uniformly bounded by some constant $0 < \tilde{F} < +\infty$, and that the gain satisfies $2\tilde{k}_2\tilde{F} \leq g_\alpha$. Then, $\hat{\sigma}_{k_0 + 1} = 0$ for some $k_0$ implies that $\hat{\sigma}_{k_0 + 0} = 0$ for all $n \geq 1$.

2. The equivalent control which maintains the constraint $\hat{\sigma}_{k+1} = 0$ for all $n \geq 1$ is given by $\zeta_{k+2} = \frac{1}{\tilde{F}}\tilde{M}_k + \frac{1}{\tilde{B}_k}((M_k - \tilde{M}_k) \hat{\sigma}_k - h \xi_k)$, with $B_k = M_k + hC_k$.

3. Consider the discrete-time dynamical system (44) (45), without parametric uncertainty $(M_k = \tilde{M}_k, C_k = \tilde{C}_k$) and $\xi_k$ uniformly bounded by $\tilde{F}$. Then, the origin $(\sigma^*, \hat{\sigma}^*) = 0$ is globally practically stable whenever $g_\alpha \geq \max\left\{\frac{\tilde{k}_2}{\tilde{k}_1} \tilde{F} \left(1 + \frac{\tilde{F}}{\tilde{k}_1 \tilde{F}}\right), \frac{2\tilde{k}_2}{\tilde{k}_1} \tilde{F} \left(\tilde{r}_n + \frac{2\tilde{F}(\tilde{h})}{\tilde{k}_1}\right)\right\}$, for some $0 < \tilde{r}$ small enough and fixed. Moreover, $\hat{\sigma}_k$ reaches the origin in a finite number of steps $k^*$, and $\hat{\sigma}_k = 0$ for all $k \geq k^* + 1$.

4. Consider the discrete-time dynamical system (44) (45). Then, there exist constants $\tilde{r}_n > 0$, $\delta^* > 0$, $\beta$, $F(h)$ and $h^* > 0$ such that, for all $h \in (0, \min\{\delta^*, h^*\}$, the origin of (44) is semi-globally practically stable whenever $g$ and $\alpha$ satisfy $g_\alpha \geq \max\left\{\frac{\tilde{k}_2}{\tilde{k}_1} \tilde{F} \left(1 + \frac{\tilde{F}}{\tilde{k}_1 \tilde{F}}\right), \frac{2\tilde{k}_2}{\tilde{k}_1} \tilde{F} \left(\tilde{r}_n + \frac{2\tilde{F}(h)}{\tilde{k}_1}\right)\right\}$. Moreover, $\hat{\sigma}_k$ reaches the origin in a finite number of steps $k^*$, and $\hat{\sigma}_k = 0$ for all $k \geq k^* + 1$.

5. Assume that the spectrum of $I_n - h\Lambda$ is in the interior of the unitary circle. Then, if there is no disturbance (i.e., $\xi \equiv 0 \Rightarrow \sigma_k = \hat{\sigma}_k$), the origin of (44) (45) is globally finite-time Lyapunov stable, while $\tilde{q}_k \to 0$ asymptotically.

6. Let $(\sigma_k, \tilde{q}_k)$ be a solution to the closed-loop discrete-time system (44) (45), and let the functions $\sigma_k(t) = \sigma_k(t) + \frac{\tilde{q}_k - \tilde{q}_k(t)}{h}(\sigma_k - \sigma_{k+1})$, $\tilde{q}_k(t) = \tilde{q}_k(t) + \frac{\tilde{q}_k(t) - \tilde{q}_k(t)}{h}(\tilde{q}_k - \tilde{q}_k(t))$, for all $t \in [t_k, t_{k+1})$, be the piecewise-linear approximations of $\sigma_k$ and $\tilde{q}_k$ respectively. Then, we can find a sequence of sampling times $h$ converging to zero, such that $(\sigma_k, \tilde{q}_k)$ converges to $(\sigma, \tilde{q})$, where $(\sigma, \tilde{q})$ is a solution to (41) with constant $g$ and $M(\cdot) = \partial\Phi(\cdot)$.
The stability analyses presented in the foregoing sections for the implicit controllers (Theorems 1, 2, 3 and 4), are all led with Lyapunov functions which are very close, or equal to their continuous-time counterparts. Consequently the implicit approach mimics the continuous-time framework.

3.3.5 Numerical simulations

Simulations are presented in [83], on a two-degree-of-freedom planar manipulator, following the “Implementation block diagram” in Figure 7. They confirm that the implicit approach supersedes the explicit one. However they reveal also that the discrete-time sliding phase is never reached exactly (in the configuration of Figure 7) because of the non-exact plant discretization (42). Thus small chattering is present (however much smaller than with the explicit approach), which is absent in the pure discrete/discrete setting (the “design and stability analysis block diagram” in Figure 7). An important additional conclusion of these numerical tests, is that the closed-loop system is unstable with the explicit controller $u^e_k = K_σσ_k + g \partialΦ(σ_k)$ (instead of (43)), for $h > h^* > 0$ and some $h^*$, while it remains stable with the implicit method.

The fact that the explicit method requires much smaller sampling periods than the implicit one to attain less good performances, may constitute one of the most important, if not the most important advantage of the implicit approach.

3.4 Further case studies of the implicit method

Let us provide a brief overview of further studies on the implicit discretization of SMCs.

3.4.1 Backstepping nested SMC algorithm for unmatched perturbations

It is worth recalling that the popular backstepping method, has been originally proposed in [118, 31, 32, 117] in an SMC context for the control of triangular systems (named therein block control, see [18, p.544] for a short history of backstepping). More recently a nested SMC controller has been proposed to cope with unmatched perturbations [87], for planar systems as:

$$\begin{align*}
\dot{x}_1(t) &= x_2(t) + d_1(x_1(t), t) \\
\dot{x}_2(t) &= u(t) + d_2(x_2(t), t).
\end{align*}$$

The goal is to regulate $x_1(\cdot)$ to a neighborhood of zero, with a backstepping nested controller of the form $u(x_1, x_2) \in -g_2\Xi(x) - g_3\text{sgn}(\Xi(x))$, $\Xi(x) \in x_2 + g_1\text{sgn}(x_1)$, $g_1, g_2, g_3 > 0$ constant gains. The implicit discrete-time input is calculated solving a two-step GE. Comparisons are made with a first order SMC and an $H_∞$ controller on stirred-tank reactors in series, through numerical simulations, and seem to be in favor of the nested SMC input. It is noteworthy that if $d_1(\cdot)$ is time differentiable with bounded first derivative, the system in (48) can be reduced to a double integrator with matched disturbance $\ddot{x}_1(t) = u(t) + \frac{d}{dt}(d_1(x_1(t), t)) + d_2(x_1(t), t)$, and the twisting algorithm (see section 4.1) can be applied, yielding $(x_1(t), \dot{x}_1(t)) \to (0, 0)$ so that $x_2(t) \to -d_1(x(t), t)$ as $t \to +\infty$. However on one hand this is a restrictive assumption on the disturbance, on the other hand the twisting algorithm applies to dimension 2 systems, while the backstepping nested approach should be extendable to dimension $n \geq 3$ systems.

3.4.2 Perturbation estimation to increase the precision

One way to improve the accuracy of discrete-time SMC, is to use the fact that since the controller compensates for the perturbation with a one-step delay, the perturbation is known (or estimated) with a one-step delay and this estimation could be used to approximately compensate at the next step (if the perturbation does not vary too abruptly). In this respect the implicit method certainly represents a great advantage compared with the implicit one, because the discrete sliding surface is given a rigorous definition and it is attained in finite-time, see Theorems 1 and 2. Such ideas were proposed for instance
in [113] in which, however, only the continuous (equivalent) part of the controller is considered in the analysis. The work in [47] uses similar ideas with an implicit discretization of the equivalent-based SMC, and proves that accuracy is improved proportionally to the disturbance estimation accuracy.

3.4.3 Fixed-time convergence

It is proved in [19] that the implicit Euler method allows one to preserve the fixed-time convergence property of a nonlinear system with SMC. Though the type of controller considered in [19] has little practical interest (because it has a cubic term in the input, yielding high overshoot), it shows a further property of the implicit discretization, namely the hyper exponential convergence rate (while the explicit discretization may yield instability of the closed-loop system [76]).

3.4.4 Parabolic SMC filtering

Basically, the problem studied in [9, 55, 56, 57, 80, 62] concerns noise reduction filtering, and is written as

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) \\
\dot{x}_2(t) &\in -\frac{k_1+1}{2} \text{sgn}(\sigma(t)) - \frac{k_2-1}{2} \text{sgn}(x_2(t)) \\
\sigma &\triangleq x_2 + \text{sgn}(x_1 - u) \sqrt{2k_2|x_1 - u|},
\end{align*}
\]

where \(k_1 > 1, k_2 > 0\), \(u(\cdot)\) is the filter input while \(y = x_1\) is its output. Such filters can remove impulsive and high-frequency noise, with smaller phase lag than linear filters. Improved versions of the basic parabolic scheme are proposed in [80, 57], with extensive numerical simulations and comparative numerical analysis in open and closed-loop. They are implemented digitally with an implicit Euler method and various experimental validations are reported: force projecting master-slave systems with one- and six-degree-of-freedom manipulators [55, 62], racing wheel [56], ultrasonic sensor and optical encoder [9, 54].

3.4.5 Proxy-based SMC

Proxy-based SMC has been developed in the setting of haptic systems control [61, 64, 59, 60], parallel robots control [106], control of an active ankle foot orthosis (AAFO) for paretic patients [52], control of a piezoelectric-actuated nanopositioning stage [42]. It applies to Lagrangian systems (39), and combines a PID controller with a first-order SMC. The continuous-time design and controller discretization are presented in [61, 64, 59], with experimental validations. The continuous-time closed-loop stability is analyzed in [60].

3.4.6 Amplitude-and rate-saturated controller

These are introduced in [11, 10], to control linear invariant systems with matched perturbations, as in (21). The input is defined through a differential inclusion as:

\[
\begin{align*}
\dot{u}(t) &\in -g \text{ sgn} \left( u(t) + \text{sat} \left( \frac{C_r x(t, u(t))}{\gamma_c + CB \|u\| + CBM} \right) \right) \\
\gamma(x, u) &= \min \left( \gamma_c, \frac{|CAx| + CB \|u\| + CBM}{g} \right),
\end{align*}
\]

with \(C \in \mathbb{R}^{1 \times n}, CB > 0, |d(t)| \leq m, \gamma(x, u) \leq \gamma_c, \text{ sat}(\cdot)\) is the usual saturation function, with saturation width \(\alpha > m\). The objective is to get an input that satisfies \(|u| \leq \alpha\) and \(|\dot{u}| \leq g\). It is shown that sliding mode exists, and an implementable implicit Euler discretization of \(u(\cdot)\) is calculated.

\(^9\) Apparently [61] is the first article where the implicit method has been advocated in the context of digital proxy-based SMC.
4 Second-order sliding-mode control

Let us now turn our attention to second-order SMC, and focus on the twisting and the super-twisting controllers. Though it is sometimes admitted that Higher-Order SMC (HOSMC) suppresses chattering, such is not the case, as witnessed by simulation and experimental results, for the super-twisting [112, 25, 79] and the twisting [127, 50, 123] schemes. It is thus worth investigating their implicit discretization.

4.1 Twisting algorithm

The twisting algorithm has been one of the first HOSMC to be presented in the literature. It was proposed in [71] with a full stability analysis, see also a stability analysis with a weak Lyapunov function in [94]. Given a sliding-variable that is of relative degree 2 with respect to the control input, i.e., \( \dot{\sigma}(t) = a(x(t), t) + b(x(t), t)u(t) \), \( 0 < b_{\min} \leq |b(x, t)| \leq b_{\max} \), \( |a(x, t)| \leq a_{\max} \), the twisting scheme takes the form:

\[
u^*(t) = -g_1 \text{sgn}(\sigma(t)) - g_2 \text{sgn}(\dot{\sigma}(t)), \quad g_1 > 0, \quad g_2 > 0,
\]

yielding a differential inclusion \( \dot{\sigma}(t) \in a(x(t), t) - b(x(t), t)g_1 \text{sgn}(\sigma(t)) - b(x(t), t)g_2 \text{sgn}(\dot{\sigma}(t)). \) Conditions guaranteeing the global finite-time stability of the origin \( (\sigma^*, \dot{\sigma}^*) = (0, 0) \) have been derived in [71, 94], they are simply \( g_1 > g_2 > 0 \) when \( a(x, t) \equiv 0 \) and \( b(x, t) = 1 \). To illustrate the big difference between the twisting algorithm and the schemes studied in the foregoing sections, let us start with the simplest case, where \( a(x, t) \equiv 0 \) and \( b(x, t) = 1 \). It is known that the explicit Euler discretization of the input, i.e., \( u^*_k = -g_1 \text{sgn}(\sigma_k) - g_2 \text{sgn}(\dot{\sigma}_k) \), yields chattering, as shown experimentally in [50] and analytically in [127] (though it may possess interesting accuracy properties when combined with disturbance estimation [68]). The ZOH discretization yields, with an implicit control

\[
u^*_k \in -g_1 \text{sgn}(\sigma_{k+1}) - g_2 \text{sgn}(\dot{\sigma}_{k+1})
\]

to be computed at \( t = t_k \) and applied on \([t_k, t_{k+1}]:\)

\[
\Sigma_{k+1} = A_h \Sigma_k + B_h \lambda^*_{k+1} \\
\lambda^*_{k+1} \in -\text{sgn}(\Sigma_{k+1}) \quad \iff \quad B_h \lambda^*_{k+1} + A_h \Sigma_k \in \mathcal{N}_{[-1, 1]}(\lambda^*_{k+1}),
\]

with \( \Sigma_k = (\sigma_k, \dot{\sigma}_k)^T \), \( A_h = e^{Ah} = \begin{pmatrix} 1 & h \\ 0 & 1 \end{pmatrix}, A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, B_h = h g_1 b_k \begin{pmatrix} \frac{h}{2} & \beta^2 \\ 1 & \beta \end{pmatrix}, g_2 = \beta g_1 \), with the approximation \( b_k = b(x_k, k) \). One sees that \( \lambda^*_{k+1} = (\lambda^*_{1, k+1}, \lambda^*_{2, k+1})^T \) in (53) plays the same role as \( \lambda_{k+1} \) in (7) (c) (d), with \( u^*_k = g_1 \lambda^*_1 + g_2 \lambda^*_2 \). The equivalence is obtained by using (1), which gives \( \Sigma_{k+1} \in \mathcal{N}_{[-1, 1]}(u^*_k) \). This generalized equation is under the canonical form as in the left-hand side of (2), but unfortunately \( B_h \) is an indefinite matrix, thus \( \lambda^*_{k+1} \mapsto B_h \lambda^*_{k+1} + A_h \Sigma_k \) is not a monotone operator, general results [5, 37] about the uniqueness of such GE do not apply, and finally (2) cannot be used so that (53) does not define a projection as (13) or (26). Henceby the GE in (53) is less nice than its first order SMC counterparts in (24), (or (25)), (35) and even (45).

The twisting algorithm yields a GE for the calculation of the implicit input, that is less tractable than its first-order SMC counterparts. This is mainly due to the loss of monotonicity of a crucial feedback operator.

Actually, the block diagrams in Figure 6 (a) and in Figure 8, where \( u^* = -(g_1, g_2)\lambda^*, \lambda^*_1 \in \text{sgn}(\sigma), \lambda^*_2 \in \text{sgn}(\dot{\sigma}) \), are similar Lur’e set-valued systems. However the feedback static nonlinearity within the dashed block \( (\sigma, \dot{\sigma}) \mapsto -u \) loses the maximal monotonicity property due to the sum of the two signum multifunctions.
4.1.1 Discrete-time twisting design: calculation of the input

Let us rewrite the GE (53) in a more general setting with non zero term $a(x, t) = a_{nom}(x, t) + d(x, t)$, where $a_{nom}(x, t)$ is its nominal known part and $d(x, t)$ is its unknown uniformly bounded part (a disturbance or uncertainty). Let us set the GE $(\tilde{\Sigma})$

$$\dot{\tilde{\Sigma}}_{k+1} = A_h \tilde{\Sigma}_k + F_{h,a} + B_h \lambda^s_{k+1}$$

$(54)$

with $\tilde{\Sigma}_k = \begin{pmatrix} \tilde{\sigma}_k \\ \lambda^s_k \end{pmatrix}$, which is the counterpart of $(7)$ (b) (c) (d), (24), (35) and (45). The vector $F_{h,a} = \left( \frac{h a_k}{2} \right)$ stems for possible non zero $a_{nom}(x, t)$, with the explicit Euler approximation $a_k = a_{nom}(x, k)$.

As we saw in sections 3.2 and 3.3, see Remark 5, there are two possible reasons for $\tilde{\Sigma}_{k+1} \neq \Sigma(t_{k+1})$: a non-exact discretization of the differential inclusion $\dot{\sigma}(t) \in a(x(t), t) - b(x(t), t)\sigma(t) - b(x(t), t)\beta(t)\lambda^s(t)$ due to nonlinear terms, and/or the presence of uncertainties. Here both are present due to the approximation $a_k$ and due to $d(x, t)$. The (approximate) plant discretization is now given by $\Sigma_{k+1} = A_h \Sigma_k + B_h \lambda^s_{k+1} + F_{h,a} + F_{h,d}$, with $F_{h,d} = \int_{t_k}^{t_{k+1}} e^{A(t_{k+1} - \tau)} B d(x(t), \tau) d\tau$. The difference between $\tilde{\Sigma}_{k+1}$ and $\Sigma_{k+1}$ on one time step, is therefore equal to $F_{h,d}$.

Let us use once again the inversion $\tilde{\Sigma}_{k+1} \in \mathcal{N}_{[-1,1]}^2(\lambda^s_{k+1})$ of the second equation in $(54)$. Henceby the GE($\tilde{\Sigma}_{k+1}$) in $(54)$ can be rewritten equivalently as the GE($\lambda^s_{k+1}$) (its dual, or conjugate GE):

$$A_h \Sigma_k + F_{h,a} + B_h \lambda^s_{k+1} \in \mathcal{N}_{[-1,1]}^2(\lambda^s_{k+1}).$$

$(55)$

The following holds true.

**Proposition 1** [50, Lemma 1, Proposition 1] [49, Lemma 2]

1. The GE($\tilde{\Sigma}_{k+1}$) in $(54)$ has always a unique solution for any $\Sigma_k$, $F_{h,a}$ and any $h > 0$.

2. The control input value $u^*_k = g_1 \lambda^s_{k+1} + g_1 \beta \lambda^s_{k+1}$ is always unique also, and non anticipative.

3. The multipliers $\lambda^s_{k+1} \in \mathbb{R}^2$, solutions to the GE in $(55)$, are unique whenever $\tilde{\Sigma}_{k+1} \neq 0$. 

The existence of solutions in item 1 is a straightforward application of [37, Corollary 2.2.5]. However the proof of uniqueness of solutions in items 1 and 2 requires specific developments that do not follow from general results on uniqueness of solutions to such GE, see [50]. Non anticipativeness in item 2 comes directly from the GE($\lambda^s_{k+1}$). As noted in [50, Remark 2], item 3 also holds in the continuous-time setting.
Solving the controller GE: The overall structure of the discrete-time implementation of the twisting scheme, follows that of the block diagrams shown in Figures 5 and 7. Clearly the GE($\lambda_{k+1}^*$) in (55) can be rewritten as an LCP, in a way quite similar to sections A, C and D, or as a variational inequality. As alluded to above, the problems encountered in SMC are of low dimension (here, two variables). The GE($\lambda_{k+1}^*$) can be solved on-line using the algorithm in [23], which is available in the software package siconos [1]第十。Due to its low dimension with 9 possible cases, the GE($\lambda_{k+1}^*$) can also be solved enumeratively. The algorithm which has been used to obtain the experimental results described in section 4.1.4 is explicitly written in [46, Appendix C.2]. It is a MATLAB code of about 120 lines long. On the contrary, the MATLAB code used for the scalar SMC is about 10 lines long, see [46, Appendix C.1].

4.1.2 The fundamental operator

From (54) one infers that the scheme is advanced form step $k$ to step $k+1$ with the fundamental operator:

$$\hat{\Sigma}_{k+1} = (I_d + B_h \sgn)\Sigma_k + (A_h \Sigma_k + F_{h,a}).$$

(56)

Again the glocal structure is that of the foregoing cases in (14), (29), (38) and (47). The big issue here, which makes the twisting algorithm so different from other SMC, is that the matrix $B_h$ is indefinite. Hence this time the fundamental operator clearly departs from proximal algorithms.

4.1.3 Discrete-time twisting design: closed-loop analysis

Let us start with the following definition.

Definition 3 The discrete-time sliding surface is

$$\Sigma^d = \{ (\tilde{\sigma}_k, \dot{\tilde{\sigma}}_k) \in \mathbb{R}^2 \mid (\tilde{\sigma}_k, \dot{\tilde{\sigma}}_k) = (0, 0) \Leftrightarrow \lambda_k^* \in (-1, 1)^2 \},$$

where $(\tilde{\sigma}_k, \dot{\tilde{\sigma}}_k)$ is the solution to the GE in (54).

Proposition 2 Let us consider the above discretization of the system $\dot{x}(t) = a(x(t), t) + b(x(t), t)u(t)$, with the implicit discrete-time twisting controller $u_k^* \in -g_1\lambda_{1,k+1}^* - g_1\beta\lambda_{2,k+1}^*$, and $\lambda_{k+1}^*$ solution to the GE in (55), to be applied at $t = t_k$.

1. On $\Sigma^d$ one has $\sigma_k = \frac{h^2}{2} \alpha_k, \dot{\sigma}_k = -ha_k, \lambda_{1,k+1}^* + \beta\lambda_{2,k+1}^* = 0, u_k^* = 0$.

2. Let $a(x, t) \equiv 0$ and $b(x, t) = 1$ (double-integrator system), $g_1 > g_2 > 0$, and the implicit twisting controller. Then [46, Lemmas 2.3.10, 2.3.11, 2.3.12] [49, Lemma 1]:
   (a) The segment $\{(0, \sigma_k) \in \mathbb{R}^2 \mid |\sigma_k| \leq \frac{h}{2}(g_1 - g_2)\}$ is invariant for the system (54).
   (b) The origin of the system (54) is reachable only from the line segment $S_0 = \{ (\sigma_k, \dot{\sigma}_k) \in \mathbb{R}^2 \mid \sigma_k + \frac{h}{2}\dot{\sigma}_k = 0, |\dot{\sigma}_k| \leq h(g_1 + g_2)\}$.
   (c) $S_0$ is not an attracting set of the closed-loop discrete-time system, and the set of initial positions that can reach the origin is a union of countably many segments. Therefore it has Lebesgue measure zero.

3. Let $d(x, t) \neq 0, |d(x, t)| \leq M < +\infty$, then on $\Sigma^d$ one has $\Sigma_{k+1} = F_{h,d} = O(h)$.

The discretization used in the preliminary results in [3, Equation (50)], differs from the above because an implicit Euler method was used to calculate the GE (54), not a ZOH method. It can be shown that both methods differ by an $O(h^2)$ term premultiplied $\lambda_{k+1}^*$ in the $\tilde{\sigma}_{k+1}$ dynamics. Nevertheless the conclusions drawn in [3, Propositions 7, 8] agree with those in Proposition 2 item 1, in the sense that the term $a(x, t)$

is attenuated by a factor $h^2$ on the position and by a factor $h$ on the velocity. The accuracy of the implicit twisting algorithm is therefore equivalent to that of the explicit scheme [127, 68], and could be improved with an disturbance estimation along the lines of section 3.4.2, see [68]. Recall that in item 2, $\Sigma_k = \Sigma_k$ so that (53) and (54) are the same systems. The consequence of item 2, is that the system may cycle between two values $(0, \alpha)$ and $(0, -\alpha)$ with $|\alpha| \leq \frac{h}{2}(g_1 + g_2)$, for some initial conditions. These cycles vanish as $h \to 0$. But they hamper one to state asymptotic stability results for $h > 0$. This means that the above implicit discretization of the input, is too simple to guarantee stronger stability property. This has motivated the study of a modified version of the regular discrete-time implicit twisting algorithm in (52), which guarantees global finite-time Lyapunov stability [49]. The modification does not lie in the arguments (the controller is still implicit), but in the controller structure. Specifically, let us assume that $a(x,t) \equiv 0$ and $b(x,t) = 1$ as in item 2 of Proposition 2. We have seen that the implicit controller is calculated from $\Sigma_{k+1} = -N_{[-1,1]^2}(\lambda_k)$, which allows the designer to construct and solve the GE in (55). This inclusion shows that the state at step $k+1$ must belong to minus the normal cone to the hypercube $[-1,1]^2$. If the segment $S_0$ does not belong to the normal cone, there is no chance to get the asymptotic stability. The idea is to set instead: $\Sigma_k = \Sigma_k$, with $K \subset IR^2$ a bounded polytopic convex set $K = \{x \in IR^2 \mid Ex \leq b\}$, $E \in IR^{2 \times 2}$ and $b \in IR^2$, designed such that the normal cone to $K$ contains $S_0$,

see Figure 9 where $K$ defined with $E(h) = \begin{bmatrix} 1 & 0 \\ -\frac{h}{2} & 1 \\ -1 & 0 \\ \frac{h}{2} & -1 \end{bmatrix}$ and $b = (1,1,1,1)^T$ is depicted. Then we obtain

the following.

**Figure 9: Normal cones to the set $K$.**

**Proposition 3** [49] Let $a(x,t) \equiv 0$, $b(x,t) = 1$, and the discretization $\Sigma_{k+1} = A_h \Sigma_k + B_h \lambda_k$, $u_k = g_1 \lambda_{k+1} + g_2 \lambda_{k+2}$. Let also $0 < h < 2$ and $g_1 > \left(1 + \frac{h}{2}\right) g_2 > 0$. Then the controller defined by $\Sigma_{k+1} = -N_{K}(\lambda_k)$ renders the origin $(\sigma_k, \dot{\sigma}_k) = (0,0)$ the unique equilibrium of the closed-loop system, which is globally finite-time Lyapunov stable.

The proof is led with the Lyapunov function $V(\sigma_k, \dot{\sigma}_k) = g_1 |\sigma_k + \frac{h}{2} \sigma_k| + \frac{1}{2} \sigma_k^2 - \frac{h}{2} g_2 \lambda_{2,k} \dot{\sigma}_k$, which is close to its continuous-time counterpart in [94].

**4.1.4 Experimental results**

Thorough experimental results are presented in [50], obtained on an electropneumatic system with dimension 4, see Figure 10, where the explicit input is $u_k = -g_1 \text{sgn}(\sigma_k) - g_2 \text{sgn}(\dot{\sigma}_k)$. It produces a
high-frequency bang-bang signal (Figure 10 top). The conclusions drawn for first-order SMC are still valid: drastic decrease of input and output chattering, and insensitivity of the input with respect to the gain $\beta$ increase.
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Figure 10: Explicit (top) and implicit (bottom) discrete-time twisting inputs, $h = 10$ms.

It is noteworthy that in general, the second order dynamics for $\sigma(\cdot)$ stems from a higher dimensional system that has relative degree two with respect to $\sigma(\cdot)$ seen as an output, so that $\sigma(\cdot)$ and $\dot{\sigma}(\cdot)$ are designed as functions of some measured output $y(\cdot)$ and of its derivatives, usually obtained as the output of linear filters that approximate differentiation (so-called “dirty filters” $\frac{\tau s}{s^2 + \tau}$, $\tau > 0$, which introduce phase lags of 11). This is a feature shared by the first order SMC. A crucial fact noticed in [50], is that the experimental results drastically depend on the correct tuning of “extra” parameters: time constants $\tau$ of the linear filters to construct $\sigma = Cx$ and possibly $\dot{\sigma}(\cdot)$, and entries of the “output” matrix $C$. A detailed presentation of the selection of these parameters is made in [50, section 5] and [46, section 4.1.3]. We reach once again the same conclusion as in the foregoing sections: the implicit method does not aim at improving the accuracy (at least, not theoretically), it aims at alleviating chattering and it allows one to get results close to the continuous-time behaviour (in particular, $P_2$ and $P_{10}$ in the introduction). However it is clear that the suppression of output chattering, may result in better accuracy of the implicit method compared to the explicit one, for same gains and sampling periods $h > 0$.

**Remark 7** Saturations or sigmoid regularizations of both signum multifunctions can be applied to the twisting scheme. It is expected that tuning the saturations widths and the sampling time $h > 0$ to alleviate chattering, will require an off-line process, likely to be more complex than the first-order SMC case studied in [51]. The complete analysis of the system’s behaviour in the boundary layer, is related directly to the time-discretization of a singularly perturbed system (where the singular parameter is the saturation width). The time discretization of singularly perturbed systems is known to be a tough issue, where the boundary layer dynamics strongly depends on the sampling time versus saturation width ratio $[14, 13]$. Letting $x \overset{\Delta}{=} \sigma$ and $z \overset{\Delta}{=} \dot{\sigma}$, while a saturation with width $1 \gg \epsilon > 0$ is used to regularize both signum functions, the regularized twisting algorithm writes down inside the boundary layer with width $2\epsilon$:

$$\begin{align*}
\dot{x}(t) &= z(t) \\
\epsilon \dot{z}(t) &= -g_1 x(t) - g_2 z(t).
\end{align*}$$

(57)

Following [14, 13], the time-discretization with an explicit Euler method and fast sampling $h \approx \epsilon$ is equal to:

$$\begin{pmatrix} x_{k+1} \\ z_{k+1} \end{pmatrix} \approx \begin{pmatrix} 1 + \frac{h g_1}{92} \frac{1 + e^{-92 \epsilon x_k}}{92} - \frac{h}{92} (e^{-92} - 1) \\ \frac{g_1}{92} (e^{-92} - 1) \end{pmatrix} \begin{pmatrix} x_k \\ z_k \end{pmatrix},$$

(58)

11This drawback may be alleviated by using sliding-mode differentiators instead.
while for slow sampling it becomes
\[
(x_{k+1}, z_{k+1}) \approx \begin{pmatrix} 1 + \frac{h \beta g_1}{2g_2} (e^{-\beta g_2} - 1) \\ \frac{g_1}{g_2} (e^{-\beta g_2} - 1) \end{pmatrix} e^{-\beta g_2} (x_k, z_k),
\]
with \(\beta \gg 1, \, h = \beta \epsilon\).

Remark 8  A continuous twisting algorithm has been proposed in [114], and its implicit time-discretisation is studied in [123]. Numerical simulations show that it supersedes the explicit one. Further theoretical work is needed to analyse the properties of this algorithm (finite-time stability, robustness). It would also be quite interesting to lead comparison studies between this implicit algorithm and the one in [49].

4.2 Super-twisting algorithm

The super-twisting algorithm can be used in the contexts of control [71], observation and exact differentiation. In fact, despite it can attenuate chattering effects, its explicit Euler discretization is still prone to input and output chattering, as witnessed by analysis [129], numerical simulations [79, 125], and experiments [25]. Its implementation with the implicit method is thus worth investigating. The super-twisting controller applies to a disturbed plant of the form:
\[
\begin{align*}
\dot{x}_1(t) &= u(t) + \varphi(t) \\
\dot{\varphi}(t) &= \Delta(t),
\end{align*}
\]
with the controller:
\[
\begin{align*}
u(t) &= -g_1 \sqrt{|x_1(t)|} \text{sgn}(x_1(t)) + \nu(t) \\
\nu(t) &\in -g_2 \text{sgn}(x_1(t)),
\end{align*}
\]
control gains \(g_1 > 0, \, g_2 > 0\), giving the closed-loop system, where \(x_2(\cdot) = \Delta(\cdot) + \varphi(\cdot)\):
\[
\begin{align*}
\dot{x}_1(t) &= -g_1 \sqrt{|x_1(t)|} \text{sgn}(x_1(t)) + x_2(t) \\
\dot{x}_2(t) &\in -g_2 \text{sgn}(x_1(t)) + \Delta(t).
\end{align*}
\]
A basic assumption is \(\sup_{t \geq 0} |\Delta(t)| \leq M\) for some known constant \(M\). As is known, the dynamics in (62) also corresponds to that of a super-twisting observer for a dimension two system [3, 25, 133], where the two states are the observation errors.

4.2.1 Discrete-time super-twisting design: calculation of the input

As in the foregoing sections, the first step is to choose a discrete-time model for the plant (60). Without going into details, let us propose:
\[
\begin{align*}
x_{1,k+1} &= x_{1,k} + hu_k + h\bar{\varphi}_k \\
\varphi_{k+1} &= \bar{\varphi}_k + h\bar{\Delta}_k,
\end{align*}
\]
where \(\bar{\varphi}_k\) and \(\bar{\Delta}_k\) are an approximation of \(\int_{t_k}^{t_{k+1}} \varphi(t)dt\) and of \(\int_{t_k}^{t_{k+1}} \Delta(t)dt\), respectively. Then the implicit controller to be calculated at \(t = t_k\) and applied on \(t \in [t_k, t_{k+1})\) (i.e., \(u^*(t) = u_k^*\) for all \(t \in [t_k, t_{k+1})\)), is obtained as [20]:
\[
\begin{align*}
u_{k+1} &= \nu_k - g_2h \text{sgn}(\bar{x}_{1,k+1}) \\
u_k &= \nu_k - g_2h \text{sgn}(\bar{x}_{1,k+1}),
\end{align*}
\]
from which one can design the following generalized equations:
\[ \begin{align*}
\hat{x}_{1,k+1} &= x_{1,k} + h u_k^* \\
u_k^* &= -g_1 \sqrt{|x_{1,k+1}|} \sign(\hat{x}_{1,k+1}) + \nu_{k+1} \\
u_{k+1} \in [\nu_k - g_2 h \sign(\hat{x}_{1,k+1})] 
\end{align*} \quad \iff \quad \begin{align*}
u_k^* &= -g_1 \sqrt{|\hat{x}_{1,k+1}|} \xi_{k+1} + \nu_{k+1} \\
u_{k+1} &= \nu_k - g_2 h \xi_{k+1} \\
f(-g_2 h^2 \xi_{k+1}) &\in N_{[-1,1]}(\xi_{k+1}) \\
g(\hat{x}_{1,k+1}) &\in -g_2 h^2 \sign(\hat{x}_{1,k+1})
\end{align*} \tag{65} \]

where \( g(x) = x + h g_1 \sqrt{|x|} - x_{1,k} - h \nu_k \), \( f(y) = g^{-1}(x) \) (i.e., the second GE in the right-hand side of (65) is just the inverse of the first one). The discrete-time system in (65) may be considered as a virtual unperturbed system. It happens that the GEs in (65) are solvable and their solution can be calculated analytically, so that the controller is given uniquely by the following algorithm [20]:

**Algorithm 4:**

- **data:** \( x_{1,k} \) and \( \nu_k \), \( a = h \lambda_1 \), \( h > 0 \), \( \lambda_1 > 0 \), \( \lambda_2 > 0 \), \( b_k = -x_{1,k} - h \nu_k \).
- **if** \( b_k < -h^2 \lambda_2 \), **then** \( \sqrt{|\hat{x}_{1,k+1}|} = \frac{-a + \sqrt{a^2 - 4(b_k + \lambda_2 h^2)}}{2} \); \( \nu_{k+1} = \nu_k - h \lambda_2 \); \( u_k = -\lambda_1 \sqrt{|\hat{x}_{1,k+1}|} + \nu_{k+1} \).
- **else if** \( b_k \in [-h^2 \lambda_2, h^2 \lambda_2] \), **then** \( u_k = \nu_{k+1} = -\frac{x_{1,k}}{h} \).
- **else if** \( b_k > -h^2 \lambda_2 \), **then** \( \sqrt{|\hat{x}_{1,k+1}|} = \frac{-a + \sqrt{a^2 + 4(b_k - \lambda_2 h^2)}}{2} \); \( \nu_{k+1} = \nu_k + h \lambda_2 \); \( u_k = \lambda_1 \sqrt{|\hat{x}_{1,k+1}|} + \nu_{k+1} \).
- **terminate**

The function \( f(\cdot) \) is a strictly monotone continuous single-valued mapping, so the first GE in the right-hand side of (65) is a variational inequality of the class studied in [37], and is an extension of (12) (or of (25)), while the second GE involving \( g(\cdot) \) may be compared with (9) (or with (24)). This implies that these two GEs can be graphically interpreted as in Figure 3, changing the affine functions (dashed lines) by nonlinear strictly increasing curves, see Figure 11 [20, Figure 2] [125, Figure 2]. Thus the super-twisting algorithm shares unexpected features with first-order SMC. The second GE in the right-hand side of (65), namely \(-g(\hat{x}_{1,k+1}) \in g_2 h^2 \sign(\hat{x}_{1,k+1})\), is graphically represented just by rotating the curves in Figure 11, in a similar way as done in Figure 3.

Figure 11: The generalized equation \( f(x) \in -N_{[-\alpha,\alpha]}(x), \alpha > 0. \)
The implicit discretization of the super-twisting algorithm yields a uniquely solvable GE, and con-
tarily to the twisting scheme, it possesses some internal maximal monotonicity property.

As noticed at the end of section 2.5, the implicit discretization in that case has the interpretation of
regularizing the signum set-valued function. Does it have the same effect for the super-twisting algorithm
? This is shown in [67], however with a different kind of implicit discretisation.

Remark 9 Semi-implicit schemes have been proposed in [3, Section III.B.2] for the super-twisting algo-
rithm. However their analysis is very partial. Nevertheless semi-implicit schemes may be an interesting
option to reduce on-line computations and improve the chattering behaviour compared to the explicit
method.

4.2.2 The fundamental operator

Let us consider (65). From the left set of equations one deduces:

\[ \tilde{x}_{k+1} = (I_d + h^2 g_2 \text{sgn} + h g_1 \sqrt{\cdot} \text{sgn})^{-1}(x_{1,k} + h \nu_k). \] (66)

One sees that the main difference with foregoing fundamental operators in (14), (29), (38) and (56), is
that the nonlinear continuous term \( h g_1 \sqrt{\cdot} \text{sgn} \) is added. Thus super-twisting yields an extension of
classical proximal algorithms.

4.2.3 Discrete-time super-twisting design: closed-loop analysis

Preliminary results have been obtained for mixed twisting and super-twisting observer [79], super-twisting
observer and implicit discretization [3, 125], where numerical simulations and the calculation of the
controller are shown.

Definition 4 The discrete-time sliding surface is defined as \( \Sigma_d = \{ (\tilde{x}_{1,k}, \nu_k) \in \mathbb{R}^2 \mid \tilde{x}_{1,k} = 0, \nu_k = 0 \} \).

Let us summarize now the stability results in [20].

Theorem 5 The following is true:

1. The unique fixed point of the unperturbed (or virtual) closed-loop system (65) is \( (\tilde{x}^*_1, \nu^*) = (0,0) \).

2. Assume that the discrete-time state belongs to \( \Sigma_d \) for all \( t_i, i \leq k + 1 \). Then \( x_{1,k} = h^2 \lambda_2 \xi_{k+1}^1 \) for
some \( \xi_{k+1}^1 \in [-1,1] \), while \( x_{1,k+1} = h^2 \lambda_2 \xi_{k+1}^2 + h \tilde{\phi}_k \) for some \( \xi_{k+1}^2 \in [-2,2] \). If \( \tilde{x}_{1,k+2} = 0 \) and
\( \nu_{k+1} = 0 \), then \( x_{1,k+1} \) will also satisfy \( x_{1,k+1} = h^2 \lambda_2 \xi_{k+2}^1 \) for some \( \xi_{k+2}^1 \in [-1,1] \).

Suppose that the perturbation \( \Delta(t) \equiv 0 \).

1. Let \( g_1 > 0 \) and \( 0 < g_2 < \frac{g_1^2}{2 \sqrt{2}} \). Then the origin of the discrete-time closed-loop system (65), is
globally asymptotically stable in the sense of Lyapunov.

2. The sliding surface \( \Sigma_d \) is attained in a finite number of steps and is invariant.

The proof of the global asymptotic stability (second item 1) is not trivial. Indeed it relies on the fact
that the continuous-time system (62) admits a continuous Lyapunov function with convex level sets,
continuously differentiable outside the origin. Previously discovered Lyapunov functions [91, 105, 111] do
not meet such requirements. The Lyapunov function is not explicitly designed in [20], but its existence
is proved using the implicit Lyapunov function approach [102].
5 Homogeneous systems

The foregoing sections were dedicated to show that the implicit discretization of first order SMC carries the nice properties of continuous-time SMC, to the digital implementation setting. It is of interest to look for generalizations and further applications of this powerful feature. A property of first order SMC in section 3, is the maximal monotonicity of the set-valued controller, which plays a crucial role in the well-posedness of both the continuous and the discrete-time algorithms. In particular it appears to be very useful for the solvability and uniqueness of solutions to the GE blocks in Figures 4, 5 and 7. This property is lost for second order SMC in section 4. Indeed the twisting algorithm set-valued part is not monotone, however it is d-homogeneous with degree $\nu = -r$ for any weighted dilation $d(s) = \text{diag}(e^{rs}) \in \mathbb{R}^{2 \times 2}$, $r > 0$, $s \in \mathbb{R}$. The super-twisting set-valued right-hand side is not monotone (though, as we saw, it has some internal monotonicity properties), but it is d-homogeneous with degree $\nu = -r$ for any weighted dilation $d(s) = \text{diag}(e^{rs}, e^{rs}) \in \mathbb{R}^{2 \times 2}$, $r > 0$, $s \in \mathbb{R}$. These two examples suggest that the homogeneity property could be used for the study of higher order SMC, that could enable one to design discrete-time methods which keep the nice properties of continuous-time higher-order SMC after their digitalization. This is the objective of [36, 101].

5.1 Motivating example

To explain the key idea of the later constructions, let us consider two scalar non-linear control systems [101]:

$$\begin{cases}
\dot{x}(t) = u(x(t)) \\
u(x) = -2\sqrt{|x|}\text{sgn}(x)
\end{cases} \iff \begin{cases}
y(t) = \hat{u}(y(t)) \\
\hat{u}(y) \in -\text{sgn}(y).
\end{cases}$$

The first system (x-system) has a continuous right-hand side. The control $u$ appears, for example, as a part of the super-twisting controller (see Section 4.1.4). The second system ($y$-system) is the conventional first order sliding mode system (see section 2). Both systems are finite-time stable, i.e., the state of each system vanishes in a finite time. These two systems are topologically equivalent (homeomorphic on $\mathbb{R}$ and diffeomorphic on $\mathbb{R}\setminus\{0\}$). More precisely, if $x(\cdot, x_0)$ is the solution to the first system with $x(0) = x_0 \in \mathbb{R}$, then $y(\cdot, y_0) = \sqrt{|x(\cdot, x_0)|}\text{sgn}(x(\cdot, x_0))$ is the solution to the second system with $y(0) = y_0 = \sqrt{|x_0|}\text{sgn}(x_0)$, and vice versa. Both control systems admit an implicit Euler discretization as follows:

$$\begin{cases}
x_{k+1} = x_k + hu_k \\
u_k = -2\sqrt{|x_{k+1}|}\text{sgn}(x_{k+1})
\end{cases} \iff \begin{cases}
y_{k+1} = y_k + h\hat{u}_k \\
\hat{u}_k \in -\text{sgn}(y_{k+1}).
\end{cases}$$

The topological equivalence between these two systems is destroyed after discretization. Indeed, for the first system one has

$$\begin{cases}
x_{k+1} = \left(\sqrt{h^2 + |x_k|} - h\right)^2\text{sgn}(x_k) & \neq 0 \\
u_k = 2(h - \sqrt{h^2 + |x_k|})\text{sgn}(x_k)
\end{cases} \quad \text{for all } k \geq 0,$$

provided that $x_0 \neq 0$, but the implicit scheme for the second equation gives (see section 2 for the details)

$$\begin{cases}
y_{k+1} = \begin{cases}
y_k - h\text{sgn}(y_k) & \text{if } |y_k| > h \\
0 & \text{if } |y_k| \leq h
\end{cases} \\
u_k = \begin{cases}
-\text{sgn}(y_k) & \text{if } |y_k| > h \\
-\frac{h}{k} & \text{if } |y_k| \leq h.
\end{cases}
\end{cases}$$

Obviously, if $|x| \neq 0$, then

$$|x_{k+1}| \neq 0 \quad \text{and} \quad |x_{k+1}| = \gamma(x_k)|x_k|$$

with

$$\gamma(x_k) \triangleq \left(\sqrt{\frac{h^2}{|x_k|}} + 1 - \sqrt{\frac{h^2}{|x_k|}}\right)^2 \in (0, 1), \quad k = 1, 2, \ldots.$$
with its derivatives vanish \[74\]. They are an extension of the so-called unit vector controllers. In mathematical analysis, the symmetry of a function \(f(x)\) is known as homogeneity, which is expected to be based on the transformation of the original system to an equivalent one, which admits a consistent discrete-time approximation that preserves the finite-time stability property. A design of the corresponding discretization scheme is expected to be finite-time stable. Indeed, if \(|\hat{x}_0| > h^2\) then
\[
|\hat{x}_{k+1}| = \hat{\gamma}(\hat{x}_k)|\hat{x}_k| \quad \text{with} \quad \hat{\gamma}(\hat{x}_k) \triangleq \left(1 - \frac{h}{\sqrt{|\hat{x}_k|}}\right)^2 < \hat{\gamma}(\hat{x}_0) \in (0, 1), \quad k = 1, 2, \ldots,
\]
and there exists \(k_h \in \mathbb{N}\) such that \(|\hat{x}_{k_h}| \leq h^2\), i.e., \(x_{k_h+1} = 0\). This example motivates us to conjecture that even continuous finite-time stable systems may have a consistent discrete-time approximation that preserves the finite-time stability property. A design of the corresponding discretization scheme is expected to be based on the transformation of the original system to an equivalent one, which admits a finite-time stable implicit discretization. Such an approach is useful for the discretization of the so-called quasi-continuous HOSM algorithms\footnote{Quasi-continuous HOSM algorithms are continuous everywhere except at the HOSM set where the sliding variable and its derivatives vanish [74]. They are an extension of the so-called unit vector controllers.} [34, 74, 102], which, in some particular cases, may have a discontinuity only in one point of the state space.

The key question is the existence of a coordinate transformation \(\Phi(\cdot)\) (see Figure 12), which allows the consistent discretization of the system in \(\mathbb{R}^n\). In [101] it has been shown that such a discretization exists for so-called d-homogeneous differential equations and inclusions.

5.2 Homogeneity

5.2.1 Linear dilations

In mathematical analysis, the symmetry of a function \(f(\cdot)\) with respect to the uniform dilation of its argument \(x \mapsto e^s x\), where \(s \in \mathbb{R}\), is known as homogeneity. In the simplest case, it is defined as follows
\[
f(e^s x) = e^s f(x), \quad \text{for all } s \text{ and } x,
\]

\[
\frac{x_{k+1}}{x_k} = \Phi^{-1}(\Phi(x_k) + h \hat{f}(x_{k+1})) \quad \text{and} \quad y_{k+1} = y_k + h \hat{f}(y_{k+1})
\]

Figure 12: The proposed scheme of the consistent implicit discretization of \(\dot{x}(t) = f(x(t))\).
where $\nu \in IR$ is a constant parameter. In other words, homogeneity is a dilation symmetry. The latter is always needed for linearity that requires additionally the central symmetry $f(-x) = -f(x)$ and the additivity $f(x + y) = f(x) + f(y)$. Thus all linear functions are homogeneous with respect to the uniform dilation. A homogeneous mapping is somewhere in-between essentially non-linear and linear ones. In the 18th century the homogeneity with respect to the uniform dilation (the standard homogeneity) has been studied by Leonhard Euler. His notion of homogeneity is still well known in the context of the so-called homogeneous polynomials. Homogeneity of nonlinear systems is studied, for example, in [135, 44, 108, 17, 94, 73], see [99] for a general presentation. Obviously, the sign function is standard homogeneous, indeed: $\text{sgn}(e^x) = e^{\beta s}\text{sgn}(x) = \text{sgn}(x)$ (at $x = 0$ this is understood as equality of sets). The standard homogeneity considered above has been introduced by means of the uniform dilation $x \mapsto e^sx$, $s \in IR$. It is clear that if we change the dilation rule to a non-uniform one, then another type of homogeneity can be defined. Below we deal with the so-called linear dilation [98], which in $IR^n$ is given by the following definition.

**Definition 5** A map $d : IR \to IR^{n \times n}$ is called a linear dilation in $IR^n$ if it satisfies the three properties:

1. **Group property:** $d(0) = I_n$ and $d(t+s) = d(t)d(s) = d(s)d(t)$ for all $t, s \in IR$;

2. **Continuity property:** $d(\cdot)$ is a continuous map, i.e.,

$$\forall t \in IR, \forall \varepsilon > 0, \exists \delta = \delta(t, \varepsilon) > 0 : |s-t| < \delta \implies \|d(s)-d(t)\| < \varepsilon;$$

3. **Limit property:** $\lim_{s \to -\infty} \|d(s)x\| = 0$ and $\lim_{s \to +\infty} \|d(s)x\| = +\infty$ uniformly on the unit sphere $S \triangleq \{x \in IR^n : \|x\| = 1\}$.

The dilation $d(\cdot)$ is a continuous group of invertible matrices $d(s) \in IR^{n \times n}$, $d(-s) = [d(s)]^{-1}$. The dilation $d(\cdot)$ can be utilized for the scaling of any vector $x$ in $IR^n$ as $x \mapsto d(s)x$. The most popular dilations in $IR^n$ are:

- **uniform–or standard–dilation** (L. Euler, 18th century):

$$d_1(s) = e^sI_n, \quad s \in IR,$$

(67)

- **weighted dilation** [135]:

$$d_2(s) = \begin{pmatrix} e^{s_1} & 0 & \cdots & 0 \\ 0 & e^{s_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & e^{s_n} \end{pmatrix}, \quad s \in IR, \quad r_i > 0, \quad i = 1, \ldots, n.$$  

(68)

The matrix $G_d \in IR^{n \times n}$ defined as $G_d = \lim_{s \to 0} \frac{d(s)-I_n}{s}$, is known [95, Chapter 1] as the generator of the group $d(\cdot)$. It satisfies the property $\frac{d_d(s)}{ds} = G_d d(s)$, i.e.,

$$d(s) = e^{G_ds} = \sum_{i=0}^{+\infty} \frac{s^i G_d^i}{i!}, \quad s \in IR.$$  

(69)

The limit property implies that the generator $G_d$ is an anti-Hurwitz matrix. Obviously, the generator of the standard dilation is the identity matrix $I_n$, and the generator of the weighted dilation is a diagonal matrix with $r_i$ on the main diagonal.

**Definition 6** The dilation $d(\cdot)$ is said to be strictly monotone if there exists $\beta > 0$ such that $\|d(s)\| \leq e^{\beta s}$ as $s \leq 0$.

Strictly monotone dilations satisfy a coercivity condition [99, Proposition 6.5]. The monotonicity of a dilation may depend on a norm $\| \cdot \|$ in $IR^n$. A dilation $d$ in $IR^n$ is strictly monotone (see [98, 99] for more details) with respect to the weighted Euclidean norm $\|x\|_\rho \triangleq \sqrt{x^TPx}$, provided that the matrix $P \in IR^{n \times n}$ satisfies the matrix inequalities

$$PG_d + G_d^TP > 0, \quad P = P^T > 0.$$  

(70)

\footnote{The matrix $G_d \in IR^n$ is anti-Hurwitz if $-G_d$ is Hurwitz.}
5.2.2 Homogeneous functions and vector fields

Vector fields which are homogeneous with respect to dilation \( \mathbf{d}(\cdot) \), have many properties useful for control design and state estimation of linear and nonlinear plants, as well as for analysis of convergence rates \[108, 17, 96\]. Most HOSM controllers are homogeneous \[73, 94\] with respect to the weighted dilation (see above).

**Definition 7** A vector field \( f: \mathbb{R}^n \rightarrow \mathbb{R}^m \) (resp. a function \( h: \mathbb{R}^n \rightarrow \mathbb{R} \)) is said to be \( \mathbf{d} \)-homogeneous if there exists \( \nu \in \mathbb{R} \) such that
\[
f(\mathbf{d}(s)x) = e^{\nu s} \mathbf{d}(s)f(x), \quad \forall x \in \mathbb{R}^n \setminus \{0\}, ~ \forall s \in \mathbb{R}.
\]
(71) 

(resp. \( h(\mathbf{d}(s)x) = e^{\nu s} h(x), \quad \forall x \in \mathbb{R}^n \setminus \{0\}, ~ \forall s \in \mathbb{R} \).)

(72) 

The number \( \nu \in \mathbb{R} \) is called the homogeneity degree of the vector field \( f(\cdot) \) (resp., of the functional \( h(\cdot) \)).

**Example 3 (Homogeneity of the second order sliding mode algorithms)** Let \( n = 2 \) and \( \mathbf{d}(s) = \begin{pmatrix} e^{2s} & 0 \\ 0 & e^s \end{pmatrix}, \quad s \in \mathbb{R}. \) (73)

It is easy to check that the second order sliding mode control algorithms [75]:

- twisting controller: \( u(x) \in -\text{asgn}(x_1) - \beta \text{sgn}(x_2), \alpha > 0, \beta > 0, \)
- nested controller: \( u(x) \in -\text{asgn}(x_1 + \beta x_2|x_2|), \)
- quasi-continuous controller: \( u(x) = -\alpha \frac{x_1 + \beta x_2|x_2|}{|x_1| + \beta x_2^2} \)

are \( \mathbf{d} \)-homogeneous functions \( \mathbb{R}^2 \rightarrow \mathbb{R} \), namely, \( u(\mathbf{d}(s)x) = u(x) \), where \( x = (x_1, x_2)^T \in \mathbb{R}^2 \).

For monotone dilations, the so-called canonical homogeneous norm \( \| \cdot \|_d: \mathbb{R}^n \rightarrow \mathbb{R}_+ \) can be introduced as follows
\[
\|x\|_d = e^{\nu s}, \quad \text{where} \quad s_x \in \mathbb{R} \text{ is such that } \|\mathbf{d}(-s_x)x\| = 1.
\]
(74) 

Obviously, \( \| \cdot \|_d \) is a \( \mathbf{d} \)-homogeneous function, \( \|\mathbf{d}(s)x\|_d = e^{\nu s}\|x\|_d \). The homogeneous norm is not a norm in the usual sense, since, for example, the triangle inequality may not hold. However, it can be shown that it is a norm in a Euclidean space homeomorphic to \( \mathbb{R}^n \). If \( \mathbf{d}(\cdot) \) is the standard dilation (see (67)), then \( \|u\|_d = \|u\| \).

**Proposition 4** [98] If \( \mathbf{d}(\cdot) \) is a strictly monotone dilation then :

- the canonical homogeneous norm \( \| \cdot \|_d \) is Lipschitz continuous on \( \mathbb{R}^n \setminus \{0\} \):

- if a norm \( \| \cdot \| \) is smooth outside the origin, then the homogeneous norm \( \| \cdot \|_d \) is also smooth outside the origin, \( \frac{d\|\mathbf{d}(s)x\|_d}{ds} < 0 \) if \( s \in \mathbb{R}, ~ x \in \mathbb{R}^n \setminus \{0\} \) and
\[
\frac{\partial\|x\|_d}{\partial x} = \left. \frac{\|x\|_d}{\frac{d\|\mathbf{d}(s)x\|_d}{ds}} \right|_{s=0} = \left. \frac{\nu e^{\nu s}x}{\|\mathbf{d}(s)x\|_d} \right|_{s=0}.
\]
(75) 

The canonical homogeneous norm is utilized in most of the constructions below.
5.2.3 Homogeneous differential equations

The homogeneity can be inherited by other mathematical objects induced by homogeneous functions. For example, solutions to homogeneous differential equations are symmetric in a certain sense [135, 58, 108, 17]. Namely, if \( f : \mathbb{R}^n \to \mathbb{R}^n \) is \( \mathbf{d} \)-homogeneous of degree \( \nu \in \mathbb{R} \), and if \( \varphi_{x_0} : [0, T) \to \mathbb{R}^n \) is a solution to

\[
\dot{x}(t) = f(x(t)),
\]

with the initial condition \( x(0) = x_0 \in \mathbb{R}^n \), then \( \varphi_{d(s)x_0} : [0, e^{-\nu s} T) \to \mathbb{R}^n \) defined as

\[
\varphi_{d(s)x_0}(t) = d(s)\varphi_{x_0}(te^{\nu s}), \quad s \in \mathbb{R}
\]
is a solution to (76) with the initial condition \( x(0) = d(s)x_0 \). The latter property implies many corollaries. For instance, local asymptotic stability is equivalent to global asymptotic stability.

**Theorem 6** [98] Let the vector field \( f : \mathbb{R}^n \to \mathbb{R}^n \) be \( \mathbf{d} \)-homogeneous of degree \( \nu \in \mathbb{R} \) and continuous on \( \mathbb{R}^n \setminus \{0\} \). The following five claims are equivalent one to each other:

1. The origin of the system (76) is asymptotically stable.
2. There exists a \( \mathbf{d} \)-homogeneous Lyapunov function \( V \in C(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n \setminus \{0\}) \) for the system (76).
3. The origin of the system

\[
\dot{y}(t) = \|y(t)\|_p^{1+\nu} \left( \frac{(I_n-G_0)}{y(t)\top P G_a y(t)} + I_n \right) f \left( \frac{y(t)}{\|y(t)\|_p} \right)
\]

is asymptotically stable, where we recall that \( \|y\|_p \overset{\Delta}{=} \sqrt{y\top P y} \), and the matrix \( P \in \mathbb{R}^{n \times n} \) satisfies (70).
4. For any matrix \( P \in \mathbb{R}^{n \times n} \) satisfying (70), there exists a \( \mathbf{d} \)-homogeneous vector field \( \Psi : \mathbb{R}^n \to \mathbb{R}^n \) of degree zero such that \( \Psi \in C(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n \setminus \{0\}) \), \( \Psi(\cdot) \) is a diffeomorphism on \( \mathbb{R}^n \setminus \{0\} \), a homeomorphism on \( \mathbb{R}^n \), \( \Psi(0) = 0 \) and

\[
\frac{\partial(\Psi\top(x)P\Psi(x))}{\partial x} f(x) < 0 \quad \text{if} \quad \Psi\top(x)P\Psi(x) = 1. \tag{78}
\]

Moreover, \( \|\Psi\|_d \in C(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n \setminus \{0\}) \) is a Lyapunov function for the system (76).
5. For any matrix \( P \in \mathbb{R}^{n \times n} \) satisfying (70), there exists a matrix-valued mapping \( \Xi \in C^\infty(\mathbb{R}^n \setminus \{0\}, \mathbb{R}^{n \times n}) \) such that

\[
\det(\Xi(y)) \neq 0, \quad \frac{\partial \Xi(y)}{\partial y} y = 0, \quad \Xi(e^y) = \Xi(y)
\]

for \( y = (y_1, \ldots, y_n)\top \in \mathbb{R}^n \setminus \{0\} \), \( s \in \mathbb{R} \), \( i = 1, \ldots, n \)

and

\[
y\top \Xi(y) P \Xi(y) \left( \frac{(I_n-G_0)}{y\top P G_a y} + I_n \right) f \left( \frac{y}{\|y\|_p} \right) < 0. \tag{79}
\]

This theorem proves the following important facts:

- Any \( \mathbf{d} \)-homogeneous system (76) is homeomorphic on \( \mathbb{R}^n \) and diffeomorphic on \( \mathbb{R}^n \setminus \{0\} \) to the standard homogeneous one (77). The corresponding change of coordinates is given by

\[
y = \Phi(x) \overset{\Delta}{=} \|x\|_d \mathbf{d}(-\ln \|x\|_d) x,
\]

while the inverse transformation is as follows:

\[
x = \Phi^{-1}(y) \overset{\Delta}{=} \mathbf{d}(\ln \|y\|_p) \frac{y}{\|y\|_p}. \tag{81}
\]
The transformation $\Phi(\cdot)$ is utilized below for a construction of the consistent discretization of the differential equation (76) (see Figure 12). For the motivating example in Figure 12, one has $r = 2$, $d(s) = e^{2s}$, $\nu = -1$, $|x|_d = \sqrt{|x|}$, and $d(-\ln ||x||_d)x = \frac{x}{|x|} = \text{sgn}(x)$, and $d(|y|) = y^2$ so that $x = \|y\| = y^2\text{sgn}(y)$.

- As a consequence of Theorem 6, item 4), we conclude that if the inequalities (70) and
  \[ x^TPf(x) < 0 \quad \text{for all } x \in \mathbb{R}^n \text{ such that } ||x||_P = 1 \]  
  (82)
hold, then the canonical homogeneous norm $\| \cdot \|_d$ is a Lyapunov function for the system (76). Indeed, from the formula (75) and $d$-homogeneity of $f(\cdot)$ we derive
  \[ \frac{\partial \|x\|_d}{\partial x} f(x) < 0, \quad \forall x \in \mathbb{R}^n \setminus \{0\} \Leftrightarrow z^TPf(z) < 0, \quad ||z||_P = 1, \]  
  provided that $||x||_d$ is induced by the norm $||x||_P$ with $P$ satisfying (70).

- Any asymptotically stable generalized homogeneous system is homeomorphic on $\mathbb{R}^n$ and diffeomorphic on $\mathbb{R}^n \setminus \{0\}$ to a quadratically stable one. Indeed, let
  \[ \xi = g(\xi) \]  
  (83)
be an asymptotically stable $d$-homogeneous system. Then making the change of variables
  \[ x = \Psi(\xi), \]  
  \[ \Psi(\xi) = d\left(\ln \frac{V^{1/\mu}(\xi)}{||\xi||_d}\right) \xi, \quad \Psi^{-1}(x) = d\left(-\ln \frac{V^{1/\mu}(x)}{||x||_d}\right)x, \]  
  (84)
where $\mu > 0$ is the homogeneity degree of the $d$-homogeneous Lyapunov function $V(\cdot)$, we derive
  \[ \dot{x}(t) = f(x(t)) \Delta \frac{\partial \Psi}{\partial \xi}(\xi(t))g(\xi(t)) \bigg|_{\xi(t) = \Psi^{-1}(x(t))}. \]  
  (85)
Since $||x||_d = ||\Psi(\xi)||_d = V^{1/\mu}(\xi)$ then the canonical homogeneous norm $\cdot||d$ induced by $||x||_P$ with $P$ satisfying (70) is a Lyapunov function to the latter system and $x(t)^TP\dot{x}(t) < 0$ if $x(t)^TPx(t) = 1$. Finally, the change of variable $y = \Phi(x) = ||x||_d(-\ln ||x||_d)x$ gives $||x||_d = ||y||_P$, so the transformed system
  \[ \dot{y}(t) = \tilde{f}(y(t)) \]  
  (86)
is quadratically stable with the Lyapunov function $V(\cdot)$ defined as $V(y) = ||y||^2_P$, where
  \[ \tilde{f}(y) \Delta ||y||^{1+\nu}_{P} \left(\frac{\nu y - G_d y y^T P}{y^T y^T P G_d y} + I_n\right) f \left(\frac{y}{||y||_P}\right). \]  
  (87)
Notice that the latter theorem has been originally proven for vector fields continuous outside the origin (like, for example, quasi-continuous sliding mode algorithms). Recently [134], this result has been extended to discontinuous differential equations and to differential inclusions.

### 5.3 Consistent discretization of finite-time stable homogeneous systems

Let us consider the non-linear system
  \[ \dot{x}(t) = f(x(t)), \quad t > 0, \quad x(0) = x_0, \]  
  (88)
where $x(t) \in \mathbb{R}^n$ is the system’s state and the nonlinear function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is continuous on $\mathbb{R}^n \setminus \{0\}$, i.e., the only possible discontinuity point of $f(\cdot)$ is the origin. Such a vector field is said to be quasi-continuous. The system (88) is assumed to be forward complete for solutions understood in the
sense of Filippov [38]: an absolutely continuous function \( \phi(\cdot, x_0) : [0, +\infty) \to \mathbb{R}^n \) is a solution to (88) if \( \phi(0, x_0) = x_0 \) and for almost all \( t > 0 \) it satisfies the differential inclusion
\[
\dot{x}(t) \in F(x(t)) = \bigcap_{\varepsilon > 0} \bigcap_{\mu(N) = 0} \overline{co} f(x(t) + \varepsilon B_n \setminus \{N\}),
\]
where \( co \) denotes the convex hull, \( \overline{co} \) is its closure, and \( \mu(N) = 0 \) means that the Lebesgue measure of the set \( N \subset \mathbb{R}^n \) is zero. Thus in our case, \( F(x) = \{f(x)\} \) is a singleton for \( x \in \mathbb{R}^n \setminus \{0\} \), but \( F(0) = \bigcap_{\varepsilon > 0} \overline{co}(\varepsilon B_n \setminus \{0\}) \) is a set if \( f(\cdot) \) is discontinuous at 0. Recall [109, 94, 104] that the origin of the system (88) is said to be globally uniformly finite-time stable, if it is Lyapunov stable and there exists a locally bounded function \( T : \mathbb{R}^n \to [0, +\infty) \) such that any solution \( \phi(\cdot, x_0) \) to (88) satisfies \( \phi(t, x_0) = 0 \) for \( t \geq T(x_0) \).

**Remark 10** Notice that the vector fields \( f(\cdot) \) for the twisting and the super-twisting algorithms studied in Section 4 have discontinuities outside the origin, thus they cannot be studied by results presented in this section. However, the material presented in [101] can be extended the more general case of discontinuous ODEs embedded into Filippov’s framework, see [100].

The consistency of the discretization scheme for the finite-time stable system (88) is understood in the sense of the following definition.

**Definition 8** [101] A (possibly) set-valued mapping \( Q : \mathbb{R}^n \times [0, +\infty) \times \mathbb{R}^n \to \mathbb{R}^n \) is said to be a consistent discrete-time approximation of the globally uniformly finite-time stable system (88) if

1. Existence property: for any \( \hat{x} \in \mathbb{R}^n \) and any \( h > 0 \), there exists \( \hat{x}_h \in \mathbb{R}^n \) such that:
\[
0 \in Q(h, \hat{x}, \hat{x}_h),
\]
and \( \hat{x}_h = 0 \) is the unique solution to the generalized equation: \( 0 \in Q(h, 0, \hat{x}_h) \).

2. Finite-time convergence property: for any \( h > 0 \) each sequence
\[
\{x_k\}^{+\infty}_{k=0}
\]
generated by the generalized equation
\[
0 \in Q(h, x_k, x_{k+1}), \quad k = 0, 1, 2, \ldots
\]
converges to zero in a finite number of steps, i.e., for any \( x_0 \in \mathbb{R}^n \setminus \{0\} \) there exists \( k^* > 0 \) such that
\[
x_k = 0 \quad \text{for} \quad k \geq k^*.
\]

3. Approximation property: for any \( \varepsilon > 0 \) and any \( R > \varepsilon \), there exists \( \omega \in K \) such that any sequence (91) generated by (92) satisfies
\[
\|\phi(h, x_k) - x_{k+1}\| \leq h \omega(h),
\]
provided that \( \|x_{k+1}\|, \|x_k\| \in [\varepsilon, R] \), where \( \phi(\cdot, x_k) \) is a solution to (88) with the initial condition \( x(0) = x_k \).

Notice that the last property in this definition requires the existence of the conventional estimate (93) for the discretization error on any compact set from \( \mathbb{R}^n \setminus \{0\} \) (since \( \varepsilon > 0 \) and \( R > \varepsilon \) can be selected arbitrary small and arbitrary large, respectively). The origin is excluded because of a possible singularity of the vector field \( f(\cdot) \) at zero (it can be discontinuous at the origin). The inequality (93) describes local (one-step) approximation error. An approximation error on the time interval \([0, T(x_0)]\) is \( O(\omega(h)) \) provided that \( h = \frac{T(x_0)}{N} \) with \( N \in \mathbb{N} \). This error tends to zero as \( h \to 0 \), i.e., as \( N \to +\infty \).
In Sections 2 through 5, the implicit discretization is essentially based on maximal monotone operators. Such maximal monotonicity of the set-valued operator in a generalized equation (GE) like (90) guarantees existence and uniqueness of its solution. Homogeneity is another sort of monotonicity. Below we show that it always guarantees an existence of solutions to GE, but the uniqueness of solutions is not proven in the general case.

The next theorem formalizes the scheme in Figure 12.

**Theorem 7** [101] Let a vector field $f : \mathbb{R}^n \to \mathbb{R}^n$ be uniformly continuous on the unit sphere $S = \{x \in \mathbb{R}^n \mid \|x\| = 1\}$ and $d$-homogeneous of degree $-1$. Let

$$\tilde{f}(y) \triangleq \left(\frac{(I-G_d)Py + P_n}{y^T P y} + I_n\right) f\left(\frac{y}{\|y\|}\right), \quad y \in \mathbb{R}^n \setminus \{0\},$$

(94)

where $G_d$ is the generator of the dilation $d(\cdot)$ and $P \in \mathbb{R}^{n \times n}$ satisfies (70). If the condition (79) holds with $\Xi = I_n$, then the map $Q : \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}^n$ defined as

$$Q(h, x_k, x_{k+1}) = \tilde{Q}(h, \Phi(x_k), \Phi(x_{k+1})),$$

(95)

$$\Phi(x) = \|x\|_d d(-\ln \|x\|_d)x$$

where $h > 0$ and

$$\tilde{Q}(h, y_k, y_{k+1}) = y_{k+1} - y_k - h\tilde{F}(y_{k+1}),$$

$$\tilde{F}(y) = \int_{\varepsilon > 0} \varepsilon \tilde{f}(y + \varepsilon B_n \setminus \{0\}),$$

(96)

is a consistent discrete-time approximation of the finite-time stable system (88).

Notice that the change of the dilation $d_\alpha(s) \triangleq d(\alpha s), \alpha > 0$, implies the change of the homogeneity degree $\nu_\alpha \triangleq \alpha \nu$ of the vector field $f(\cdot)$. If the homogeneous is finite-time stable then $\nu < 0$ and selecting $\alpha = \frac{1}{|\nu|}$, we derive $\nu_\alpha = -1$. Therefore, the assumption that the homogeneity degree of $f(\cdot)$ equals to $-1$, is not restrictive at all. The latter theorem is also based on the assumption that the system $\dot{y}(t) = \tilde{f}(y(t))$ admits a quadratic Lyapunov function (see the condition (79) with $\Xi =$-const). Notice that if the canonical homogeneous norm $\|\cdot\|_d$ is a Lyapunov function of the system (88) then $\Xi = I_n$ and $y^T P f(y) = y^T P f(y) < 0$. However, since any stable homogeneous system is equivalent to a quadratically stable one (see the remarks after Theorem 6), then we conclude the following:

Any $d$-homogeneous finite-time stable system as (88) with a possible discontinuity at the origin satisfies all conditions of Theorem 7 possibly after the change of coordinate $x \mapsto \Psi(x)$ and the change of the dilation group $d_\alpha(s) = d(\alpha s), \alpha > 0$.

### 5.4 Recapitulation

The foregoing developments which form the basis for the design of consistent numerical schemes, are summarized in Figure 13. The transformation $\Psi(\cdot)$ brings the original system to a system, which has a Lyapunov function in the form of the canonical homogeneous norm induced by $\|\cdot\|_P$. This transformation is not required if the original system has a strictly positively invariant ellipsoidal set $\{x \mid x^T P x \leq 1\}$ with a shape matrix $P$ satisfying (70). In the latter case the inequality (78) holds for $\Psi(x) = x$. All examples considered in this section do not require the transformation coordinate $\Psi(\cdot)$.

**Example 4 (Homogeneous system, $n = 3$)** Let us consider the chain of integrators $\dot{x}_1(t) = x_2(t), \dot{x}_2(t) = x_3(t), \dot{x}_3(t) = u(t)$. It is known [17, Proposition 8.1] that the continuous, non Lipschitz controller

$$u(x) = -k_1 sgn(x_1)|x_1|^\alpha - k_2 sgn(x_2)|x_2|^\alpha - k_3 sgn(x_3)|x_3|^\alpha$$

(97)
\begin{align*}
0 \in Q(h, y_k, y_{k+1}) & \iff y_k = \Phi(x_k) \\
0 \in Q(h, x_k, x_{k+1}) & \iff x_k = \Psi(\xi_k) \\
0 \in Q(h, \Psi(\xi_k), \Psi(\xi_{k+1})) & \iff \end{align*}

The implicit Euler method gives a consistent approximation (94), (96)

\[ \downarrow \]

\[ \uparrow \]

consistent approximation

\[ \downarrow \]

\[ \uparrow \]

consistent approximation

\[ \downarrow \]

\[ \uparrow \]

\[ y(t) = \tilde{f}(y(t)) \text{ in } (77) \]

\[ \iff y = \Phi(x) \text{ in } (80) \text{ and } (81) \]

\[ \iff \dot{x}(t) = f(x(t)) \text{ in } (85) \]

\[ \iff x = \Psi(\xi) \text{ in } (84) \]

\[ \iff \dot{\xi}(t) = g(\xi(t)) \text{ in } (83) \]

Figure 13: Recapitulation of various state space changes.

renders the origin globally finite-time stable provided that the matrix \( \begin{pmatrix} 0 & 0 & 0 \\ -k_1 & -k_2 & -k_3 \end{pmatrix} \) is Hurwitz and \( \alpha \in (0, 1) \) is sufficiently close to 1. One can check that the closed-loop system is \( d \)-homogeneous with degree \( \nu = -1 \), and the weighted dilation \( d(s) = \begin{pmatrix} e^{\frac{3}{2} \alpha s} & 0 & 0 \\ 0 & e^{-\frac{3}{2} \alpha s} & 0 \\ 0 & 0 & e^{-\frac{1}{2} \alpha s} \end{pmatrix} \).

Let us discretize the system with an implicit method as follows:

\[
\begin{pmatrix}
 x_{1,k+1} = x_{1,k} + h x_{2,k+1} \\
 x_{2,k+1} = x_{2,k} + h x_{3,k+1} \\
 x_{3,k+1} = x_{3,k} + h u_k \\
u_k = -\text{sgn}(x_{1,k+1})|x_{1,k+1}|^{\frac{3}{2}} - \frac{3}{2}|x_{2,k+1}|^{\frac{3}{2}} - \frac{3}{2} \text{sgn}(x_{3,k+1})|x_{3,k+1}|^{\frac{3}{2}}
\end{pmatrix}
\]

\( (98) \)

Few manipulations yield:

\[
x_{1,k+1} = x_{1,k} + h x_{2,k} + h^2 x_{3,k} - \frac{3}{2} h^2 |x_{1,k+1} - x_{1,k}|^{\frac{3}{2}} - \frac{3}{2} h^2 |x_{2,k+1} - x_{2,k}|^{\frac{3}{2}} - \frac{3}{2} h^2 |x_{3,k+1} - x_{3,k}|^{\frac{3}{2}}.
\]

\( (99) \)

The function \( x_{1,k+1} \mapsto f_1(x_{1,k+1}) + f_2(x_{1,k+1}) + f_3(x_{1,k+1}) \) defines a strictly monotone (increasing) function of \( x_{1,k+1} \), hence one infers that the nonlinear equation (99) possesses a unique solution for any \( x_{1,k} + h x_{2,k} + h^2 x_{3,k} \) (we do not discuss here the numerical algorithm needed to solve on-line this nonlinear non Lipshitz equation). Moreover the sliding surface \( \Sigma_d = \{ (x_{1,k}, x_{2,k}, x_{3,k}) \mid x_{1,k} = 0, x_{2,k} = 0, x_{3,k} = 0 \} \) is invariant, as it follows from the dynamics:

\[
x_{1,k+1} = - \left( h^3 |x_{1,k+1}|^{\frac{3}{2}} + \frac{3}{2} h^2 |x_{1,k+1}|^{\frac{3}{2}} + \frac{3}{2} h^2 |x_{1,k+1}|^{\frac{3}{2}} \right) \text{sgn}(x_{1,k+1})
\]

obtained from (99), setting \( x_{1,k} = 0, x_{2,k} = 0, x_{3,k} = 0 \): the only solution to this equation is \( x_{1,k+1} = 0 \), and invariance follows from \( x_{2,k+1} = \frac{x_{1,k+1} - x_{1,k}}{h} = 0, x_{3,k+1} = \frac{x_{2,k+1} - x_{2,k}}{h} = 0 \). This is the first property of the consistency in [101, Definition 2.1]. The scalar example treated in [101, section 1.1] shows that it is hopeless to guarantee finite-time convergence of the scheme in (99). Let us now proceed with the derivation of a consistent method. Let \( P = P^T \in \mathbb{R}^{3 \times 3} \) be selected such that

\[
P \left( \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ -k_1 & -k_2 & -k_3 \end{pmatrix} \right)^T P < 0, \quad PG_d + GA_\Psi P > 0, \quad P > 0,
\]
where $G_d = \begin{pmatrix} \frac{3-2\alpha}{\alpha} & 0 & 0 \\ 0 & \frac{3-2\alpha}{\alpha} & 0 \\ 0 & 0 & 1 \end{pmatrix}$ is the generator of the dilation. Such selection is always possible provided that $\alpha \in (0, 1)$ is sufficiently close to 1. This immediately implies that the canonical homogeneous norm $\| \cdot \|_d$ is a Lyapunov function of the considered system. It can be checked that all conditions of Theorem 7 are fulfilled for

$$f(x) = \begin{pmatrix} x_2 \\ x_3 \\ u(x) \end{pmatrix}.$$  

From Theorem 6 and the degree $\nu = -1$, we conclude that the equivalent system has the form

$$\dot{y}(t) = \bar{f}(y) = \frac{y^T P f(\frac{y}{\|y\|})}{y^T P G_d y} (I_3 - G_d) y + f \left( \frac{y}{\|y\|} \right),$$

and it is asymptotically stable, where $P = P^T > 0$ and $y = \Phi(x) = \|x\|_d (-\ln \|x\|_d) x$. We therefore obtain that a consistent discrete-time mode of the considered system is given by (95),(96) with

$$\bar{F}(y) = \begin{cases} \bar{f}(y) & \text{if } y \neq 0 \\ \overline{co}(\bar{f}(\mathbb{B}^*_3)) & \text{if } y = 0, \end{cases}$$

where $\mathbb{B}^*_3$ is the unit ball in the metric defined by $P$.

**Remark 11** Some comments arise about the Lyapunov function. Under homogeneity and asymptotic stability, [17, Theorem 6.2] states the existence of a homogeneous Lyapunov function, and [101, Theorem 3.8 (1)] states the existence of a homogeneous and infinitely differentiable Lyapunov function. In [110] Lyapunov functions of arbitrarily large degree of differentiability are derived for similar controllers as (97). Their use to derive consistent numerical schemes is not trivial, however, as they may be lacking the central symmetry property.

**Remark 12 (The fundamental operator)** From (99) the fundamental operator associated with the implicit scheme is given by:

$$x_{1,k+1} = (I_d + f_1 + f_2 + f_3)^{-1} (x_{1,k} + hx_{2,k} + h^2 x_{3,k}).$$  \hspace{1cm} (100)

In this case, contrarily to the previous cases in (14), (29), (38), (66), the inversion is classical since only single-valued functions are used.

### 5.5 Maximal monotonicity and homogeneity

As alluded to above, first order SMCs rely essentially on maximal monotonicity of the set-valued operators, which greatly facilitates the design of efficient GE solvers, while HOSMCs in this section rely on homogeneity. It is of interest to study the relationship between both properties. Since $\bar{F}(x) = \{ \bar{f}(x) \}$ for $x \neq 0$ we conclude that $-\bar{F}(\cdot)$ in (96) may be a maximal monotone operator only if $-\bar{f}(\cdot)$ is a monotone operator on $\mathbb{R}^n \setminus \{0\}$. A necessary and sufficient condition of maximal monotonicity of the vector field $-\bar{f}(\cdot)$ is given below.

**Lemma 1** Let $\bar{f}(\cdot)$ satisfy all conditions of Theorem 7. Then the mapping $-\bar{f}(\cdot)$ is a maximal monotone operator on $\mathbb{R}^n \setminus \{0\}$ if and only if

$$\tilde{f}^T (y_1) P y_1 \leq \tilde{f}^T (y_2) P y_1 \quad \text{for all } y_1, y_2 \in S \triangleq \{ y \in \mathbb{R}^n \mid y^T P y = 1 \}. \hspace{1cm} (101)$$

**Proof.** Sufficiency $\iff$: By definition, $-\bar{f}(\cdot)$ is monotone on $\mathbb{R}^n \setminus \{0\}$ if

$$(-\bar{f}(x_1) + \bar{f}(x_2))^T P (x_1 - x_2) \geq 0, \quad \text{for all } x_1, x_2 \in \mathbb{R}^n \setminus \{0\},$$

with the inner product $\langle x, y \rangle = x^T P y$. Since $\tilde{f}(x) = \frac{\tilde{f}(x)}{\|x\|_p}$ for all $x \neq 0$, then dividing both sides of the latter inequality by $\|x_1\|_p$ we conclude that the monotonicity condition is equivalent to

$$m(\alpha, y_1, y_2) \overset{\Delta}{=} (-\tilde{f}(y_1) + \tilde{f}(\alpha y_2))^T P (y_1 - \alpha y_2) \geq 0 \quad \text{for all } y_1, y_2 \in S \text{ and for all } \alpha > 0.$$  

We have $m(\alpha, y_1, y_2) = -\tilde{f}^T (y_1) P y_1 - \alpha \tilde{f}^T (y_2) P y_2 + \tilde{f}^T (y_2) P y_1 + \alpha \tilde{f}^T (y_1) P y_2$, and

$$\frac{\partial m}{\partial \alpha} = -\tilde{f}^T (y_2) P y_2 + f^T (y_1) P y_2 \geq C \inf_{y_1, y_2 \in S} (-\tilde{f}^T (y_2) P y_2 + f^T (y_1) P y_2) \geq 0.$$  

On the other hand, we have

$$m(\alpha) \to m_0(y_1, y_2) \overset{\Delta}{=} -\tilde{f}^T (y_1) P y_1 + \tilde{f}^T (y_2) P y_1 \quad \text{as } \alpha \to 0.$$  

Thus using (101) it follows that $\inf_{y_1, y_2 \in S} m_0(y_1, y_2) = C \geq 0$, and $m(\alpha, y_1, y_2) \geq 0$ for all $y_1, y_2 \in S$ and all $\alpha > 0$, i.e., $-\tilde{f}(\cdot)$ is monotone on $\mathbb{R}^n\setminus\{0\}$.

**Necessity** $\implies$: If $-\tilde{f}(\cdot)$ is monotone then letting $\alpha \to 0$ yields (101). The proof is complete. $\Box$

The condition of maximal monotonicity given in Lemma 1 is a very rare property. It holds, for example, if $\tilde{f}(y) = -\frac{y}{\|y\|}$. In contrast to the case of monotone operators, computational schemes for solving of GE with homogeneous operators are not developed yet in the general case. However, in some particular cases, solutions can be found by means of proper computational algorithms.

### 5.6 On step-varying discretization of homogeneous systems

A rather simple scheme for numerical simulation of nonlinear homogeneous systems has been proposed in [35]. Key idea consist in a scaling of a discretization step dependently of the homogeneous norm of the state and the homogeneity degree of the system. The Euler explicit scheme in this case becomes

$$x_{i+1} = x_i + \frac{h}{p^v(x_i)} f(x_i), \quad x_i, x_{i+1} \in \mathbb{R}^n, \quad (102)$$

where $\nu$ is homogeneity degree of the vector field $f(\cdot)$ and $p : \mathbb{R}^n \to \mathbb{R}$ is a homogeneous norm in $\mathbb{R}^n$, i.e., $p(\cdot)$ is positive definite and $p(d(s)x) = e^p(x)$, for all $x \in \mathbb{R}^n$, for all $s \in \mathbb{R}$. Obviously that the term $\frac{h}{p^v(x)}$ defines a discretization step of the explicit Euler method. For the weighted dilation

$$d(s) = \text{diag}\{e^{r_1 s}, e^{r_2 s}, \ldots, e^{r_n s}\}, \quad r_i > 0, \quad s \in \mathbb{R},$$

the authors of [35] suggest the following selection of the homogeneous norm

$$p(z) = \|z\|_r \overset{\Delta}{=} \left( \sum_{i=1}^n |z_i|^{\rho r} \right)^{\frac{1}{\rho r}}, \quad \rho > 0, \quad z = (z_1, \ldots, z_n)^T \in \mathbb{R}^n,$$

and show that for a sufficiently small $h > 0$ the discrete-time system (102) is globally uniformly asymptotically stable, provided that the original system (88) is asymptotically stable as well. Recall that the classical explicit Euler discretization (with a constant step) is never globally asymptotically stable for homogeneous systems with positive degrees [76] and never locally asymptotically stable for homogeneous systems with negative degrees [36]. The suggested state-dependent discretization scheme solves this problem.

For $\nu < 0$ the asymptotically stable homogeneous system (88) is finite-time stable. In this case the discretization step $\frac{h}{\|x\|^p} \to 0$ as $\|x\| \to 0$. This does not allow the system (102) to converge to zero.
in a finite-time number of steps and, formally, it is not consistent in the sense of the above definition. However, the sum of the discretization steps always remains bounded

\[ \tilde{T}(x_0) = \sum_{i=0}^{\infty} \frac{h}{\|x_i\|_r} < +\infty, \]

where the number can be treated as estimation of the settling time of the original continuous time system. A trajectory of the finite-time stable continuous-time system (88) on a time interval \([0, T(x_0)]\), where \(T\) is the settling-time function, is approximated by a trajectory of the discrete-time system (102) for \(i \to +\infty\) and \(\tilde{T}(x_0) \to T(x_0)\) as \(h \to 0\). In [35] it shown that the implicit scheme

\[ x_{i+1} = x_i + \frac{h}{p'(x_{i+1})} f(x_{i+1}), \quad x_1, x_{i+1} \in \mathbb{R}^n, \]

has the same properties.

5.7 Example 1: Discretization of the quasi-continuous second order SMC

Let us now proceed in the next sections, with examples of homogeneous controllers.

5.7.1 Quasi-continuous SMC

Let us consider the system

\[ \dot{x}(t) = f(x(t)) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} x(t) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} u(x(t)), \quad x = (x_1, x_2)^\top \in \mathbb{R}^2, \]

where \(u(\cdot)\) is given by \(u(x) = -\alpha \frac{x_1 + \beta |x_2|}{|x_1| + \beta |x_2|}\), and \(\alpha, \beta > 0\) are constant parameters to be defined. Such a controller is a so-called quasi-continuous control [74], because it has discontinuities only at \(x_1 = x_2 = 0\), where those variables define the sliding variable \(x_1\) and its derivative \(x_2\). The closed-loop system can be embedded into Filippov’s framework (89). The vector field \(f(\cdot)\) has a unique discontinuity at zero, and \(F(0) = (0, [-\alpha, \alpha]^\top)\). One can check that the vector field \(f(\cdot)\) is \(d\)-homogeneous of degree \(-1\) with respect to the dilation \(d(\cdot)\) given by (73), i.e.,

\[ f(e^{G_d}x) = e^{-s}e^{G_d}f(x), \quad \text{for all } x \in \mathbb{R}^2 \setminus \{0\}, \quad \text{for all } s \in \mathbb{R}, \quad G_d = \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix}. \]

To fulfill the requirements of Theorem 7, the parameters \(\alpha > 0\) and \(\beta > 0\) should be selected such that the canonical homogeneous norm \(\|\cdot\|_d\) is a Lyapunov function of the system. To this purpose we use the inequality (82) and (70). For example, the matrix

\[ P = \begin{pmatrix} 1 + \varepsilon & 1 \\ 1 & 1 \end{pmatrix} \text{ with } \varepsilon > 1/8, \]

satisfies the inequality (70). Due to the symmetry property \(f(-x) = -f(x)\), we may consider only the case \(x_1 \geq 0\). Hence, taking into account

\[ x^\top Px = 1 \Leftrightarrow (1 + \varepsilon)x_1^2 + 2x_1x_2 + x_2^2 = 1 \Leftrightarrow x_2 = -x_1 \pm \sqrt{1 - \varepsilon x_1^2}, \]

we derive that the inequality (82) becomes

\[ \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}^\top \begin{pmatrix} 1 + \varepsilon & 1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} -\alpha \frac{x_2}{|x_1| + \beta |x_2|} \\ \frac{x_2}{|x_1| + \beta |x_2|} \end{pmatrix} < 0, \quad x_2 = -x_1 \pm \sqrt{1 - \varepsilon x_1^2}, \quad 0 \leq x_1 \leq \frac{1}{\sqrt{\varepsilon}}, \]
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or, equivalently,
\[
\tilde{q}(x_1) < 0, \quad \text{for all } x_1 \in \left[0, \frac{1}{\sqrt{\varepsilon}}\right],
\]
where
\[
\tilde{q}(x_1) \triangleq \max_{x \in \left\{ -x_1 + \sqrt{1-\varepsilon x_1}, -x_1 - \sqrt{1-\varepsilon x_1} \right\}} \left( x_1 \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} - \alpha \frac{x_2}{|x_1 + \beta x_2|^3} \right).
\]

Given \( \alpha > 0, \beta > 0 \) and \( \varepsilon > 0 \), the latter inequality can be easily checked (for example, numerically).

For \( \alpha = 1.5, \beta = 1 \) and \( \varepsilon = 1 \), the plot for \( \tilde{q}(\cdot) \) is depicted in Figure 14. Therefore, the canonical homogeneous norm \( \| \cdot \|_d \) induced by the norm \( \| x \| = \sqrt{(1+\varepsilon)x_1^2 + 2x_1x_2 + x_2^2} \) (see the formula (74), with \( s_x \) solving \( (1+\varepsilon)e^{-4s_x}x_1^2 + 2e^{-3s_x}x_1x_2 + e^{-2s_x}x_2^2 = 1 \) using Ferrari's formula) is a Lyapunov function for the considered system, with \( \alpha = 1.5 \) and \( \beta = 1 \).

5.7.2 Consistent discretization

According to the discretization scheme presented above (see Figure 12), a computational scheme first needs to be developed for the transformed system (96). Let us denote \( y = qz \), where \( q = \| y \|_P \) and \( z = (\tilde{z}_1, \tilde{z}_2)^\top \in S \triangleq \{ z \in \mathbb{R}^2 \mid \| z \|_P = 1 \} \). In this case, using (94) it follows that

\[
\hat{f}(y) = \begin{pmatrix} (I - G_d)\tilde{z}\tilde{z}^\top P \tilde{z} + I_2 \end{pmatrix} f(\tilde{z}) = \begin{pmatrix} -\tilde{z}_1 \tilde{z}_1^\top PG_d \tilde{z}_1 + \tilde{z}_2 \\ -\alpha \frac{\tilde{z}_1 + \beta |\tilde{z}_2| |\tilde{z}|}{|\tilde{z}_1 + \beta |\tilde{z}_2|^3} \end{pmatrix} = \tilde{f}(\tilde{z}).
\]

Let \( q_k = \| y_k \|_P \) and \( z_k = \frac{y_k}{q_k} \). Hence, for \( -\frac{y_k}{h} \in \hat{F}(0) = \overline{\bigcup_{\tilde{z} \in S} \hat{F}(\tilde{z})} \), the GE(\( y_{k+1} \)): \( 0 \in \hat{Q}(h, y_k, y_{k+1}) \) (see (96) and Definition 8) gives \( q_{k+1} = 0 \) and \( y_{k+1} = 0 \). But if \( -\frac{y_k}{h} \notin \hat{F}(0) \), then the GE(\( y_{k+1} \)) becomes

\[
\begin{align*}
q_{k+1} z_{k+1} - y_k &= h\tilde{f}(z_k), \\
q_{k+1} > 0, \quad z_{k+1}^\top P z_{k+1} &= 1.
\end{align*}
\]

Simple computations show that

\[
q_{k+1} = z_{k+1}^\top P y_k + h z_{k+1} P f(z_{k+1})
\]
Let us consider the homogeneous control system \(102, 98\).

5.8.1 An Homogeneous HOSM Algorithm

Example 2: Discretization of an HOSM algorithm

An HOSM control system which admits an explicit solution to the GE\((102, 98)\) presents

Theorem 7 implies that such a root (at least of one of these two equations) always exists.

and

\[ e_2^T f(z_{k+1}) = e_2^T f(z_{k+1}), \]

where \(e_2 = (0, 1)^T \in \mathbb{R}^2\). Therefore, we derive the system of two equations

\[ (hz_{k+1}^T Pf(z_{k+1}) + z_{k+1}^T Pyk)e_2^T z_{k+1} - e_2^T y_k - he_2^T f(z_{k+1}) = 0, \quad z_{k+1}^T Pz_{k+1} = 1, \]

with respect to two variables \((a, b)^T \triangleq z_{k+1} \in \mathbb{R}^2\). Notice that multiplying the first equation by \(|a| + \beta b^2\) yields a polynomial-like equation:

\[ m(a, b) \triangleq (|a| + \beta b^2) [(a \ b)Py_k + h(2a + b)b - (|a| + \beta b^2)e_2^T y_k + \alpha h(a + \beta b)b)(1 - (a + b)b) = 0. \]

Since

\[ z_{k+1}^T Pz_{k+1} = 1 \iff b = -a \pm \sqrt{1 - \varepsilon a^2}, \quad -\frac{1}{\sqrt{\varepsilon}} \leq a \leq \frac{1}{\sqrt{\varepsilon}}, \]

solving the GE\((y_{k+1})\) implies to find a real root of one of the two scalar equations:

\[
\begin{align*}
(a) & \quad \hat{m}_1(a, -a + \sqrt{1 - \varepsilon^2 a}) = 0, \quad -\frac{1}{\sqrt{\varepsilon}} \leq a \leq \frac{1}{\sqrt{\varepsilon}} \\
(b) & \quad \hat{m}_2(a, -a - \sqrt{1 - \varepsilon^2 a}) = 0, \quad -\frac{1}{\sqrt{\varepsilon}} \leq a \leq \frac{1}{\sqrt{\varepsilon}}. 
\end{align*}
\]

 vérifie que tel une racine (au moins une des deux équations) toujours existe.

**Algorithm 5 (consistent scheme for the quasi-continuous SMC in Example 1):**

- **data:** \(y_k, h > 0, \epsilon, P, G_d, \alpha, \beta, \Phi^{-1}(y) = \left(\begin{array}{c} |y|_P y_1 \\ y_2 \end{array}\right)\).

- Calculate \(\hat{F}(0)\):
  - if \(-\frac{\nu_k}{h} \in \hat{F}(0)\) then \(y_{k+1} = 0\).
  - else if \(-\frac{\nu_k}{h} \notin \hat{F}(0)\) then
    - if the polynomial equation (103) (a) has a solution \(a \in \mathbb{R}\), then \(z_{1,k+1} = a\) and \(z_{2,k+1} = -a + \sqrt{1 - \varepsilon^2 a}\).
    - else if the polynomial equation (103) (b) has a solution \(a \in \mathbb{R}\), then \(z_{1,k+1} = a\) and \(z_{2,k+1} = -a - \sqrt{1 - \varepsilon^2 a}\).
    - then \(q_{k+1} = z_{k+1}^T P y_k + h z_{k+1}^T P f(z_{k+1})\) and \(y_{k+1} = q_{k+1} z_{k+1}\).

- then \(x_{k+1} = \Phi^{-1}(y_{k+1}) = \left(\begin{array}{c} q_{k+1} y_{1,k+1} \\ y_{2,k+1} \end{array}\right)\).

- terminate

In practice, a Newton method can be used to compute the real root. The example in section 5.8 presents an HOSM control system which admits an explicit solution to the GE\((y_{k+1})\) when \(n = 2\).

5.8 Example 2: Discretization of an HOSM Algorithm

5.8.1 An Homogeneous HOSM Algorithm

Let us consider the homogeneous control system \([102, 98]\)

\[
\dot{x} = f(x) \triangleq Ax + B(u + \gamma(t, x)), \quad A = \left(\begin{array}{cccc} 0 & 1 & \cdots & 0 \\ 0 & 0 & 1 & \cdots \\ \vdots & \vdots & \vdots & \ddots \\ 0 & 0 & \cdots & 0 \end{array}\right), \quad B = \left(\begin{array}{c} 0 \\ \vdots \\ 0 \\ 1 \end{array}\right),
\]

(104)
where $x = (x_1, x_2, \ldots, x_n)^\top$, $\gamma : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$, describes a bounded matched disturbance and the HOSM algorithm [102] is given using the quasi-continuous controller\footnote{See the end of section 5.1 for the definition.}:

$$u = u(x) \triangleq \sum_{j=1}^{n} \frac{k_j x_j}{\| x \|_d^{a+1}}.$$ \hspace{1cm} (105)

$$K = \begin{pmatrix} k_1 & k_2 & \ldots & k_n \end{pmatrix} \in \mathbb{R}^n,$$

and $\| : \|_d : \mathbb{R}^n \to \mathbb{R}_+$ is the canonical $d$-homogeneous norm for the dilation $d(s) = e^{sG_d}, s \in \mathbb{R}$ with

$$G_d = \begin{pmatrix} n & 0 & \ldots & 0 \\ 0 & n-1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 1 \end{pmatrix}.$$  

One has $u(d(s)x) = u(x)$ and the right-hand side $f(\cdot)$ of the closed-loop system (104)-(105) is homogeneous of degree $-1$:

$$f(d(s)x) = Ad(s)x + Bu(d(s)x) = e^{-s}d(s)(Ax + Bu(x)) = e^{-s}d(s)f(x), \quad x \in \mathbb{R}^n \setminus \{0\}.$$  

Let the gain vector $K$ and a matrix $P = P^T > 0$ be selected as follows:

$$(A + BK + \alpha G_d)^T P + P(A + BK + \alpha G_d) = 0, \quad PG_d + G_d^T P > 0, \quad \alpha > 0. \hspace{1cm} (106)$$

Such a selection is always possible [103]. Moreover, if

$$|\gamma(t, x)| < \alpha \min(P^{1/2}G_dP^{-1/2} + P^{-1/2}G_d^T P^{1/2}) \cdot 2\sqrt{B^T P B}, \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}^n,$$

then the origin of the closed-loop system (104)-(105) is globally uniformly finite-time stable (see [103] for more details). Notice also that

$$u^T(x)u(x) \leq \lambda_{\text{max}} \left( P^{-1/2} K^T K P^{-1/2} \right), \quad \forall x \in \mathbb{R}^n \setminus \{0\},$$

i.e., the control input is globally bounded.

### 5.8.2 Consistent discretization

The equivalent homogeneous system with $y = \Phi(x) \triangleq \| x \|_d (\ln \| x \|_d) x$ has the form

$$\dot{y} = \| y \|_P^{1+\nu} \left( \frac{I_n - G_d}{y^T P G_d y} + I_n \right) f \left( \frac{y}{\| y \|_P} \right),$$

where $f \left( \frac{y}{\| y \|_P} \right) = \frac{1}{\| y \|_P} \left( \begin{array}{c} y_1 \\ \vdots \\ y_{n-1} \\ \sum_{j=1}^{n} k_j y_j \end{array} \right) = (A + BK) \frac{y}{\| y \|_P}$, and recall that $\| y \|_P = \sqrt{y^T P y}$ with $P$ satisfying (70). In this case, we derive

$$\dot{\tilde{y}}(y) \triangleq \left( \frac{I_n - G_d}{y^T P G_d y} + I_n \right) (A + BK) \frac{y}{\| y \|_P} = \frac{1}{\| y \|_P} \left( \frac{I_n - G_d}{y^T P G_d y} + I_n \right) \left( A + BK - \frac{y}{\| y \|_P} (I_n - G_d) \frac{y}{y^T P G_d y} \right).$$

According to Theorem 7, the consistent implicit discretization scheme has the form (96) with $\tilde{F}(y) = (\tilde{A} - I_n) \tilde{N}(y)$ or, equivalently,

$$y_{i+1} = y_i + h \left( I_n - \tilde{A} \right) \tilde{N}(y_{i+1}), \quad h > 0, \quad i = 0, 1, 2, \ldots \hspace{1cm} (107)$$
where $\tilde{A} = A + BK + G_d$ is such that $\tilde{A}^\top P + P\tilde{A} = 0$ (see (106)) and 

$$\tilde{N}(y) = \begin{cases} \frac{y}{\|y\|_P} & \text{if } y \neq 0 \\ \mathbb{B}^p_n & \text{if } y = 0, \end{cases}$$

where $\mathbb{B}^p_n$ is the unit ball in $\mathbb{R}^n$ with the norm $\| \cdot \|_p$. Notice that the condition (106) implies that $I_n - \tilde{A}$ is invertible. Let us denote $q_{i+1} = \|y_{i+1}\|_P$ and $\tilde{z}_{i+1} = \frac{y_{i+1}}{\|y_{i+1}\|_P}$. Then the inclusion (107) has the following solution

- if $y_i^\top (I_n - \tilde{A})^{-\top} P(I_n - \tilde{A})^{-1} y_i \leq h^2$ then
  $$q_{i+1} = 0 \quad \text{and} \quad \tilde{z}_{i+1} = h^{-1}(I_n - \tilde{A})^{-1} y_i,$$

- Otherwise, $q_{i+1}$ and $\tilde{z}_{i+1}$ are derived as the solution to
  $$\left((q_{i+1} + h)I_n - h\tilde{A}\right)\tilde{z}_{i+1} = y_i, \quad \tilde{z}_{i+1}P \tilde{z}_{i+1} = 1,$$

where $y_i = \|x_i\|_d(-\ln \|x_i\|_d)x_i$. A solution to (109) always exists due to Theorem 7. It can be found in two steps. First, a positive real root of the polynomial (with respect to $q_{i+1}$) equation

$$y_i^\top \left((q_{i+1} + h)I_n - h\tilde{A}\right)^{-\top} P \left((q_{i+1} + h)I_n - h\tilde{A}\right)^{-1} y_i = 1,$$

must be solved. The vector $\tilde{z}_{i+1}$ is given by

$$\tilde{z}_{i+1} = \left((q_{i+1} + h)I_n - h\tilde{A}\right)^{-1} y_i.$$

For $n = 2$ the system (109) implies a quartic equation with respect to $q_{i+1}$:

$$y_i^\top \begin{pmatrix} q_{i+1} - k_2h \\ k_1h \\ q_{i+1} - h \end{pmatrix}^\top P \begin{pmatrix} q_{i+1} - k_2h \\ k_1h \\ q_{i+1} - h \end{pmatrix}^\top y_i = (q_{i+1} - h)^2(q_{i+1} - k_2h)^2,$$

so it can be solved explicitly using Ferrari formulas. In other cases some proper computational procedure can be utilized. Second, to transform the vector $x \in \mathbb{R}^2$ to $y = \|x\|_d(-\ln \|x\|_d)x$, the canonical homogeneous norm $\| \cdot \|_d$ must be also computed. From its definition (see the formula (74)) we conclude that $\|x\|_d$ also satisfies a polynomial equation (with respect to $\|x\|_d$):

$$x^\top \begin{pmatrix} \|x\|_d^{-n} & 0 & \ldots & 0 \\ 0 & \|x\|_d^{-(n-1)} & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & \|x\|_d^{-1} \end{pmatrix} P \begin{pmatrix} \|x\|_d^{-n} & 0 & \ldots & 0 \\ 0 & \|x\|_d^{-(n-1)} & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & \|x\|_d^{-1} \end{pmatrix} x = 1.$$

Again for $n = 2$ we derive that the canonical homogeneous norm is a unique positive solution to the quartic equation

$$\|x\|_d^4 = a\|x\|_d^2 + 2b\|x\|_d + c,$$

where $a = x^\top \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} P \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} x$, $b = x^\top \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} P \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} x$, and $c = x^\top \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} P \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} x$, which again can be found using Ferrari’s formulas. Therefore, for any $x_i \in \mathbb{R}^2$, the values $(q_{i+1}, \tilde{z}_{i+1})$, as well as $x_{i+1}$, can be easily computed.
5.8.3 On the digital implementation of the implicit HOSM controller

Similarly to the methodology developed in sections 2–4, let us suggest to use the obtained discretization scheme for digital (sampled-time) implementation of finite-time controllers. Taking into account that

\[
x = d \left( \ln \left( \| y \| \right) \right) / \| y \| P, \quad u_\nu (d(s)x) = u_\nu (x) \quad \text{for} \quad \nu = -1,
\]

we derive that the implicit discretization of the control law (105) can be defined as follows

\[
u (x_{i+1}) = u_\nu \left( \frac{y_{i+1}}{\| y_{i+1} \| P} \right) = u_\nu (z_{i+1}) = K z_{i+1},
\]

where \( z_{i+1} \) is given by (108) or (109) (dependently of \( y_i \)). According to the conventional implicit discretization technique (see sections 2–4) this value is suggested to be selected for the time interval \([t_i, t_{i+1})\) during digital implementation of the control law (105) in the system (104), i.e.,

\[
u (t) = u_i \Delta K z_{i+1}, \quad t \in [i h, (i+1) h], (110)
\]

Notice that the controller (110) does not guarantee finite-time convergence of the system states to zero, since the exact solution to the system (104) in this case is given by

\[
x(t) = e^{A t} x_i + \int_0^t e^{A(t-s)} B (u_i + \gamma(s, x(s))) \, ds, \quad t \in [i h, (i+1) h], \quad x_i \Delta x_{i h}.
\]

The following control parameters are used for the simulations

\[
P = \left( \begin{array}{cc} 9.1050 & 1.7829 \\ 1.7829 & 0.8914 \end{array} \right), \quad K = \left( \begin{array}{cc} -10.2139 & -3.0000 \end{array} \right).
\]

In the disturbance-free case \( \gamma(t, x) \equiv 0 \), the implicit sampled control (110) completely rejects the numerical chattering (see Figure 15), which always exists for the explicit implementation of the control law (105) (see Figure 16). Moreover, the numerical experiments show that the consistently discretized implicit HOSM control remains efficient for rejection of slowly-varying perturbations \( \gamma = 0.4 \cos(2t) \) (see Figure 17). Noisy measurements imply an expectable degradation of chattering reduction (Figure 18).

\[
\Rightarrow \text{However, the chattering magnitude of the implicitly discretized controller in the noisy and perturbed case, is still much smaller than the chattering magnitude of the explicitly discretized controller in the disturbance-free case.}
\]

The noisy measurement was modeled as \( \tilde{x}_i = x_i + \eta_i \) and utilized for the computation of the control value \( u_i \), where \( \eta_i \) is a uniformly distributed random noise with a certain magnitude. Notice that, the implicit control remains more precise than the explicit one even in the case of the higher noise magnitude (see Figure 19). Obviously, this conclusion needs to be confirmed theoretically, and numerically on other types of plants and controllers.

6 Open problems and Conclusions

This article is dedicated to present the implicit discrete-time implementation of various kinds of sliding-mode controllers and homogeneous systems. It is shown in each case how the implicit method can be implemented in practice, solving at each time step (usually simple) generalized equations, that take the form of low-dimension complementarity problems (in a sense this is similar to model-predictive control which requires to solve an optimization problem at each step). This article reviews the main results published to date (linear systems, nonlinear systems, with exogenous disturbances or parameter uncertainties, first-order, second-order sliding-mode controllers, homogeneous systems) and presents five algorithms for the implementation of the implicit discretisation. Open problems are numerous:

- HOSM homogeneous differentiators: it is known that the explicit Euler method provides accuracy deterioration (or even instability issues [121]), and has to be enhanced to increase the precision...
Figure 15: Evolution of the system (111) with the implicitly discretized control \( u_i = K z_{i+1}, \ h = 0.01s. \)

Figure 16: Evolution of the system (111) with the explicitly discretized control \( u_i = u(x_i), \ h = 0.01s. \)

Figure 17: Evolution of the system (111) with the implicitly discretized control \( u_i = K z_{i+1}, \ h = 0.01 \) in the perturbed case \( \gamma = 0.4 \cos(2t). \)

[78, 66]. Could the implicit method bring a solution to this discretization issue? Do such discretized differentiators bring significant advantage with respect to “dirty” differentiators like linear filters,
Figure 18: Evolution of the system (111) with the implicitly discretized control \( u_i = K z_{i+1}, h = 0.01s \) in the perturbed case \( \gamma = 0.4 \cos(2t) \) with a uniformly distributed measurement noise with magnitude \( 10^{-3} \).

Figure 19: Comparison of the precision of the explicitly (left) and the implicitly (right) discretized control for the system (111) with \( h = 0.01s, \gamma = 0.4 \cos(2t) \) and the uniformly distributed measurement noise with magnitude \( 5 \cdot 10^{-3} \).

when used in a closed-loop system (see also section 3.4.4 for related material)? In particular linear differentiator may decrease the accuracy [50]. Preliminary results in this direction are in [79] where a twisting SMC is combined with a super-twisting observer, and [125] where two super-twisting algorithms are used for control and observation. First-order sliding-mode differentiators are proposed and analysed in [63, 54], with an implicit Euler discretization. Let us mention also the preliminary results in [24], who generalize the results in [20] to homogeneous differentiators. The extension of Algorithm 4 (which can be easily adapted to the super-twisting differentiator case) towards the super-twisting method proposed in [27], could be of interest as well. Comparisons with the differentiators analysed in [81, 82] seem to be unavoidable as well. The big challenge is the analysis of implicitly discretized differentiators in closed-loop systems. The case of closed-loop systems incorporating super-twisting state observers [133], may also be worth investigating.

- Higher order sliding mode controllers, other than twisting and super-twisting.
- Infinite dimensional homogeneous systems [99] (would maximal monotone operators as used for the first time in sliding-mode control in [83, 86, 85, 87], be useful in this context?).
• Improve the robustness with respect to noise on the sliding variable (despite of the fact that modern sliding-mode controllers possess good robustness properties in that respect, even enhanced by the use of proper differentiators).

• Backstepping control with nested controllers for uncertain triangular systems of dimension $n \geq 3$ (section 3.4).

• Develop the use of maximal monotone operators as done in [83, 86, 85, 87] in a larger context.

• Non constant sampling period $h$ (see [35] for preliminary results).

• More experimental validations, comparisons between first order and higher order SMC (with correct discrete-time implementation), see [50, Figure 22] for preliminary results, where it is shown that the twisting and a first order SMC provide similar closed-loop performance.

• In case the “generalized equation” block is solved with an iterative algorithm (successive approximations method, or LCP solver), what is the influence of the solver precision on the closed-loop performance?

• Implementation of SMC plus observers to decrease chattering: is it more efficient than implicit SMC without observer? In that same vein consider super-twisting observers combined with super-twisting or twisting controller [25, 90], and extend the results of section 4.2.

• Develop user-friendly toolboxes to solve the “Generalized equation” block for different classes of systems, both for control and differentiation.

• Analyse the robustness and performances taking into account the quantization on the sliding variable [128].

• When the SMC guarantees stability in the presence of parametric uncertainties, does its implicit discrete-time implementation behave better than an adaptive or an $H_\infty$ controller? See [87] for a preliminary analysis.

• Design a generic optimization procedure to compute the “extra” parameters usually needed to construct the sliding variable: elements of the output matrix $C$ (with $\sigma = Cx$), time constants of the linear filters (“dirty” differentiators with transfer function $\frac{\tau s}{\tau + s}$) used to get higher degree derivatives of the measured output $y$. See [50, section 5] and [46, section 4.1.3] for an example of such a procedure.

• Design SMC for flexible mechanical systems: chattering is known to be particularly dangerous since it excites high frequency oscillatory modes. The suppression of chattering through the implicit implementation, could represent a significant progress for the robust control of flexible systems.

• Compare the semi-implicit discretisation methods proposed in [67, 66] with the above implicit ones, both for control and for differentiation algorithms. Compare also with the algorithm proposed in [113]. More generally, semi-implicit methods (keeping the implicit discretisation of the set-valued part of the controllers) may constitute an acceptable compromise in some applications, with reduced computations and reduced chattering. This is an open problem.

• Continue the analysis of twisting and super-twisting algorithms in more general contexts with perturbation. Analyse also the discrete-time multivariable super-twisting scheme [92], which uses the so-called unit vector controller, that is maximal monotone [85, Example 17].
A Complementarity problem for (25)

The hypercube \([-g,g]^p = \{ z \in \mathbb{R}^p \mid Hz + \bar{g} \geq 0 \}\), with \( H = \begin{pmatrix} I_p & -I_p \end{pmatrix} \) and \( \bar{g} = (g,g,\ldots,g)^\top \in \mathbb{R}^{2p} \).

Then since \([-g,g]^p\) is convex polyhedral, one has \( N_{[-g,g]^p}(u_k) = \{ w \in \mathbb{R}^p \mid w = -H^\top \bar{\Gamma}_k, 0 \leq \bar{\Gamma}_k \perp Hu_k + \bar{g} \geq 0 \}\). Therefore we obtain the equivalent formulation of (25):

\[
\begin{cases}
    CB^*u_k^* + \sigma_k = H^\top \bar{\Gamma}_k \\
    0 \leq \bar{\Gamma}_k \perp Hu_k^* + \bar{g} \geq 0,
\end{cases}
\]

which is a Mixed LCP [1]. Using the fact that \( CB^* \succ 0 \), we obtain the LCP:

\[
\begin{align*}
0 & \leq \bar{\Gamma}_k \perp H(CB^*)^{-1}H^\top \bar{\Gamma}_k + \bar{g} - H(CB^*)^{-1}\sigma_k \geq 0 \\
u_k^* &= (CB^*)^{-1}H^\top \bar{\Gamma}_k - (CB^*)^{-1}\sigma_k
\end{align*}
\]  

which reduces to (20) when \( p = 1, g = 1, C = B = 1, B^* = h \) (it suffices to change \( \bar{\Gamma}_k \) to \( \bar{\Gamma}_k h \) in (112) to take into account the fact that (20) stems from (12) while (113) stems from (25)).

B LMIs for \( X \) and \( K \)

The stabilizability of \((A,B)\) implies that for some \( a > 0 \) such that \( 0 < 2ha < 1 \), there exists an \( n \times n \) matrix \( X = X^\top \succ 0 \) satisfying the matrix inequality:

\[
B_\bot^\top (AX + XA^\top + 2aX) B_\bot + hB_\bot^\top \left( XA^\top B_\bot (B_\bot^\top XB_\bot)^{-1} B_\bot^\top AX \right) B_\bot \prec 0.
\]

The matrix \( X \) should also satisfy \( X - I_n \succ 0 \). Finally the next LMI should hold:

\[
\begin{pmatrix}
R_{11} & R_{12} \\
R_{12}^\top & R_{22}
\end{pmatrix} \succ 0,
\]

where,

\[
R_{11} \define \begin{pmatrix}
B_\bot^\top (aX - I_n) B_\bot & -\frac{1}{2} B_\bot^\top AB & -hB_\bot^\top XA^\top B_\bot \\
-\frac{1}{2} B_\bot^\top A^\top B_\bot & -hB_\bot^\top A^\top B_\bot & 2hB_\bot^\top XB_\bot \\
-hB_\bot^\top XB_\bot & -hB_\bot^\top A^\top B_\bot & B_\bot^\top X
\end{pmatrix},
\]

\[
R_{12} \define \begin{pmatrix}
-hB_\bot^\top XB_\bot & 0 & 0 & 0 \\
0 & -hB_\bot^\top A^\top B_\bot & 0 & 0 \\
0 & 0 & B_\bot^\top X & 0 \\
0 & 0 & 0 & B_\bot^\top X
\end{pmatrix},
\]

\[
R_{22} \define \begin{pmatrix}
2hB_\bot^\top XB_\bot & 0 & 0 & 0 \\
0 & hB_\bot^\top XB_\bot & 0 & 0 \\
0 & 0 & \frac{2}{1+2h} \Lambda & 0 \\
0 & 0 & 0 & \frac{2}{1+2h} \Lambda
\end{pmatrix}.
\]

C On the GE (46)

Let us choose \( \Phi(\sigma) = \alpha \|\sigma\|_1 \), \( \alpha > 0 \). From (45) we obtain \( \hat{\mathcal{A}}_k \hat{\sigma}_{k+1} - \hat{\mathcal{M}}_k \sigma_k \in -h\alpha \hat{\partial} \|\hat{\sigma}_{k+1}\|_1 \).

Let us now see how we could use (1) and (2) to get an explicit expression for \( \hat{\sigma}_{k+1} \), by inverting this
inclusion. Using that the conjugate function of \( f(\sigma) = ||\sigma||_1 \) is \( f^*(y) = \psi_{[-1,1]}(y_1) + \ldots + \psi_{[-1,1]}(y_p) \), with \( \partial f^*(y) = N^*_{[-1,1]^p}(y) \), it follows that the above inclusion is equivalent to:

\[
\begin{align*}
\hat{\sigma}_{k+1} &\in N^*_{[-1,1]^p}(A_k \hat{\sigma}_{k+1} - \hat{M}_k \sigma_k) \\
\iff \hat{\sigma}_{k+1} &\in -N_{[-g_\alpha, g_\alpha]^n}(A_k \hat{\sigma}_{k+1} - \hat{M}_k \sigma_k, \hat{\sigma}_{z_{k+1}}) \\
\iff \hat{A}_k^{-1} \hat{z}_{k+1} + \hat{A}_k^{-1} \hat{M}_k \sigma_k &\in -N_{[-g_\alpha, g_\alpha]^n}(z_{k+1}) \\
\iff z_{k+1} &\in \text{proj}_{\hat{A}_k^{-1}}([-g_\alpha, g_\alpha]^n; -\hat{M}_k \sigma_k) \\
\iff \hat{A}_k \hat{\sigma}_{k+1} + \hat{M}_k \sigma_k &\in \text{proj}_{\hat{A}_k^{-1}}([-g_\alpha, g_\alpha]^n; -\hat{M}_k \sigma_k) \\
\iff \tilde{\sigma}_{k+1} &\in -\hat{A}_k^{-1} \hat{M}_k \sigma_k + \hat{A}_k^{-1} \text{proj}_{\hat{A}_k^{-1}}([-g_\alpha, g_\alpha]^n; -\hat{M}_k \sigma_k). 
\end{align*}
\]

The last equality is the generalisation of (11) and (24) (26) to the more complex Lagrangian systems case. Algorithm 3 is in fact a way to compute the right-hand side of the last equality. Once \( \tilde{\sigma}_{k+1} \) has been computed, then \( \zeta_{k+1} \) is obtained from (46), and \( u^*_k \) is obtained from (43) as \( -u^*_k = K_\sigma \tilde{\sigma}_{k+1} + g \zeta_{k+1} \).

The inclusion into a normal cone in (116), can be rewritten under a complementarity framework, doing as in section A. On has \( N_{[-g_\alpha, g_\alpha]^n}(z_{k+1}) = \{ w \in \mathbb{R}^n \mid w = -H^\top \Gamma_k, \ 0 \leq \Gamma_k \perp H z_{k+1} + h_\alpha \geq 0 \} \), where the hypercub \( [-g_\alpha, g_\alpha]^n = \{ z \in \mathbb{R}^n \mid H z + h_\alpha \geq 0 \} \) for suitable matrix \( H \) and vector \( h_\alpha \). Therefore it follows that \( \hat{A}_k^{-1} \hat{z}_{k+1} + \hat{A}_k^{-1} \hat{M}_k \sigma_k = H^\top \Gamma_k, \ 0 \leq \Gamma_k \perp H z_{k+1} + h_\alpha \geq 0 \). Thus the LCP is:

\[
\begin{align*}
0 &\leq \Gamma_k \perp H \hat{A}_k H^\top \Gamma_k + h_\alpha - \hat{M}_k \sigma_k \\
\tilde{\sigma}_{k+1} &= H^\top \Gamma_k \\
\zeta_{k+1} &= -\frac{1}{h_\alpha} (\hat{A}_k H^\top \Gamma_k - \hat{M}_k \sigma_k) \\
u^*_k &= K_\sigma \tilde{\sigma}_{k+1} + g \zeta_{k+1}. 
\end{align*}
\]

This corresponds to the “Generalized equation” feedback block in Figure 7.

### D On the GE (37)

Let us examine now (37) using a similar point of view. Choosing \( M(\cdot) = \alpha \|\cdot\|_1 \), it can be rewritten equivalently as:

\[
(I_p + hK)\tilde{\sigma}_{k+1} - \sigma_k \in -g_\alpha \partial\|\tilde{\sigma}_{k+1}\|_1. 
\]

Notice that \( \theta \) in (37) is like \( \mu \) in (46): they are numerical parameters to be tuned properly for the iterative solver to be efficient. This is the reason why they no longer appear neither in (116) nor in (118). Doing as in (116), yields the following:

\[
\begin{align*}
(I_p + hK)\tilde{\sigma}_{k+1} - \sigma_k &\in -g_\alpha \partial\|\tilde{\sigma}_{k+1}\|_1 \\
\iff \tilde{\sigma}_{k+1} &\in N_{[-1,1]^p}(I_p + hK)\tilde{\sigma}_{k+1} + \frac{g}{h_\alpha} \|\tilde{\sigma}_{k+1}\|_1 \\
\iff \tilde{\sigma}_{k+1} &\in -N_{[-g_\alpha, g_\alpha]^p}(I_p + hK)\tilde{\sigma}_{k+1} - \sigma_k \\
\iff \tilde{\sigma}_{k+1} &\in (I_p + hK)^{-1}z_{k+1} + (I_p + hK)^{-1}\sigma_k \in -N_{[-g_\alpha, g_\alpha]^p}(z_{k+1}) \\
\iff \tilde{\sigma}_{k+1} &\in (I_p + hK)^{-1}\sigma_k + (I_p + hK)^{-1}\text{proj}_{(I_p + hK)^{-1}}([-g_\alpha, g_\alpha]^p; -\sigma_k). 
\end{align*}
\]
The projection in the right-hand side of (119) corresponds to solve the quadratic programme:

\[
\begin{cases}
\min \frac{1}{2}(z + \sigma_k)^\top \left(I_p + hK\right)^{-1}(z + \sigma_k) \\
\text{subject to: } z \in [-gh\alpha, gh\alpha]^p \iff Hz + \overline{gh\alpha} \geq 0
\end{cases}
\]  

(120)

where \(H\) and \(\overline{gh\alpha} \in \mathbb{R}^p\) are constructed as in section A. Using the expression of the normal cone to a polyhedral convex set, one obtains similarly to (112):

\[
\begin{cases}
(I_p + hK)^{-1}z_{k+1} + (I_p + hK)^{-1}\sigma_k = H^\top \Gamma_k \\
0 \leq \Gamma_k \perp Hz_{k+1} + \overline{gh\alpha} \geq 0
\end{cases}
\]  

(121)

This mixed LCP can be transformed readily into the LCP:

\[
0 \leq \Gamma_k \perp H(I_p + hK)H^\top \Gamma_k + \overline{gh\alpha} - \sigma_k \geq 0
\]

\[
\tilde{\sigma}_{k+1} = H^\top \Gamma_k \\
u_k^e = \frac{1}{\overline{h}}(\tilde{\sigma}_{k+1} - \sigma_k).
\]  

(122)

We see once again in this article, that the “Generalized equation” block in Figure 5, can be solved \textit{a priori} using different approaches.

The LCPs in (113), (117) and (122) have dimension \(p\), the number of sliding surfaces. Consequently they are low-dimensional problems which can be solved online, with negligible computation time.

There exists a wealth of theoretical results on the existence and uniqueness of solutions to LCPs as (113), (117) and (122), the main reference on the topic being [26]. In the above cases the LCP matrices should all be positive semidefinite (which, in general, does not guarantee the existence and uniqueness of solutions). However in our case we know that solutions exist and are uniquely defined.
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