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Abstract. In decision support systems, information from many differ-
ent sources must be integrated and interpreted to aid the process of
gaining situational understanding. These systems assist users in making
the right decisions, for example when under time pressure. In this work,
we discuss a controlled automated support tool for gaining situational
understanding, where multiple sources of information are integrated.
In the domain of operational safety and security, available data is of-
ten limited and insufficient for sub-symbolic approaches such as neural
networks. Experts generally have high level (symbolic) knowledge but
may lack the ability to adapt and apply that knowledge to the current
situation. In this work, we combine sub-symbolic information and tech-
nologies (machine learning) with symbolic knowledge and technologies
(from experts or ontologies). This combination offers the potential to
steer the interpretation of the little data available with the knowledge of
the expert.
We created a framework that consists of concepts and relations between
those concepts, for which the exact relational importance is not neces-
sarily specified. A machine-learning approach is used to determine the
relations that fit the available data. The use of symbolic concepts allows
for properties such as explainability and controllability. The framework
was tested with expert rules on an attribute dataset of vehicles. The per-
formance with incomplete inputs or smaller training sets was compared
to a traditional fully-connected neural network. The results show it as
a viable alternative when data is limited or incomplete, and that more
semantic meaning can be extracted from the activations of concepts.

Keywords: Symbolic AI · Neural Networks · Graph-based Machine
Learning, · Explainability · Decision support.

1 Introduction

Military decision making often takes place in uncertain and complex situations,
and can have a large impact on the opponent and also on civilians and cause
collateral damage. Often the complete impact of a decision cannot be easily fore-
seen. In order to make the right choice, situational understanding is needed. To
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obtain situational understanding, information from different sources needs to be
integrated. For example, information from sensors (such as cameras, thermal sen-
sors, but also social media and human observations) and expert knowledge e.g.
obtained through experience, needs to be combined to build an understanding
of the situation.

An example of a use-case where situational understanding is relevant is rec-
ognizing smuggling activities in a busy city. During a military mission in a hostile
county, there is a lot of information that might be relevant to the mission, but
not immediately linked to smuggling in an analyst’s mind. Here, the types of
vehicles in the area, the hours of active use of those vehicles, the locations and
the people that suspected smugglers meet might play a large part in determining
if there is an active smuggling operation going on. Even more general concepts
might play a role as well, such as economy and law and order in the area, but
also patterns of life, important dates, and the political situation. These factors
can be described in flows of people, goods, and information, forming an intricate
web of higher-level knowledge. Combining this knowledge in a semantic graph
(see Figure 1) can more easily provide new insights to commanders about which
information might be relevant to the current situation. For example, a correla-
tion might be found between the detected vehicle type and the time and area of
usage, indicating smuggling activities. The values for connections between and
correlations of these concepts need to be found or learned in order to make useful
predictions.

There are, however, several factors that limit understanding. There may be
too little information on some aspects, there may be unreliable or intentionally
false information, and there may even be too much information. In those situ-
ations, human analysts and decision makers may not be well suited for sifting
through the data to find trustworthy and useful information and being able to
integrate it into the decision-making process, especially given the time pressure
and the potential severity of the consequences.

A possible solution for finding the correlations in the available data is using
Artificial Intelligence (AI) approaches. In recent years, developments in neural
networks (NNs) have made Machine Learning (ML) a popular method for solving
problems in the field of AI. However, for the use-case discussed above, such
methods lack a critical property. When making decisions with the help of decision
support systems, users require that these systems can explain themselves. They
want to be able to ask why the system indicates that something is very likely
present in the environment. Black box methods, such as neural networks, are
unsatisfactory because they struggle to provide additional insights besides its
output. What is needed is a so-called white box approach, which is able to
accept and convey knowledge in a for humans understandable way, and can
answer ‘why’ questions.

Another disadvantage of ML is the possibility that the algorithms learn to
use prevalent, but unexpected, aspects of the data, which may lead to incorrect
decisions. A well-known example of the latter is an ML algorithm that learned to
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Fig. 1. A simplified semantic graph showing a number of the concepts that can play a
role in a smuggling scenario.

classify wolves versus huskies based on the presence of snow instead of learning
the discerning characteristics of these animals [11].

Recently, research has partly shifted towards creating AI tools that are able
to explain why and how a certain conclusion came to be [13]. Van Lent [8] called
this type of artificial intelligence ‘Explainable AI’. In a system with explainable
AI users may be able to analyze the cause of (faulty) results. Furthermore, by
improving the explainability of intelligent software, it has been argued that the
users of these types of applications start to trust the systems more [17]. Having
trustworthy, meaningful and understandable decision support is critical in the
military domain.

In this work, we seek to support analysts with automated tooling. The goal
is to be able to understand important aspects of the environment in which a
military operation takes place. Often these operations take place in unfamiliar
terrain and only a global understanding of the situation is available. The best
possible understanding is based on all available knowledge and data. The en-
visioned support tool integrates multiple sources of information, some of which



4 P.B.U.L. de Heer

consist of data streams, some are symbolic in nature such as the knowledge
of human experts. We combine sub-symbolic information and approaches (sen-
sor data, machine learning) with symbolic knowledge and technologies (expert
knowledge, semantic networks) to work towards a decision support system that
produces better results with fewer data required for learning compared to tradi-
tional neural network approaches, and supports explainability.

In this paper we first present a brief overview of related work (section 2,
and then discuss the RCN framework and its properties (Section 3). In Section
4 several experiments and their results are discussed. Lastly, in Section 5, our
findings are discussed as well as some points of future work.

2 Related work

One of the key challenges of neuro-symbolic model integration is to find suitable
ways of merging symbolic and sub-symbolic models into a unified architecture.
A good overview of the neuro-symbolic approach is provided by Besold et al. [1].
Our neuro-symbolic approach was partly inspired by Raaijmakers et al. [10], who
presented a method for explaining sub-symbolic text mining with ontology-based
information. However, this method does not allow a priori expert knowledge to
be incorporated in the text mining itself; it is used to explain the mining results
afterward. Gupta et al. [4] used an ontology to shape the architecture of the
sub-symbolic model, which enables the model to become more explainable since
high-level knowledge is embedded in the architecture. The idea to shape the
architecture based on a symbolic model is used in the approach discussed in this
paper.

Sabour et al. [12] describe a method that comes close to our approach: capsule
networks. A capsule is a group of neurons whose activity vector represents the
instantiation parameters of a specific type of entity such as an object or an
object part. Active capsules at one level make predictions for the instantiation
parameters of higher-level capsules. When multiple predictions agree, a higher
level capsule becomes active. Sabour et al. show that a discriminatively trained,
multi-layer capsule system achieves state-of-the-art performance on MNIST [7]
and is considerably better than a convolutional network at recognizing highly
overlapping digits. Although this approach was used for image processing and
our approach is about concepts, the idea of clusters of neurons signifying one
concept with relations to other clusters inspired us and is reflected in how the
activation of concepts works in the methods discussed in this paper.

For this proposal, building on the work of Voogd et al. [15], an automated sit-
uational understanding support tool is created, which uses a Relational Concept
Network (RCN), see section 3.

Explainability in artificial intelligence is a topic that attracts much attention,
see e.g Holzinger et al [5] for an overview. A benefit of our approach is that
it supports explainability. The expert knowledge that is incorporated in the
network makes it possible to explain the output in a for humans understandable
way, as it is the symbolic knowledge that humans can comprehend, given an
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appropriate user interface. The symbolic knowledge may contain relations that
are causal in nature, but this is not guaranteed. Therefore our approach falls
short of supporting explanations in terms of causality. But since it does refer to
human understandable models, albeit mixed with link-strength based on data,
it may be a way to obtain causability as defined in [5]. If in a future situation
our approach is implemented as a decision support system, and the decisions
together with observations of the results of acting on the decision are fed into
the RCN, this could lead to detecting causality [9]. For our application domain,
however, it is unfeasible to experiment freely with the decisions to actually obtain
causality.

3 RCN Framework

The Relational Concept Network (RCN) consists of a directionally organized
network of symbolic concepts (nodes) with relations (edges) connecting them
based on expert knowledge. The concepts and their (logical) relations represent
the domain knowledge provided by experts, ontologies, or other sources. The
(activation) value of a concept is to be interpreted as the probability that this
concept is present or relevant in the current situation.

Each concept has an internal predictor method to determine the concept’s
output activation based on its inputs (where an input comes from either external
data or from another concept in the network model). This predictor method can
range from a simple rule-based evaluation to a NN that has to be trained. The
exact relation values between concepts are difficult to estimate for human. It is
for example hard to determine how much the fact that a large car is moving
fast would contribute to the chance that it is smuggling. Therefore, we use a
sub-symbolic NN as each concept’s internal method that, using training data,
can learn the influence and strength of the relations, see Figure 2 for a simple
example.

Fig. 2. A simple schematic representation of the RCN where symbolic concepts (Cx)
have integrated neural networks.
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Each concept is basically a small neural network with one neuron in its out-
put layer: the concept. So, the whole RCN may be seen as one large neural
network where some neurons have a concept name. Compared to traditional
neural networks the expert knowledge effectively limits the number of links be-
tween neurons and therefore limits the state space of the NN, which should result
in faster training and/or less need for training data.

A concept which represents a feature of the input data is called an input
concept. The value is set using an external source, e.g. a sensor or human input
(C1 to C4 in Figure 2). Intermediate concepts receive their input from concepts
and provide their output to other concepts (C5 to C7). End concepts are concepts
without dependents, i.e. its output is not being used by other concepts in the
network (C8 and C9).

The RCN is built as a framework to offer functionalities to create the situa-
tional understanding support system. Currently, network-related functionalities
are implemented allowing searching for concepts, paths between concepts, depen-
dency analysis, etc. The framework also enables defining and training concepts
based on NNs, and querying the (trained) concept outputs. In the following
subsections, these two functionalities will be explained further.

3.1 Training the RCN

When training the RCN, first domain knowledge of the expert is implemented
in the model through defining concepts and making connections between them.
This knowledge may come from different sources. The expert knowledge may
come from different experts at different moments. It may also come from an
existing RCN from a previous application. It is expected that especially concep-
tually higher level knowledge is more general and may be re-usable even when
applied in different locations and times, such as a previous military mission.

Training the RCN is accomplished by training the integrated NNs separately.
A training sample for a single concept consists of a vector of input data (the
features) and the associated true value (the label). Because these NN predictors
are small and typically have only a few inputs, they can be trained and evaluated
quickly. This allows fast feedback on the performance of the proposed connection.
A disadvantage of this strategy is that individual predictors can only be trained
when there is ground-truth training data available for that concept. If a new
connection is made to a concept, only that concept needs to be retrained. If
the RCN is extended with a new concept, that concept needs to be trained, but
also directly dependent concepts need to be retrained. If an expert changes links
between concepts, they may ’break’ knowledge that was inserted by another
expert. This will sort itself out in the training phase because links that are not
supported by the data will receive little weight and therefore have little influence
on the outcome when using the RCN.

After training all concepts, the system can be used to provide indications of
relevant concepts based on new data in the form of queries.
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3.2 Querying the Concepts

After training, the RCN can be used by analysts to examine which concepts are
found in the current situation. To do this, data from sensors and other sources
are fed into the RCN at the appropriate concepts. These concepts are then used
to calculate higher-level concepts. After these calculations, the probability values
of all concepts are known. The analyst examines concepts with a high probability
value to gain insight into what might be going on.

If only a subset of the input data is available, i.e. some input concepts do
not receive data from external sources, thanks to the decoupled nature of the
RCN, some intermediate concepts may still be (recursively) inferred, creating a
chain of predictions. Furthermore, if an intermediate or end concept has several
inputs, these inputs may differ in how much they contribute to the probability
value of that concept. The contribution of an input to the output is its feature
importance. Inputs with low feature importance may be ignored, making it pos-
sible for more high-level concepts to determine their probability value, be it with
higher uncertainty (see also “Graceful degradation” in section 4). Permutation
Importance [6] is a method to determine the importance of individual features
for a black box model. Since the method is model-agnostic it can be used with
neural networks in concepts.

Users will - at least at first - be suspicious about the results produced by the
RCN and want to be able to ask ‘why’ questions. The black box nature of a NN is
not suited for these questions. The RCN supports explainability in the following
way: if input is supplied to a trained RCN and then evaluated through the
network of concepts, each concept obtains a probability value. Then, questions
such as ‘why does this concept have a high probability value?’ can be answered
by referring to which of the input concepts have a high probability and with
what weight (i.e. the feature importance) it contributes to the concept under
consideration, all the way back to the first layer of feature data, see Figure 5.

Besides the probability value of the concepts, it is also useful for the analysts
to query the performance of the knowledge that was supplied by the experts.
After training, a set of validation data is used to determine the performance of
the concepts. The analyst can check if there is expert knowledge that does not
fit well with the data. If so, the analyst has to determine whether the data is of
sufficient quality, or if the knowledge should be enhanced, i.e. remove connections
to concepts with a low feature importance, and add connections to concepts that
may prove to have a higher importance.

4 Experiments and Results

In this section, we discuss several tests and their results obtained by the RCN
to verify the functionality as described in the previous chapter. It is examined
how well the RCN can be trained, how modular the resulting model is thanks to
its decoupled nature, how well it performs using smaller datasets and what the
effect is on explainability.
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For the tests described below, we have used the Large-scale Attribute dataset
(LAD) [18], which is an annotated image dataset of six different super classes
of objects. For these tests, we only used the ‘Vehicles’ super class, which in-
cludes land/air/water and civilian/military vehicles. Each item in the dataset
is annotated on several properties ranging from used materials or components
to the usage scenario, as well as the subclass it belongs to (e.g. whether it’s a
car, an ambulance, a train or an airplane). Figure 3 illustrates an instance of
the dataset. Note that we only use the annotations as concepts, not the images
themselves.

Fig. 3. A sample from the LAD dataset, with some of the many annotated properties.

Thanks to the diversity of the annotated properties in the LAD, it is possible
to structure the properties into a hierarchy of more basic concepts (e.g. materials
and components) to concepts with a higher abstraction or complexity (e.g. usage
scenario, safety).

Combining Expert Knowledge with Data
Current AI techniques are not capable of fully learning both sub-symbolic and
symbolic data, therefore the symbolic concepts and their logical relations are
defined by an expert. In order to allow the expert to define the RCN by specifying
concepts and relations, a graphical user interface (GUI) has been made that
allows an expert to pick and place concepts (which are derived based on the
labels in the data) and connect them based on expert rules. Note that an expert
rule is not an if-then relation, but a combination of concepts that the user/expert
has specified as relevant.

In Figure 4 an example is shown for the various vehicle types in the dataset,
the resulting multi-layered hierarchy of connected concepts is a sparse network.
In this example the user specified (among many other expert rules) that the
relations needed for the concept “Function: can dive” are “Shape: is globular”,
“Shape: is ellipsoidal”, “Parts: has a propeller”. The RCN is then generated
from this expert-made network and the user can start the learning phase. After-
wards, for a given input, the probabilities of higher level concepts and feature
importance of the links can be visualized in the same GUI.

Trainability
An obvious requirement is that the system has to be able to learn, i.e. fit the
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Fig. 4. The GUI to build the RCN and control the learning phase

structure in the data onto the structure defined by the relations between the
concepts. This translates into the training of the sub-symbolic parts integrated
into the concepts of the RCN.

As a performance measure, balanced accuracy [2] is used, which relates the
average of combined precision and recall obtained on each class, corrected for
any class imbalances. This provides a robust performance measure when dealing
with varying amounts of data per class. If the network of concepts is close to
what is present in the structure of the data, it should result in a well-trained
RCN. i.e. a balanced accuracy score between 0.5 and 1.0.

To test this, the available data is split into a training set (80%) and a test set.
As a test for this requirement we need to show that the RCN is capable of learning
the desired concept relations. In addition, we will compare the performance of
the RCN with a single traditional fully-connected NN (FCNN) that uses all
concepts as input and provides predictions for all output concepts. The neural
networks are trained using a standard multilayer perceptron [3] using 3 hidden
layers of 8 hidden nodes each.

The results (see Figure 6 showing the averaged balanced accuracy score over
all concepts) indicate that most of the concepts can be trained to a perfect score
and the RCN performs well. However, compared to a traditional NN the overall
performance of the RCN is lower. There are some possible explanations for these
observations. The relations between concepts were chosen based on the concept
labels, without looking at the data. Therefore some relations that were defined
may not be supported by the data. Another relevant aspect is the fact that the
FCNN might learn patterns in the data that can give the correct answer in the
current context, but in fact have no connection to the actual (symbolic) relation,
similar to the previously mentioned example of the animal classifier that relies
on the presence of snow in an image [11]. Lastly, the NN architecture (number
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and size of hidden layers) integrated in the concepts was chosen based on a rule
of thumb and fixed for all concepts. However, some concepts may benefit from a
larger or smaller architecture. Furthermore, when inspecting the dataset, some
odd data points were observed. We do not know how the labels are assigned to
the data, but there are some assignments that were inconsistent with what is
semantically expected for that class. For example, some instances of the concept
‘submarine’ had no value for the concept ‘function: can dive’, which should be
the case for all submarines.

Explainability
The RCN should allow a user to find out why a concept is indicated as strongly
present in the data. To test this form of explainability, the RCN is first trained,
then one single data point is applied to the input of the RCN and all probability
values for the concepts are determined. Then a textual or graphical representa-
tion of how concepts are influenced by ‘lower’ concepts can be made. This can
be examined by the user to check whether it makes sense.

In Figure 5, a textual example of explainability is shown for a specific con-
cept (“aim: is for military”), the dependencies on lower level concepts and their
strength are shown.

Fig. 5. The hierarchical structure of a concept, its sub-concepts and the feature im-
portance values of those concepts that provide input for a higher-level concept.

Modularity
One of the advantages of the RCN compared to a NN is that it does not require
all inputs and corresponding labels to be available at one time. The RCN can
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be neatly decomposed in concepts with their input concepts up to the point for
which data is available. It can thus be trained piece by piece.

To make sure this works, our current implementation allows that concepts
can be trained independently (or in sets). Only those concepts for which there is
data in the training set are trained. When data for a concept becomes available
at a later date, that concept can then trained, keeping the rest of the RCN (and
its trained concepts) in tact. Note that this is not the same as true incremental
learning of the RCN where the sub-symbolic parts of the concepts get to learn
step-by-step in a more or less random order.

Improve Prediction Performance with Small Training Sets

The use of expert knowledge in the RCN effectively reduces the phase space
available compared to the use of a traditional NN. For small training datasets,
and if the expert knowledge fits this data well, this should result in a higher
performance after training than for a traditional NN.

To test this, smaller and smaller training datasets are used to train the three
different configurations have been tested:

– FCNNfull: A fully Connected NN that uses all input and intermediate con-
cepts of the RCN as input features,

– FNNinputs: A fully connected NN that uses the same input concepts as the
RCN, but does not use the intermediate concepts,

– RCNinputs: The RCN; for performance measurements only input concepts
are used, not the intermediate concepts.

Fig. 6. The performance of different methods trained on the dataset, either using
traditional fully connected NNs, or the RCN.
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The results (see Figure 6) show that FCNNfull scores a near-perfect classifi-
cation on most of the sizes. There does seem to be slight drop in performance for
smaller datasets, this small drop might indicate a sensitivity to the data present.
However, as this drop is not clearly observed in the performance of the other
algorithms, it might be the case that it is not the data itself that causes this
decrease in balanced accuracy, but an effect of the small size of the dataset.

The FCNNinputs has a much lower score with a strongly decreasing score
for smaller datasets. The RCNinputs shows a slightly lower performance than
FCNNfull, but its performance remains more stable at smaller datasets.

The scores of the RCNinputs compared to FCNNfull is lower because the
FCNNfull are free to include subtle relations that are not included in the expert
rules. Additionally some expert rules are poorly chosen compared to the data
used. The instability of both the FCNNs performances at small dataset sizes
indicate that the expert rules in the RCNinputs are meaningful for stability.

Graceful Degradation
In the previous paragraph the size of the training dataset was decreased, but
each entry in the dataset still had values for all properties, i.e. all input and
intermediate concepts were still present in each data point. In practice it may
often be the case that for only some of the input concepts data is available.
Where traditional NNs can only function if all input data is available, the RCN
allows for some concepts to still be evaluated even if only a subset of input data
is available.

A function can be defined purely based on the connections between the con-
cepts in the RCN that returns all concepts that can be evaluated for a given
subset of input data. This reachability function is evaluated by averaging over
the many possible configurations of available input for the RCN. Two values
are calculated: the percentage of output concepts that are reachable and the
percentage of intermediate concepts that are reachable.

In Figure 7, the bottom graph (purple) shows that for traditional NN all
input must be available. The percentage of output concepts that are reachable
as a function of the percentage of available input concepts is the blue (middle)
line, if the reachable intermediate concepts are included the red line (top) is
observed. The higher the line the more concepts can evaluate their probability
and become useful to an analyst.

After training it becomes clear that the feature importance can differ signif-
icantly, see Figure 5. This opens the possibility to disregard connections with
a low feature importance, making the network more sparse and resulting in an
even higher reachability for a given percentage of available input. The drawback,
however, is an increased error in the output.
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Fig. 7. The degradation of reachable concept outputs when decreasing the complete-
ness of an input feature, shown for the traditional fully connected NNs, and the RCN.

5 Discussion and Conclusion

In the previous section, some of the properties that the combination of symbolic
knowledge and sub-symbolic methods should have, are examined to determine
if this can lead to a fruitful pairing for the situational understanding support
use-case. Here we discuss the results and give directions for future work. We end
with some conclusions.

In our current implementation, the human experts are the only source of sym-
bolic knowledge in the form of expert rules, they interpret the results and make
corrections if necessary, and finally provide their analysis results to a decision
maker. Experiments with the interface show that it is easy to choose concepts
and make links between them to implement expert rules and build a hierarchy
of concepts.

In standard expert systems where symbolic rules can be entered and used, the
maintenance of the collection of rules increases drastically [14,16]. In the RCN,
adding or changing the expert rules does not lead to similar inconsistencies as
can occur with expert systems because wrong connections will, during training,
obtain a low weight. The neural network structure also allows for working with
incomplete expert knowledge.

The tests on trainability show that the RCN is capable of training the sub-
symbolic parts integrated in the concepts to match the structure in the data.
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It was found that some concepts have a high performance and some a lower
performance. The concepts that work well, implement expert rules that match
well with the data. Low performing concepts are a signal for the user to examine
why this is the case. There may be several reasons: they represent a wrong
expert rule, the data is incomplete or has errors, or the structure in the data
is too complex for the current rule given the size of the sub-symbolic part. If
the last reason is the case, the sub-symbolic part can be increased, which would
also require more data for training, or additional expert rules are required: more
or different connections between concepts are necessary, and/or more concepts
with accompanying expert rules need to be introduced.

Modularity is currently supported by collecting all relevant data at the con-
cepts and then do a learning step for separate concepts. After training, the RCN
can be used for inferring probabilities of higher level concepts in input data.
During use, modularity is also supported, as the tests on graceful degradation
show that it is possible to evaluate the probabilities for subsets of concepts, de-
pending on the available input data and the connections from the expert rules.
In real-world applications, it is more than likely that input data is only available
for small sections of the RCN.

It is, however, desirable to have a continuous learning approach where in-
coming data with information on several hierarchical levels of the RCN can be
used for learning. In our current implementation, we use the scikit-learn toolkit
which supports incremental learning but this has not been tested yet.

The tests on performance as a function of training data set size indicate that
the RCN’s performance is less dependent on the amount of available training
data compared to a NN. This is an important finding from the perspective of the
use-case since it can be expected that at least for some concepts only little data
will be available, making the use of a traditional NN infeasible. On the current
dataset with imperfect expert rules, the RCN has a relatively high performance,
close to that of a traditional FCNN trained on the same data, while providing
the advantages of explainability and more flexibility in training data.

Although the basis for a decision support system that incorporates both
symbolic and sub-symbolic data has been shown in the RCN approach, there
are many things that can be enhanced. Hence, there are several plans for future
implementations.

Currently, human experts are the only source of symbolic knowledge. This can
be expanded by for example the use of ontologies that provide relevant domain
knowledge. Often ontologies use well-defined relations between concepts. A way
needs to be found to implement these in the RCN, and it needs to be studied how
these can benefit a user by giving more insightful explainability. If implemented,
the expert can also use this richer type of relations when specifying rules.

An additional source of symbolic knowledge may come from lessons learned
from previous military operations that can be entered in the form of expert rules.
It may even be possible to re-use the RCN as a whole. It is expected, however,
that lower level concepts may require significant retraining. Higher level concepts
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may be more general in nature and therefore transferable from one situation to
the next.

If an expert rule performs badly while using good data, it needs correcting.
This can be done by a kind of hypothesis testing: changing the expert rule, check-
ing its performance, changing it again, etc. until a good performance has been
obtained. This can partly be automated by having the RCN check many different
combinations of connections to a concept and suggesting the best performing set
to the expert. Additionally, the predictor, here a NN with a number of hidden
layers and nodes in each layer, can be changed to better suit the complexity of
the mapping it needs to learn.

Another element that can be improved in the fact that the current network is
a directed graph: the relation between nodes only works one way. This limits the
rules that can be entered. For many concepts in a domain, it may not be clear
what causes what, only that they are even related. This requires bidirectional
connections. A potential problem arises when anything can be connected to
anything: the output of a concept can indirectly become its own input. This will
have to be solved, for example by freezing activations or repeatedly resampling.

One important aspect that is currently missing in the RCN is an indication
of the uncertainty in the output. Uncertainty should be available integrally from
lowest level input to the output of the highest level concepts. This will be impor-
tant for analysts to consider when building their situational understanding. If
implemented, this may be used as a means of graceful degradation: if a concept
has inputs with low feature importance for which no data is available, they may
be ignored. This will, however, increase the uncertainty of the output, which
should be visible to the user.

All in all, the methods discussed in this paper show that combining symbolic
knowledge (from experts and expert systems) with sub-symbolic methods (such
as neural networks and sensor data), can lead to a fruitful pairing. The combina-
tion of the flexibility of neural networks with the domain knowledge of experts
results in a form of hybrid AI, where symbolic insights from an expert can be
made more precise by training sub-symbolic networks using data. The main ad-
vantages are the flexibility this approach offers, explainability of the results, and
a reduction of data requirements.
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