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Abstract. In this paper we focus on the importance of interpreting the
quality of the input of predictive models (potentially a GI, i.e., a Garbage
In) to make sense of the reliability of their output (potentially a GO, a
Garbage Out) in support of human decision making, especially in critical
domains, like medicine. To this aim, we propose a framework where we
distinguish between the Gold Standard (or Ground Truth) and the set
of annotations from which this is derived, and a set of quality dimen-
sions that help to assess and interpret the AI advice: fineness, trueness,
representativeness, conformity, dryness. We then discuss implications for
obtaining more informative training sets and for the design of more us-
able Decision Support Systems.
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1 Introduction

In the specialist literature around the topics of Fairness, Accountability, and
Transparency in Machine Learning (FAT-ML), many approaches to make AI ex-
plainable (XAI) are proposed and discussed. A XAI system can be intrinsically
interpretable, when it adopts a model whose internal functioning is immediately
accessible to the decision maker, like in the case of linear or rule-based models
(e.g., decision trees); or it can be made interpretable by focusing on two aspects:
the model itself; or its output on one or more given cases. The former case of
interpretability (also called understandability or intelligibility) regards “how the
model works”: this kind of model interpretability is pursued by providing the
decision makers, i.e., the users of XAI systems, with indications about how the
model produced a certain prediction, e.g., by plotting the loss function, or by
visualizing the boundary region on a PCA-reduced space, or by telling what
feature the model based more on to produce its prediction, as represented by
feature relevance scores or saliency maps. In the latter case, when authors speak
also of post-hoc interpretations, the focus is on output data, and the aim is “to
explain the predictions without elucidating the mechanisms by which models
work” [31]. In this case, decision makers can be given counterfactual outputs



(that is alternative outputs if the input case were different) or the rules or func-
tional relationships that locally apply for the output of surrogate (and more
interpretable, in the sense mentioned above) models. These models are intended
to locally “simulate” the black-box model “at the terminals”, and explain the
original relationship between the prediction and the input instance more intu-
itively. This approach is also the basis for the only proposal, to our knowledge,
to make the concept of interpretability fully formalized [29].

In this paper we want discuss a third, and still neglected, general approach:
instead of focusing on either the model or its outputs, we aim to discuss input
explainability, that is on ways to have the decision makers to get an idea of how
much they should trust the single output prediction on the basis of the “quality”
of the ground truth on which the model has been trained, that is on the basis of
the input of the learning process that yielded the model.

2 First things first: the importance of input

Ground Truth, or Gold Standard (as the reference data are commonly called in
medicine, our reference domain), is assumed to be true, by definition: the ML
model is then supposed to “learn” from it the hidden patterns actually lying in
the complex and manifold relationships between the phenomenon’s predictors
(variables that express the phenomenon symbolically) and the target variable
(seen as a sort of interpretation or further measure of the phenomenon). However,
any data is but an approximation of reality, a mere representation of it: as
obvious as it sounds, maps are not the territory, likewise, also our “truths” are
more “map truth” rather than ground truths. However, scholars in the Machine
Learning and AI communities seldom address the question of how good their
ground truth actually is, that is how much “golden” their Gold Standard is (or,
to adopt the jewellery jargon, what its fineness is).

Most works that compare machine and human performance in delicate tasks,
like diagnostic ones in medical practice, assume ground truth good enough to
yield reliable results but, at the same time, understand that relying on the inter-
pretation of a single source or interpreter would be over-optimistic, hence lead
to too inaccurate performance. For this reason, Gold Standard sets are usually
built by gathering a number of observers (or raters, annotators) and asking them
to observe a phenomenon of interest (i.e., a unit of observation, or case), judge
it, rate it and annotate the sets of data that describe it with a value from a
scale of measurement, which can be either scalar, ordinal or nominal in nature.
In this later case, the raters annotate the case with a code, class or category,
which best describes the case. The ML model is then aimed at associating the
one best class with any new case extracted from the same reference population.

The multiplicity of ratings at the origin on the Gold Standard does not result
only from multi-rater settings, but also when there is the necessity to “sample”
a complex phenomenon with multiple measurements. For instance, a Gold Stan-
dard could regard the outcome of a medical intervention as it is perceived 3
months after the intervention; this outcome could be represented in terms of



PROs (i.e., Patient Reported Outcome Measures), by asking the patient to re-
port how they feel on an ordinal scale a number of times in the week occurring
approximately a dozen of weeks after the intervention, and then averaging these
measures [6].

Both in multi-rater and in single-rater settings, it is seldom considered whether
the Gold Standard built from a set of annotations is reliable or not, i.e., whether
each case were described by a sufficient number of rating, or whether the raters
involved were expert or adequately committed to the task. For instance (to
limit ourselves to some of the most relevant works in medical AI), the authors
of [14] report to have used Gold Standard diagnoses “based on expert opinion
(including dermatologists and dermatopathologists)” from open-source reposito-
ries, where yet the details on the number and expertise of the raters involved are
not available. Also the supplementary materials related to the work by Haenssle
and colleagues [21] do not provide any detail on the number of dermatologists
involved. The dataset used in [22] was annotated by just three dermatologists.
The data set used in [37] for the task to detect tumor cells was annotated by
non-specialists. One of the studies that has involved more raters to date, i.e.,
the study mentioned in [19], involved 54 raters, and these were all either US-
licensed ophthalmologists or ophthalmology trainees; however, we do not know
the proportions of trainees, and inter-rater reliability was assessed for less than
a third of the sample, as only 16 raters had graded a sufficient volume of repeat
images; furthermore, agreement proportions were not adjusted for chance effects.
Although these are only anecdotal mentions, we argue that current debate on
accuracy (and explainability) of AI focuses primarily on the technology (i.e., the
model), and not on the underlying data, whose production and validation still
lies in the background.

Notwithstanding this relative lack of transparency on the number and skills
of the original annotators involved in ground truthing, in various ambits – and
especially in medicine – the phenomenon of observer variability has been known
(and studied) since decades [3]: this phenomenon regards how different observers,
who are called to annotate data can simply differ and disagree with each others.
This observer variability affects the reliability of the resulting data set, what
we call Diamond Standard (as it represents a multi-perspective view on, and a
multi-facet record of, reality). In the context of observer variability assessment
reliability is defined as the concordance of repeated measurements (the anno-
tations of the multiple annotators) and is usually calculated by the intraclass
correlation coefficient (ICC) [33], which estimates the average correlation among
all possible orderings of data pairs. As ICC is sensitive to data range also stan-
dard error of measurement SEM is proposed as a measure of variability in case
of scalar values.

To this regard we will focus on questions such as: how much true is the
ground truth? To this respect, we will introduce the concept of fineness of the
Gold Standard. How much reliable is the ground truth? We relate ground truth
reliability to the extent the single “measuring instruments”, often human anno-
tators, are accurate in their measure (i.e., in mapping a property of the object



of interest to a value) and precise with respect to each other, i.e., how much
their measures/annotations vary (or agree upon each other) for a single object
of observation. How much informative (or representative) is the ground truth
with respect to the reference population? This is also related to its conformity,
that is the degree of resemblance between the available data and the reference
population from which they have been drawn. How much uncertain is the set
(which we call Diamond Standard) of all of the observations from which the
ground truth is derived? To try to address the above questions, we propose a
general framework to circumscribe the main concepts regarding the quality of
data feeding the learning process of Machine Learning. With reference to Fig-
ure 1, we call Gold Standard the training set, that is the data set where each case
is annotated with a unique “true” value for the target feature. We distinguish
it from the Diamond Standard, that is the data set where multiple (m) annota-
tors (also called raters or observers), have associated the description of the cases
to the target class. We call reductions, the data transformations that produce
the Gold Standard from the Diamond Standard: reductions necessarily entail
some information loss, because they allow to pass from a multi-rater labelling
to “the one best” labelling by a “collective” rater. Obviously, if m = 1, the Gold
Standard and the Diamond Standard coincide. On the basis of the number and
interpretative skills of the annotators the Diamond Standard represents a more
or less approximate representation of the truth (still yet, a symbolic and datafied
expression of the truth), that is, of an unknown (and unknowable) data set that
we call the UR-SET (Ultimately Realistic Symbolic Expression of Truth 3).

In the next sections, we will consider methods to assess the quality of the
input of the learning process, that is the data with which it has been trained to
produce an accurate output when applied to new instances of data: we will illus-
trate the common cases of reliability and representativeness, and will introduce
three original dimensions, by distinguishing between the Fineness and Dryness
(of the Gold Standard), and the Trueness of the Diamond Set.

3 Reliability

The intuitive notion of reliability is straightforward: how much can we rely upon
our ground truth to make decisions? How much can a ML model rely on its
training set to make realistic (beside accurate4) predictions? More technically,
the reliability of a dataset regards the precision of the measures it contains,
for each case that it represents. This allows us to speak of reliability of a Gold
Standard only in terms of the reliability of the Diamond Standard from which
it has been derived. The reliability of a Diamond Standard regards the extent
3 Notably, the UR-SET could be annotated with a different alphabet than the Gold
Standard and the Diamond Standard. For instance, while the Gold Standard uses a
binary symbol set (e.g., positive/negative) the UR-SET could be annotated with a
set encompassing a symbol expressing that a case is 25% positive and 75% negative.

4 Accuracy is historically defined in terms of closeness between the prediction and the
Gold Standard, not with respect to the reality.



this set expresses a unitary interpretation of the single cases observed, despite
the multiplicity of views entailed by the different raters involved in interpreting
each case. If all of the raters agree upon each and every case (or the single raters
agree with themselves, as in the case of the PRO meaasures mentioned above),
that is if no disagreement among the case’s annotations has been observed, both
the reliability (and the trueness, as we will see) are maximum5.

Over time, many measures of inter-rater agreement, and hence reliability,
have been proposed, like the Fleiss’s Kappa, the Cohen’s Kappa, or the Krippen-
dorff’s Alpha. These indices aim to go beyond the simple proportion of matched
pairs (a score called Proportion of Agreement, and usually denoted as Po). This
aim is motivated for the important, and often neglected, limitation of the Po:
it includes the amount of agreement that could be due to chance, and hence it
produces an overly optimistic measure of the real agreement. All of the proposed
metrics present some limitations, for instance in regard to the presence of miss-
ing values, or to the nature of ratings (e.g., categorical or ordinal), and all of
them are subject to a number of paradoxes, e.g., when the cases to be rated are
not well-distributed across the rating categories [34].

Unfortunately, scholars interested in assessing the reliability of annotated
data still often rely on one of the indices presenting the most severe method-
ological problems [15], i.e., the Kappa; and, what is worst, they still usually adopt
the range divisions proposed by Landis and Koch in 1977 [30] to interpret the
scores, i.e., a scale that is obsolete, related to the first formulations of the Kappa,
is “clearly arbitrary” (as frankly admitted by the first proponents), and mani-

5 That notwithstanding, it would be inaccurate to say that the Diamond Standard
coincides with the UR-SET, which is unknowable.

Fig. 1. The general framework and the main concepts illustrated in this contribution.



festly inflating the degree of agreement (e.g., for the agreement to be considered
“fair” it is sufficient that only 20% of times raters agree beyond the effect due to
chance), likely one of the reasons for its fortune6. For these reasons we propose
the adoption of more robust reliability measures, like the Krippendorf’s Alpha,
and to follow the indications for its interpretation given by Krippendorf [28]: he
proposed to consider as sufficiently reliable for critical applications, like in the
case of medical interpretation and prediction, collective annotations that would
be associated with an Alpha of .8, or above, only. Krippendorff also considers
two more robust criteria for acceptable reliability, both considering the distribu-
tion of the α (computed via bootstrapping): the first considers computing the
confidence interval [αmin, αmax] and then establishing acceptable reliability if
the established threshold αrequired (at least 0.8, as previously specified) is lower
than αmin; the second approach, on the other hand, consists of computing the
probability q that α ≤ αrequired and then confronting this probability q with an
a priori confidence threshold. These demanding requirements are seldom verified
in the ML literature and, when they are, even less frequently met. We raised
awareness on the issue of low reliability of the ground truth used to train medi-
cal AI in [5] and [7]. In this latter study we reported the low agreement between
multiple raters in two settings from different medical specialties: cardiology and
spine surgery. It is important to notice, yet, that disagreements do not occur
only because some rater is less skilled than the others, and hence commits an in-
terpretation error (due to what is called label bias [25]); in fact, this is seldom the
case. More often, it is the intrinsic ambiguity of the interpretand phenomenon
that brings raters to different, yet equally plausible, interpretations [5]. Other
factors that could undermine the potential for agreement between raters, and
hence the reliability of the Diamond Standard (and then the Gold Standard as
mentioned above), are related to differences in how the raters react to the ex-
perimental conditions in which their opinions and interpretations are collected
(since ground truthing tasks occur often in controlled experimental settings), and
more generally, to the fact of being involved in an experiment. These phenomena
are generally known as “Hawthorne effect” [36], but it is not clear whether the
“awareness of being observed or involved in an experiment” affects the ratings
more in terms of increasing the accuracy (up to levels that in real-world settings
would not be tenable, mainly for conditions of uninterrupted concentration and
focused commitment), or rather in terms of its reduction (an effect known as
“laboratory effect” [20], which is mainly due to lack of real motivations, engage-
ment or just of the fear of consequences in case of errors).

4 Representativeness and Conformity

“Representative” is a term that equally applies to individuals, with respect to
a group from which they are ideally drawn; and to groups, with respect to
6 To date, this single contribution has been cited almost 50,000 times, but likely more
often by habit and imitation, than by the deliberate adoption of the assumptions
therein discussed.



wider groups, or populations, from which these groups are drawn as samples.
To consider both these kinds of representativeness and, at the same time, avoid
potential ambiguities, we distinguish between the representativeness of the Gold
Standard, with respect to the single new case to predict; and the conformity of
the Diamond Standard, with respect to the reference population. This analysis
requires to focus on the moments of the probability distribution of our data:
what we call representativeness regards the first moment, i.e., the centroid of the
distribution, while conformity regards other higher-order moments, like variance,
skewness, and kurtosis (the “shape” of the multi-dimensional distribution).

The simplest way to assess the conformity of the Diamond Standard is to
consider, when available, the reference distributions of the single features, con-
sidering them separately: we call this basic type of population representativeness
conformityu, and this is based on the strong assumptions to know how the mul-
tivariate distribution of the population really is (e.g., from census information
or other random sampling surveys), and that its change rate (or time constant)
is negligible with respect to the sampling procedure.

Suppose that f is a categorical feature with k possible values, then we can
test the conformity using the χ2 goodness–of–fit test or the G-test ; if f is an
ordinal or continuous feature instead, we can apply the Kolmogorov–Smirnov
test. In both cases, the obtained statistic (or the related p–value) represents a
degree of the extent the Diamond Standard is similarly shaped with respect to
the reference population.

When having access to the full joint distribution for the reference population
we can extend the approach above described to define a multivariate definition
of conformity, that we denote as conformitym, using the multivariate versions
of the respective statistical tests (see, as an example, [26] for a multivariate
extension of the Kolmogorov–Smirnov test).

If we also have access to an analytic or model–based representation M of
the reference population distribution we can give a third measure of confor-
mity, that we term conformityp, by directly computing the probability of the
Diamond Standard D givenM, P (D|M) and then sample (e.g., using Markov
Chain Monte Carlo simulation techniques) the model in order to compute the
probability q to obtain a probability P ≤ P (D|M) which can be taken as a
measure of conformity (i.e., the greater q the greater our belief that D is in-
deed a fair representation of the reference population), because large values of
q would imply that the Diamond Standard D is indeed “more probable” than
most datasets generated according to the reference population distribution.

On the other hand, representativeness is defined between a given input case
for the ML model, drawn from the reference population, and the Gold Standard:
the Gold Standard is said to be representative of the input case if the input
case resembles a “typical member” of the Gold Standard. This concept, while
not usually evaluated, is important in checking whether the prediction that we
would obtain from our model is meaningful; indeed, one of the major assumption
of ML methodologies is that all the cases (the ones given as training examples as
well as those which we are interested in making predictions on) come from the



same distribution, that is are independent and identically distributed (IID). The
most basic approach is to consider a case x representative of the Gold Standard
G if it is “close” to its center, as described by the following algorithm:
Algorithm 1: Centroid–based Representativeness
Data: Gold Standard G, input case x
Result: Representativeness rc(G, x) of x

1 c = 1
|G|
∑
p∈G p;

2 dist(x, c) =

√∑
f∈F (

vxf−v
c
f

vmaxf −vminf

)2;

3 rc(G, x) = 1− dist(x,c)
max{dist(p,c)|p is not an outlier} ;

where
∑
p∈G p, assuming that the instances belong to a vector space, is simply

defined as the vector sum, F is the set of all features and the outlierness of a
case is established via any outlier–detection algorithm.

The centroid–based representativeness rc assumes values in (−∞, 1], with
maximum value when x is exactly equal to the centroid of the Gold Standard.
This basic technique, while simple also from a computational point of view, has
various limitations: the most relevant one is that the whole distribution of G is
not taken into account: the centroid in itself could be a non–representative point
of G; x, while being quite distant from the center, could be in a region of the
feature space which is actually homogeneous with respect to the distance and so
on. A more valid approach would be to consider locality–based outlier–detection
algorithm, such as the Local Outlier Factor [4], as described in the algorithm 2
which is based on the statistical transformation defined in [27].

Algorithm 2: Locality–based Representativeness
Data: Gold Standard G, input case x, number of neighbors k
Result: Representativeness rl(G, x, k) of x

1 k − distance(x) = d(x, pk) where pkis the k-th nearest neighbor of x;
2 Nk(x) = {p ∈ G|dist(x, p) ≤ k − distance(x)};
3 S(x) = Locality-Based-Outlier-Scoring(x,Nk(x));
4 R(x) = max{0, S(x)− 1};
5 rl(G, x, k) = max{0, erf(R(x)−µR

σR∗
√

2
)}

In the algorithm erf is the Gaussian error function, S(x) ∈ [0,+∞) and
Locality-Based-Outlier-Scoring refers to any locality–based outlier detection al-
gorithm. The locality–based representativeness can be understood as the proba-
bility of obtaining, from the Gold Standard G, a point similar to x, considering
its connectivity degree (how much is it near to its nearest points) with respect
to that of its neighbors. We also notice that algorithm 2 can be used also in case
of nominal attributes and missing values, by means of a suitable distance [40].

A last approach to define a measure of representativeness, which we denote
as rp(MG, x), can be given when we have access to a generative ML modelMG



for G. In this case, using a procedure analogous to the one used for defining
conformityp, we can compute the probability of x given the model P (x|MG)
and then sample the model to evaluate the probability q of getting a probability
value as extreme as P (x|MG). In the case of representativeness we could also
refine this approach in order to define a local version of rp(MG, x) by limiting
the sampled cases to ones belonging to a neighborhood of x.

An open question that these reflections invite to consider regards the feedback
loop that could be established between the model’s predictions (which affect the
human decision making) and the reference population. If the decisions affected
by the AI’s advice can have an impact on the population from which new cases
are to be extracted (like in case of prognostic models, where the model suggests
how much an intervention could improve the health conditions of a patient, and
hence also suggest who should receive a treatment, or an intensive one, and who
should not), then it should be considered that the representativeness of the Gold
Standard could change accordingly, usually for the worse. This would urge us
for a continuous update of both the Diamond and the Gold Standard, or for the
need to stratify the past interventions by distinguishing those who were likely
impacted by the decision aid (directly or indirectly) and those who were not,
and extract new cases for the ground truthing process from this latter portion
of the reference population, using techniques akin to active learning [32].

5 Fineness of the Gold Standard

The fineness(G,O) is the probability that the Gold Standard G, obtained from
the Diamond Standard D by means of a reduction – e.g., taking the majority
vote over a set O of observers (i.e., the mode for each case) – is equal to the
true (unknowable) annotation (i.e., interpretation) of the portion of the reality of
interest, what we call the UR−SET . For this reason, we consider fineness(G,O)
as a first measure of quality of the dataset which is fed into the ML model as a
training set.

Let O = {o1,...,om} be m raters independently labeling the cases in dataset
D; let also assume that each oi has a constant error rate ηi. Assume that, in
order to obtain the Gold Standard (G), for each case x we select the mode (i.e.
the label who received the vote of the majority among the ois) ō: thus, what is
the probability that ō(x) is a false label for x? This amounts to the probability
that at least m+1

2 raters made an error, this probability can be computed via
the Poisson binomial distribution:

P (error) =

m∑
k=m+1

2

∑
A∈Fk

Πi∈AηiΠj /∈A(1− ηj) (1)

where Fk is the family of sets in which exactly k observers gave the wrong
labeling.
Then, the probability to obtain a Gold Standard without errors is:

fineness(G,O) = (1− P (error))|G| (2)



An interesting aspect of this is that the fineness of a Gold Standard (and thus
the probability of no errors) is exponentially decreasing with the size of the Gold
Standard itself. Via the Chernoff bound, and omitting some terms, we can upper
bound P (error) as:

P (error) ≤ e−
m+1

2 logm+1
2µ (3)

where µ =
∑
i ηi, thus the probability of an error decreases exponentially with

both increasing number of raters and decreasing expected errors. By directly
inserting this estimate into the bound for PAC learnability given in [1] we obtain
that the true (but unknown) target is learnable, with probability 1 − δ over
samples and maximum error ε, when given at least:

O

(
d · log 1

δ

ε(1− 2e−
m+1

2 logm+1
2µ )2

)
(4)

samples whose target is obtained by taking the majority vote as previously
specified, where d is the Vapnik-Chervonenkis dimension [38] of the class of
models adopted.

The inverse problem of determining the minimum number of raters needed to
obtain a certain level of fineness can be solved via the method proposed in [23].
Then, to obtain a desired level of fineness = 1 − δ for each case x ∈ D we
should involve

O

(
log |D|δ

(1− 2ηO)2

)
(5)

raters, where ηO is the average error rate among O.

6 Trueness of the Diamond Standard

Where fineness is a propriety of the Gold Standard (with respect to the UR-
SET), trueness is a propriety of the original Diamond Standard (always with
respect to the UR-SET). The total trueness of the Diamond Standard is de-
fined on the basis of the case-wise trueness. Basically, the trueness of a labeling
〈o1(x), ..., om(x)〉 for a given case x is a measure of how much this labelling could
be taken as a representation of the underlying (and unknown) true labeling, that
is the corresponding case in the UR− SET . In other words, the trueness is the
probability that this diamond (i.e., multi-facet, multi-rater) labeling actually
corresponds to the true one. Basically we would assume that this probability is
maximum when o1(x) = ... = om(x), that is, all of the raters agree with each
other upon the labeling, while it is minimum when all the possible outcomes are
equi–frequent. The trueness of the Diamond Standard as a whole can be com-
puted in various ways starting from the the trueness of its units/cases, among
which the simplest way is to take the average trueness for all its cases, with its
%95 Confidence Interval (CI).

To quantify the trueness of a case x with its diamond labeling o(x) we
propose two approaches. Without loss of generalization, we will focus on the



binary case (i.e. where the target can assume only values {0, 1}). Let k ∈ [0, 1]
be a threshold value, above which we get vote proportions that can be denoted as
an overwhelming majority (usually proportions higher than 0.9 or even 0.95 and
above according to the application domain); and let p be the observed probability
of the majority labeling, taken as a rough estimate of the trueness.

Then the 95% confidence interval of p can be computed as

trueness′c(o(x)) = p± 1.96

√
p(1− p)

m
(6)

where m is the number of observers, and we say that o(x) has acceptable
trueness if inf(truenessc(o(x))) ≥ k.

In the second approach, we know that the maximum number of disagreements
is Md = m2−1

4 and we expect the trueness(o(x)) to decrease as the number of
observed disagreements approaches Md.

Thus if Od is the number of observed disagreements, then

trueness′′c (o(x)) = 1− Od + ε

Md + ε
(7)

where the ε acts as a smoothing factor (avoiding a value of 1 when Od = 0 that
could be misleading, since even in that the case there is a non–zero probabil-
ity that the, unique, Diamond labeling is distinct from the true one). The two
approaches have the following properties:

1. With fixed m, trueness′′c has minimum value when p = m+1
2m and maximum

value when p = 1;
2. With fixed m, trueness′c has maximum width when p = m+1

2m and minimum
width when p = 1;

3. Increasing m the width of trueness′c decreases monotonically, this means
that, fixing k and p, it is easier to obtain acceptable trueness;

4. If p ∈ o(m2) then limm→+∞trueness
′′
c (o(x)) = 1.

As suggested above, in order to extend this two case-wise definitions of true-
ness to the Diamond Standard trueness truenessD, we can take different ap-
proaches. The most simple approach to extend the trueness′c definition is to
say that the Diamond Standard D has strong acceptable trueness if ∀x∈D x has
acceptable trueness. However, since this criterion of trueness is very restrictive,
we can define other Diamond Standard–level measures of trueness, by making
two assumptions: for the trueness′′c definition we can assume that the trueness
of the cases are distributed as indipendent Bernoullis; for both trueness′c and
trueness′′c we can assume an underlying distribution of the values of p (resp.
truenessc(o(x))′′), which could be seen as a distribution of the difficulty degrees
of assigning the correct labeling to the cases. Under the first approach we obtain
the following expression of truenessindD = Πx∈Dtrueness

′′
c (o(x))

Under the second approach we first compute the average proportion (resp.
trueness) and we can thus provide an interval estimate, about the average, of
the value of trueness in two ways: assuming an underlying model distribution



(with expected value equal to the computed average) and then compute (analyt-
ically or numerically) the 95% confidence interval; in a non–parametric way via a
bootstrap–based estimate of the confidence interval (i.e. drawing a large number
of samples with replacements of the original Diamond Standard and then com-
puting the average proportion of trueness for each of these samples). In both
cases we obtain an interval estimate truenessintD = [truenessinfD , truenesssupD ]
and we say that the Diamond Standard D has weak acceptable trueness if
truenessinfD ≥ k.

It is noteworthy that the concepts of trueness and fineness are, obviously,
related with each other: in particular, the greater the trueness of the Diamond
Standard, the greater the fineness of the resulting Gold Standard. Most signif-
icantly, we could take trueness′c or trueness′′c as estimates of 1 − P (error) to
have an approximation of the degree of fineness of the resulting Gold Standard.
If we assume that the error rates ηi (i.e., the probability of the annotation of the
observer to be in perfect disagreement with the true symbolic representation, cf.
accuracy in metrology) are constant for all the cases x, then given that P (error)
is also constant, we could simply average p (respectively, trueness′′c ) over the
whole dataset to obtain an estimate P̃ (error) that we can connect to the fine-
ness bounds obtained in Section 5. Moreover we could also assume that for each
case x each observer oi has a distinct error rate ηi(x) (approximated by p or
trueness′′c (x)), this setting is known as Constant Partition Classification Noise
(CPCN) which, as shown in [35], is equivalent (in terms of learning complexity)
to the setting described in 5.

7 Dryness of the Gold Standard

Dryness regards how much the information content of the Diamond Standard has
dried off, or “shrinked”, in the reduction of this latter into the Gold Standard.
The reference is an homage to the seminal idea by Goguen of dry and wet
information [17]: the more multiple, collaborative, social, and even ambiguous,
the information, the “wetter” (that is “impregnated” with information) it is.
Therefore, the higher the information loss implied by the reduction, the higher
the dryness. Since the reduction implies that the information contained in m
columns is reduced in the content of a single column, assessing the dryness of the
resulting set can be useful to understand if some reduction is more information-
preserving than others, and hence preferable.

In the following we will assume a nominal valued target, thus the target of
the Diamond Standard is expressed in terms of a m–dimensional vector over a
set Y (i.e. o(x) ∈ Y m) and we suppose that the target of the Gold Standard
is generated from o(x) via a reduction T : Y m 7→ C(Y ) where C(Y ) is a set of
structures, in a general sense, over Y (e.g. the set of probability distributions
over Y ). In general, the reduction T involves an information loss (or an increase
in dryness) given by the fact that only observing T (o(x)) it is impossible to
(perfectly) recover o(x) (assuming that C(Y ) 6= Y m and T 6= idYm); this means



that T implicitly defines an inverse set–valued map L : C(Y ) 7→ P(Y m) allowing
us to define a measure of dryness in both quantitative and qualitative terms.

In quantitative terms we will define the dryness of T (o(x)) as:

dryness(o(x), T ) =
|L(T (o(x)))| − 1

|Y |m − 1
(8)

which can be understood as the ratio of the information contents of o(x), in the
denumerator, and T (o(x)), in the numerator: in particular, the numerator is the
number of objects in |Y |m satisfying the constraints imposed by L. From the
values of dryness(o(x)), for each case x, we can obtain the value of the dryness,
under reduction T , for the whole Gold Standard as:

dryness(G,T ) =
1

|G|
∑
x∈G

dryness(o(x)) (9)

Usually, in the nominal case, the reduction T is taken as the mode, that
is T (o(x)) = mode(o(x)); in this case the numerator is given by all possible
diamond labelings in which mode(o(x)) is in fact the most frequent label, which
can be approximated via the following bound:

dryness(o(x),mode) = O(

∑
π

∑
π|Y |≤...≤m∗

(
m

m∗,...,π|Y |

)
|Y |m − 1

) (10)

where π is any assignment of m − 1 least frequent classes, πi is the i-th least
frequeny class in the assignment π andm∗ is the frequency of the mode. However,
other reductions could be defined, a first such example is the transformation freq
defined as:

freq(o(x)) = 〈m1

m
, ...,

m|Y |

m
〉 (11)

where mi is the frequency of class ci ∈ Y in o(x). The dryness of freq is defined
as:

dryness(o(x), freq) =

(
m

m1,...,m|Y |

)
− 1

|Y |m − 1
(12)

in which the numerator is given exactly by the number of diamond labelings
in which the labels occur with exactly the frequency given by freq(o(x)). Ev-
idently, dryness(o(x), freq) ≤ dryness(o(x),mode) and, freq is the reduction
with minimal dryness among the ones that are order–irrelevant. However, be-
sides the quantitative part of the dryness, there is also a qualitative part: each
reduction defines which information is deemed relevant (and thus conserved),
and which information is instead discarded. The mode reduction maintains only
the most frequent label and discards every other information; on the other hand,
the freq reduction keeps the proportions of each possible alternative and only
“forgets” the order–part of the vector (i.e. which option each observer selected).

Another qualitative aspect of the dryness is given by the fact that we can
provide two different interpretations of each reduction T :



1. The epistemic view, according to which we suppose that the true labeling
of x in the UR–SET is a single label in Y and T (o(x)) represents our degree
of belief assigned to the alternatives for that label (e.g. freq represents our
subjective posterior probability of which it is the real labeling);

2. The ontic view, according to which we suppose that in fact the true labeling
of x in the UR-SET is not a label from Y but one from im(T ) = C(Y ) and
reduction T allows us to estimate this label from the information given by
o(x) (e.g. the ontic view associated with the freq reduction is that our phe-
nomenon is indeed a non–deterministic one and freq(o(x)) is an estimation
of the propensities of the system to be in one of the alternative states).

If we look at the quantitative component of the dryness, the freq reduction
is manifestly the optimal choice to construct the Gold Standard. However, the
qualitative approach suggests that it may retain “too much” information: the
exact proportions may be observed only “by accident” or they could be irrelevant.
In the following, we will suggest two alternative reductions that are mid–way
between mode and freq in terms of dryness.

7.1 Fuzzy–Possibilistic Reductions

Let m∗ = maxi(mi) be the index of the most frequent labels in o(x), then we
define the possibilistic reduction as:

poss(o(x)) = 〈m1

m∗
, ...,

m|Y |

m∗
〉 (13)

Under the qualitative point of view, the poss reduction preserves the prefer-
ence ordering among the possible alternatives and also a “relative” indication of
degrees of preference of an alternative compared to the others: thus, the numer-
ator of the dryness is the number of diamond labelings in which the proportions
between the most frequent label and the other ones are determined by m and
the values of poss(o(x)). If we denote by σ the ordering of the labels in Y in
order of decreasing value of poss, then we can bound the dryness as:

dryness(o(x), poss) = o(

∑m
mσ1=

1
ρ|Y |

(
m

mσ1 ,mσ1 ·ρ2,...,mσ1 ·ρ|Y |

)
− 1

|Y |m − 1
) (14)

Under the epistemic interpretation, the poss reduction models our degree of
belief in terms of a possibility distribution [42], which could be taken as repre-
senting an imprecise probability distribution [12] representing our belief in the
relative preferences and their proportions but not the exact counts.

Under the ontic intepretation, on the other hand, the poss reduction rep-
resents a fuzzy set, that is, we assume that the different labelings given by the
observers are not due to errors but due to the fact that the phenomenon itself
is multi–faceted and, in some sense, vaguely defined and the labelings reported
more frequently are prototypical for the observed instance of the phenomenon.



7.2 Three–Way Reduction

Three–way decision theory [41] refers to an extension of standard decision–theory
in which the “decision maker” (in a general sense, including also an algorithm)
has the ability to abstain (totally or partially) instead of expressing a decision.

We will describe two approaches to perform a three-way transformation. Let
ε ∈ [0, 1], freq(o(x)) be the frequencies of the labels in Y and σ the ordering
of the labels in decreasing frequency order. Then we say that o(x) is (m, ε) −
ambiguous if

∀i ∈ {1, ...,m}.|σ1 − σi| ≤ ε (15)

Let m∗ be the greatest m such that o(x) is (m, ε)− ambiguous, then we define
the twa reduction as:

twa(o(x), ε) = {σ1, ..., σm∗} (16)

In this case the numerator of equation (8) is given by the number of diamond
labelings for which the labels in twa(o(x), ε) are the most frequent ones and their
distance is at most ε.

The second approach, that we term decision–cost theoretic, descends from
our previous work on three–way classification [9,10]. Let ε be an error cost, α be
an abstention cost and freq(o(x)), σ defined as above. Then we define the twd
reduction as:

twd(o(x), ε, α) =

{
{σ1, ..., σj} α ·

∑j
i=1 σi + ε ·

∑k
i=j+1 σi < ε ∗ (1− σ1)

σ1 the inequality has no solution
(17)

where j is the optimal index satisfying the inequality.
Future work will be devoted to understand how knowledge about the raters’

skills, and confidence (even self-perceived) in the raters’ interpretation, can be
integrated in the reduction to make the Gold Standard finer (and reduce the
information loss in the transformation from the Diamond Standard).

Example 1 Let D be a Diamond Standard of 3 cases and

o(D) =

0 1 0 1 0
1 0 1 1 1
1 0 0 0 0


the respective labeling given by 5 observers.

Applying the mode reduction we obtain, mode(o(D)) =
[
0 1 1

]
for which the

dryness dryness(o(D),mode) =
[
15/31 15/31 15/31

]
. The total dryness of G

(reduced from D in this way) is then the average, 0.48.
On the other hand, for transformation freq we obtain

freq(o(D)) =
[
(0 : 3/5, 1 : 2/5) (0 : 1/5, 1 : 4/5) (0 : 4/5, 1 : 1/5)

]
for which the dryness is dryness(o(D), freq) =

[
10/31 5/31 5/31

]
. The total

dryness of G (reduced from D in this second way) is then the average, 0.22.



For the twa reduction, setting ε = 0.4 we have that twa(o(D), ε) =
[
{0, 1} 1 0

]
for which the dryness is dryness(o(D), twa) =

[
19/31 6/31 6/31

]
. The total

dryness of G (reduced from D in this third way) is then the average, 0.33.
Finally for the poss reduction we have that

poss(o(D)) =
[
(0 : 1, 1 : 2/3) (0 : 1/4, 1 : 1) (0 : 1, 1 : 1/4)

]
for which the dryness is dryness(o(D), poss) =

[
10/31 5/31 5/31

]
. Thus, the

total dryness of G (reduced from D in this last way) is then the average, 0.22.
Summarizing, when computing the values of dryness(G) obtained with different
reductions, we get that:

dryness(D, poss) = dryness(D, freq) < dryness(D, twa) < dryness(D,mode)

We remind that the higher the dryness, the higher the information loss, and
hence the informatively “poorer” the Gold Standard.

8 Some more idle reflections

Explainable AI (XAI) has recently been set forth as a necessary component of
human agencies where decision making is supported by computational means7.

Apart from a “XAI paradox”, which we will mention at the end of this contri-
bution, we agree that some form of XAI is necessary for human decision makers
who use some kind of AI decision support to reach more informed decisions and
be rightly held fully accountable for these decisions.

In the context of the XAI discourse, human decision makers must be able to
interpret the AI system output, that is make sense of it in terms of why the sys-
tem proposed a specific output for the provided input [24] and, to some extent,
of how the system yielded this output, so as to take its advice into due con-
sideration in making their decision. In this line, interpretability is often tightly
related to explainability (so much that these two terms are often used inter-
changeably) and both are usually articulated in terms of the capability of the
AI system “to explain its reasoning” [11]. Thus, the lack of a formal, or at least
unique and non-ambiguous definition of explanation (and hence explainability),
which is lamented by many observers (e.g., [31,11]), should not make us over-
look the fact that the ability to interpret the system behavior by the humans,
so that they can make an informed use of the system output, is often translated
into a property of the system, that is its capability to provide human decision
makers with resolving clues about its functioning and “reasons” for a predic-
tion. However, while this property can be linked to the presence or absence of
specific functions that make some information available to the decision makers
(e.g., what aspects of the phenomenon at hand, i.e., predictor variables, were

7 To this respect, here we are covering different cases than those covered by the GDPR
article no. 22, which regards decisions that are solely based on automated processing,
without human intervention [39].



more important for proposing a specific advice), self-explanations tell nothing
about their suitability of being understood and hence of their potential to con-
tribute to the interpretation of the system. This allows us to relate the notion
of interpretability/explainability to the notion of usability of the system. A fo-
cus on usability suggests to assess AI not only in regard to task efficiency (e.g.,
time to completion) and effectiveness (e.g., error rate) but also in terms of user
satisfaction. In the context of human decision making this regards the extent
decision makers are satisfied by their interaction with the system; feel to be in
control of the situation; believe to have got a sufficient number of indications to
formulate an informed decision; feel to be able to account for it; are confident
that the system supported them in considering all of the aspects that were due;
and that it did not misled them. However, usability, as widely known, is not a
property of the system, but rather of the coupling between the system and the
human users; in other words, usability emerges in the interaction between the
AI and its users, in the fit between system functionalities and the user skills.
So does the XAI. In the light of seeing interpretability as a kind of usability
(or better yet, as a way in which the usability of AI-driven decision support
is manifested), we also advocate an interpretable and explainable AI [18] as a
necessary condition for the embedding of AI in human agencies that are called
to make critical decisions significantly affecting other people’s life. Even more
than this, we emphasize the importance to design for an interpretand AI, that
is an AI that must be interpreted by the decision makers, so that that they build
a local narrative to convince themselves, as well as the others, of the soundness
and reasonability of the resulting decision. Thus, in the human-AI interaction, it
is important to distinguish between a right to explanation, that is for the users
to receive indications by the AI system that satisfactorily bring them to believe
to have understood why the decision support gave them a certain advice; and
the obligation to interpretation, that is for the users to have to adopt an ac-
tive attitude to collect and interpret these indications: advocacy for explainable
AI should not diminish responsibility for decision makers. This duty to active
interpretation can be promoted, and even afforded, by the decision support sys-
tem itself: to this aim we are testing a decision support system that is currently
adopted in a large teaching hospital specialized in musculoskeletal disorders and
surgery and is endowed with programmed inefficiencies, that is features aimed at
purposely increase the “decision friction” (cf. [13]), by requiring an active stance
by the users so as to minimize the risk of automation bias and deskilling [8].

9 Conclusion

In this paper, we focused on the importance of letting the decision makers know
and understand the quality of the data used to train the models by which an AI
can provide its predictions and advice. In fact, no model can bring meaningful
output if the input data are not reliable: the notorious phrase “Garbage In,
Garbage Out” here applies, and is the central tenet of our contribution, as the
tongue-in-cheek title suggests.



To make the AI system more transparent, we propose to focus on the ground
truth by which the AI has been trained. To make the ground truth more inter-
pretable, we proposed a framework that distinguishes between Gold Standards
and Diamond Standards, and encompasses some common (but relevant) qual-
ity dimensions, like representativeness and reliability, and some novel quality
dimensions, like fineness, trueness and dryness, which we discuss and for which
provide a preliminary yet formal specification.

These metrics are given for a twofold aim. First, their definition and applica-
tion invite AI researchers to devise alternative ways to produce the ground truth
from the observations and interpretations available (what we call alternative re-
ductions), other than the simple majority vote, so that the quality of the training
set could improve along multiple dimensions. However, this is still a technicality,
although of no little importance. More importantly: since we usually assume that
our ground truth is perfect, reflecting on its quality necessarily entails growing
an informed prudence in regard to its reliability and adequacy for the task of
supporting decision making in delicate domains. Thus, our ultimate main aim
is to contribute to raising awareness of the impact of our assumptions, models,
and representations in intensive cognitive tasks. The dimensions we started to
envision are aimed at facilitating people to reflect on these aspects, rather than
focus on model details and misleading performance metrics, like accuracy, which
only regards the match between the AI predictions and the Gold Standard (see
Figure 1). From the design point of view, we should ask what an actually useful
support from AI looks like. We hold that a useful AI is a usable AI, but not
necessarily an AI providing decision makers with simple and clear-cut predic-
tions, nor the system that combines its output with a plenty of indications and
explanations. In the light of the research on the use of computers as persuasive
technologies [2] (evocatively called captology by Fogg [16]), we should be aware
of a potential conundrum on effective XAI, what we could call a captological
XAI paradox : “AI can give us a wrong advice, and yet also in that case ac-
company it with plausible reasons that prime our interpretation and convince
us. The more imperscrutable AI is, the more likely we can doubt it, and make
sense of the available data with less interference”. Obviously, awareness of this
paradox should not convince us to stop pursuing a better XAI. All the opposite,
it urges us to consider new and more effective ways by which technology itself
can promote a reflective stance in the decision makers and a stronger will and
commitment to take full responsibility of the vigilant use of that technology.
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