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Abstract. Ontologies are useful for modeling domains and can be used
to capture expert knowledge about a system. Genetic programming can
be used to identify statistical relationships or models from data. Com-
bining expert knowledge as well as statistical rules identified solely from
data is necessary in application domains where data is scarce and a large
body of expert knowledge exists.
We therefore study if the performance of genetic programming can be
improved by incorporating prior knowledge from an ontology. In par-
ticular, we include prior knowledge as additional features for genetic
programming.
The approach is tested with six benchmark data sets where we compare
the required computational effort that is necessary to find an acceptable
model with and without additional features. The results show that ad-
ditional features gathered from an ontology improve the performance of
tree-based GP. The probability to find acceptable solutions with a fixed
computational budget is increased. For noisy data sets we observed the
same effect as for the data sets without noise.

Keywords: Supervised Learning · Ontologies · Domain Knowledge ·
Genetic Programming · Symbolic Regression

1 Motivation

In the recent years, research in many domains has developed into a mostly data-
driven activity. This requires researchers with knowledge in their own research
domain on the one hand and knowledge in data science on the other hand. It is a
challenge to bring these two worlds together. In the field of medical informatics,
activities around this problem are often labelled as doctor-in-the-loop approach
[11]. The goal is to deeply integrate the domain experts into the knowledge dis-
covery process and benefit from their expertise, while acknowledging the fact
that these domain experts are neither IT experts nor data scientists. Thus, sup-
port from software tools is needed to utilize experts’ prior domain knowledge for
modeling. The challenge from a technical point of view is to formally describe
their knowledge and to make algorithms that elicit and employ this knowledge.
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In the literature various examples of approaches to integrate humans in the pro-
cess can be found. For example Holzinger et. al. include humans by gamification
into a machine learning process [16].

A concept that is potentially able to cope with this challenge is genetic pro-
gramming (GP). GP is a method of evolutionary computing where concepts from
natural evolution are simulated for the evolution of computer programs that are
able to solve a given problem when executed [6, 19]. A particular task of GP is
symbolic regression. Here GP is used to evolve simple closed-form expressions
that fit a given data set. Unlike black-box models such as support vector ma-
chines (SVM) or artificial neural networks (ANN), the aim of symbolic regression
is to identify models which can be interpreted by humans. In this way, the loop
from the expert knowledge to the algorithms back to the domain expert can be
closed.

Expert knowledge can be formalized using a domain ontology, which contains
structural information about the research data as well as prior domain knowledge
about known correlations and causal dependencies between data attributes. A
GP algorithm can be launched for a selected data set of interest incorporating
prior knowledge as building blocks. The hypothesis of the present paper is that
the performance of GP can be improved when it is provided with prior domain
knowledge. This improvement can either yield a better regression model given a
fixed computational budget or alternatively yield a model of equivalent quality
with less computational effort.

2 Related Work

2.1 Genetic Programming

GP is a technique where a genetic algorithm (GA) is used to generate a com-
puter program [19]. Usually, programs are encoded as an expression tree and are
evolved over a number of iterations through evolutionary operations: selection,
crossover and mutation. In the case of symbolic regression, the GP programs are
formulas that replicate a specific relationship from a data set.

A GA is a heuristic method based on Charles Darwin’s idea of natural selec-
tion [8]. When using a GA one encodes solutions as sets of individuals. Initially,
these individuals are randomly generated. Each individual is evaluated by cal-
culating a so-called fitness value. Individuals with higher fitness have a higher
probability to be selected for reproduction. This mechanism implements the idea
of survival of the fittest, which Darwin describes. New individuals are created
based on their predecessor using a crossover operation. This leads to increasing
result quality of the individuals over iterations. More detailed description of GAs
can be found in the literature [15] [12] [1].

Cramer has layed the foundations for GP in 1985 [6]. Koza later popularized
and further developed GP [19]. In contrast to classic GAs, a variable-length en-
coding – most frequently expression trees – are used for GP. Expression trees
represent formulas or computer program. Figure 1 shows an example of an ex-
pression tree.
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Fig. 1. Example of a symbolic tree representing (x+x)*(x-5).
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Fig. 2. The process cycle of GP.
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Figure 2 shows the process cycle of GP. It starts with the initialization of the
population of models by randomly generating a defined number of individuals.
Then the main cycle is executed until the stopping criteria are met. The stop-
ping criteria, similarly to classical optimization, can comprise a fixed number of
iterations, a defined result quality, or a combination of both.

In every iteration the selection of parents takes place, based on the individ-
ual’s fitness values. To that end, a fitness function is used to evaluate the fitness
value of each individual.
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Fig. 3. Example of recombination in GP [1].

The selected individuals are grouped as pairs for the recombination (also
known as crossover) step. Figure 3 shows an example of such a recombination.
For this example a sub-tree is selected for each of the two parent trees. These
two sub-trees are swapped and thereby two child trees are created newly. The
figure shows how the first of these two child trees is generated out of the two
parent trees.

In the manipulation step, each new individual is additionally manipulated by
mutation with a defined probability. For this mutation there are different possi-
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bilities. For example a sub-tree could be removed and replaced by a randomly
generated one. Another possibility is to manipulate one of the nodes. This can be
implemented by changing the type of a node or changing some of its parameters.

Next, newly generated individuals are evaluated for their fitness value.

The last step creates a new generation of individuals using the previous gen-
eration and the newly generated offspring. For example generational replacement
can be used, where all individuals of the previous generation are discarded and
the offspring individuals form the successor generation. Often also elitism is used,
where one or more individuals with the best fitness values of the old generation
are adopted in the new generation.

Nowadays GP gets more and more practicable thanks to the increasing com-
puting power. In short GP offers a powerful tool for machine learning that can
be applied on a lot of different problems. Moreover it creates a result, which is
easy to understand since symbolic trees are human-readable.

2.2 Ontologies

The notion of ontology has its origin in the ancient Greek philosophy. It was
Aristotle who defined ontology as the science of ”being qua being”, which dealt
with the structure and nature of things, without going further or even requir-
ing these things to actually exist. In the field of computer science, a number of
definitions of the term ontology exist. According to Chandrasekaran et al. ”On-
tologies are content theories about the sorts of objects, properties of objects, and
relations between objects that are possible in a specified domain of knowledge.”
[3] Gruber provide a more general definition: ”An ontology is a specification of
a conceptualization.” [13]

Ontologies are used to describe and formally specify domain knowledge. The
areas of application are manifold. The most prominent application is representa-
tion of complex domain knowledge. Traditionally, biomedical research is a typical
application area for these kinds of ontologies, as it can be found in the literature
[2, 22, 9]. Apart from this, ontologies are also used for data integration [7, 10] and
automated reasoning.

2.3 Genetic Programming in Combination with Ontologies

In the present study, a literature survey in the field of genetic programming in
combination with ontologies was conducted, to illustrate the state-of-the-art. In
fact, domain knowledge is being used for system identification, but with varying
perspectives. For example Ratle and Sebag [24] or Schoenauer and Sebag [26]
use domain knowledge for system identification, by using G3P (grammar guided
GP). G3P [5, 31, 28] is used to define validity constrains for individuals as context
free grammars. However, getting domain knowledge into the GP algorithm itself
has not been investigated in this detail to date.
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3 Methods

In this contribution we use a very limited set of the capabilities of ontology
modelling. In particular, we neglect domain modelling and instead focus only on
the definition of suspected or known relationships between variables – knowledge
which can be represented explicitly within an ontology.

To give a simple example, we might know that there is a direct linear rela-
tionship between two variables y and x which we could encode as a functional
dependency y ← θx; whereby we use the parameter θ for the unknown scaling
factor and ← to encode the causal direction of the dependency. Many simi-
lar assumed or known functional dependencies can be encoded using the same
approach. Further examples for commonly occurring bivariate functional depen-
dencies are3:

– Exponential decay of y over x with an unknown rate: y ← exp(θx)
– Logarithmic growth of y over x with an unknown rate: y ← log(θx)
– Oscillation of y over x with an unknown frequency: y ← sin(θ1x+ θ2)
– Logistic growth of y over x with an unknown rate and limit: y ← θ1

1+exp(θ2x)

Including knowledge in the GP process is possible in many ways (cf. [30]):
extension of the feature set, seeding of the initial generation of GP, definition
of syntactic building blocks for evolutionary operators, and extension of the
function set.

A straightforward approach is to extend the set of variables and to add
a pre-calculated feature for each defined functional dependency. This can be
accomplished with minimal effort for any GP implementation without requiring
adaptations to the GP implementation itself. A drawback of this approach is that
for the calculation of the features it is necessary to know at least approximate
values for the parameters θ. For example, for the case that the variable of interest
y decays exponentially over x (y ← exp(θx)) we would need to assume a value for
the decay rate θ in the calculation of the feature values. Once these values have
been calculated, the decay rate is fixed. GP uses the calculated feature exactly
the same way as the original variable values. In particular, it is not possible to
adjust the decay rate parameter when evolving models using the pre-calculated
features. A similar argument can be given for the frequency parameter in a
periodic function.

Functional relations expressed in the ontology can be used for the initial-
ization of the GP population in the first generation (seeding). Usually, individ-
uals in the first GP generation are generated randomly. However, when prior

3 It should be noted that it would be rather easy to provide a graphical interface which
is easy to understand for users which are not very familiar with the mathematical
notation. For instance it would be possible to provide a graphical representation of
the suspected functional dependency between variables where the users only need
to choose the function type from a menu. The so-defined functional dependency can
then be added to the ontology. This would not affect the underlying implementation
of the learning algorithm.
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knowledge is available in the ontology we can include these expressions as sub-
expressions within randomly initialized individuals. The potential benefit is that
GP already starts with relevant functional expressions in the genome. As a con-
sequence, these sub-expressions do not have to be discovered through the evolu-
tionary process, theoretically improving the performance of GP. An important
difference to the first approach is that GP is still able to break up, modify and
improve sub-expressions which have been included by seeding. This would not
be possible with the feature extension. Seeding would require a change of the
procedure for initialization of the population of the GP algorithm.

An alternative to seeding of the initial population would be to include prior
knowledge as pre-defined syntactical building blocks for expressions produced
by GP (cf. [24, 26]). This approach requires a so-called grammar-guided GP sys-
tem [21] which allows the definition of syntactical constraints. Such GP systems
produce expressions which conform to a syntax defined via a formal grammar.
This facilitates integration of prior knowledge such as known transformations of
input variables as well as the definition of the structure of the expression with
slots for sub-expressions that can be evolved. For example, such systems would
allow to express that

y = exp(g(x1, x2)x3) + f(x1, x2) + ε

where g(x1, x2) and f(x1, x2) are sub-expressions evolved by the GP system.
The approach via syntactical building blocks is arguably the most general. Many
forms of prior knowledge can be expressed via syntactical constraints. Notably,
the simple extension of the feature set as well as seeding of the population are
special cases of this approach. However, the flexibility also introduces higher com-
plexity of the GP implementation as well as issues with GP performance which
can be hampered by intricate syntactical constraints. Syntactical constraints
might even increase the problem of premature convergence as a consequence of
the reduced diversity of solutions.

Finally, instead of extending the feature set we could extend the function set
of the GP system to include expressions from the ontology. The GP system is
allowed to include these functions within evolved expressions using terminals or
sub-expressions as arguments. The motivation for this approach is that we could
include functions with unknown numeric parameters and allow GP to identify
optimal parameters via evolution. For example this would allow us to add a
parametric function such as:

ExpDecayθ(x) = exp(− exp(θ)x), x ∈ {x1, x2, x3}

which only allows features x1, x2, x3 as arguments and has θ initialized randomly
and evolved via GP.

For this study, we have chosen to use pre-calculated features because it can be
implemented with minimal effort. As discussed above, this approach has the im-
portant drawback that parameters have to be approximated by users. However,
for our experiments with synthetic benchmark problems we assume that these
parameters are known. We leave experiments with syntactical building blocks or
parametric functions for future work.
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3.1 Experimental Setup

We test the hypothesis that GP performance can be improved trough expert
knowledge using computational experiments with simulated data sets. For our
experiments we omit the use of an ontology for simplicity and we directly use
the knowledge that could be provided by an ontology. We consider two scenarios
where we use the same simulated data sets with and without noise. For the
experiments we use tree-based genetic programming which can be considered
more a less a de-facto standard variant (SGP). We use PTC2 [20] to initialize
random trees with a uniform length distribution between 1 and max. tree length
nodes. Terminals and function symbols are selected with uniform probabilities
from the terminal set and the function set. The algorithm uses generational
replacement where the best individual is kept for the next generation (elitism).
For crossover events we use sub-tree crossover with 90% probability to select an
internal node. For mutation events we conduct one of the following mutation
operations with uniform distribution:

– change the function symbol of an internal node
– change the parameter or variable reference of a terminal node
– change the parameters of all terminal nodes
– delete a randomly selected sub-tree
– replace a randomly selected sub-tree with a newly initialized random tree

The mutation rate parameter defines the probability that a newly created indi-
vidual is manipulated with one the operators above. The fitness of individuals
is determined by calculating the coefficient of determination (squared Pearson
correlation) of the function output values and the target variable values. The
parents for recombination are chosen via tournament selection where the indi-
vidual with highest R2 in the group is selected. The full configuration for our
GP experiments is shown in Table 1.

We run 60 independent repetitions of the same GP configuration for each
of the problem instances described below. In each GP run we invest the same
effort of 500,000 evaluated solutions, where we record the quality (R2) of the
best solution in each generation step. This data allow us to answer whether:

1. The probability to solve a given problem is increased when prior knowledge
from an ontology is available (for fixed effort).

2. The computational effort to solve a given problem can be reduced (for a
given success probability).

For the comparison of algorithm configurations we visualize the empirical dis-
tribution of run length (evaluated solutions) until the problem is solved. This
method is used for instance for the comparison of multiple optimization algo-
rithms on a large set of benchmark problems in [14]. For the problem instances
without noise we set 0.99 as the R2 threshold for success; for the noisy prob-
lems we use the threshold value 0.95. All experiments have been performed with
HeuristicLab4 which provides a grammar guided tree-based GP system [17].

4 https://dev.heuristiclab.com
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Parameter Value

Population size 10000

Maximum generations 50

Elites 1

Mutation change function symbol
(one of) change terminal symbol

change all parameters
delete a random sub-tree
replace a random sub-tree

Mutation rate 15%

Selector Tournament with group size 7

Crossover Sub-tree crossover

Function set +,−, ∗, /, sin(x), cos(x), log(x), exp(x), x2,
√
x

Max tree depth 17

Max tree length 100

Fitness evaluation Pearson R2

Table 1. Genetic programming parameter settings.

3.2 Selection of Benchmarking Data

We selected the following benchmark problem instances, that are shown in Table
2. We generate data for input variables using the ranges defined in Table 3 and
calculate the target variable using the expressions.

Instance Function

Salustowicz [29, 25] f(x) = x3 exp(−x) cos(x) sin(x)(sin(x)2 cos(x)− 1)

Vladislavleva-3 [29, 27] f(x1, x2) = exp(−x1)x3
1 cos(x1) sin(x1)(cos(x1)

sin(x1)2 − 1)(x2 − 5)

Vladislavleva-4 [29, 27] f(x1, x2, x3, x4, x5) = 10
5+

∑5
i=1(xi−3)2

Pagie [29, 23] f(x, y) = 1
1+x−4 + 1

1+y−4

Flow psi [4] f(x1, x2, x3, x4, x5) = x1x3 sin(πx2
180

)(1− (x4
x3

)2) + x5 log(x3
x4

)

Korns-12 [29, 18] f(x0, x1, x2, x3, x4) = 2− 2.1 cos(9.8x0) sin(1.3x4)

Table 2. The problem instances of our experiments.
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Instance Input distribution

Salustowicz x : E[0, 3.2, 0.05]

Vladislavleva-3 x1, x2 : E[−0.5, 10.5, 0.1]

Vladislavleva-4 x1, x2, x3, x4, x5 : U [−0.25, 6.35], 4000 samples

Pagie x1, x2 : E[−5, 5, 0.4]

Flow psi x1 : U [60, 65], x2 : U [30, 40], x3 : U [0.2, 0.5],

x4 : U [0.5, 0.8], x5 : U [5, 10], 132 samples

Korns-12 x0, x1, x2, x3, x4 : U [−50, 50], 1320 samples

Table 3. The input data ranges used for generating the data sets. E[l, u, s] is a grid of
evenly spaced points between l and u inclusive with step size s. U [l, u] means uniformly
distributed points between l and u (exclusive).

Some of the instances are recommended in [29]. The flow psi function is a
function occurring in modelling fluid dynamics and has been taken from [4].5 All
problem instances are possible to solve with our GP settings.

For the noisy problem instances we modified the data sets by adding a ran-
domly distributed noise term to the target variable y.

ynoise = y +N(0, 0.2
√

Var(y))

This means that the maximally achievable R2 value is limited by the noise level.
Table 4 shows the best possible R2 value for each of the noisy problem instances.
We define that a GP run is successful if it reaches at least 0.95R2 for the noisy
problem instances.

Instance Highest fitness

Salustowicz (noisy) 0.959

Vladislavleva-3 (noisy) 0.961

Vladislavleva-4 (noisy) 0.962

Pagie (noisy) 0.963

Flow psi (noisy) 0.964

Korns-12 (noisy) 0.961

Table 4. The highest possible fitness value (R2) for each of the noisy problem instances.

5 We also ran preliminary experiments with the Keijzer-6 and Nguyen-7 functions
recommended in [29]. However, these two functions are trivial to solve with the
function set used in our experiments. We have therefore not reported the results for
these two functions.
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3.3 Selection of Predefined Features

Instance Features

Salustowicz x3, exp(−x), cos(x), sin(x), sin(x)2 cos(x)

Vladislavleva-3 exp(−x1), x3
1, cos(x1), sin(x1), sin(x1)2 cos(x1)

Vladislavleva-4 (x1 − 3)2, (x2 − 3)2, (x3 − 3)2, (x4 − 3)2, (x5 − 3)2

Pagie x−4, y−4

Flow psi
x24
x23

, log(x3
x4

), sin(πx2
180

)

Korns-12 (1) cos(9.8x0), sin(1.3x4)

Korns-12 (2) cos(9.8x0)

Table 5. The pre-calculated features for each problem instance. For Korns-12 we tried
two configurations where we only add one of the necessary factors as feature in the
first case and both in the second case.

For each problem instance we defined a small set of pre-calculated features.
This was done manually and based on the known expression for the problem
instance. The used features are shown in Table 5.

4 Results

Figure 4 depicts the empirical run length distribution results for GP on the in-
stances without noise. For each of the six instances we show the performance
of GP with and without pre-calculated features. The graphs show the empirical
success probability (target) for the configuration for the 60 runs. A run is suc-
cessful if a solution with the defined level of quality is found. The evaluations
are displayed relative to their total number.

Generally for all problem instances the number of successful runs is higher
with extra features. The results show that for a given budget of evaluations the
success probability is higher when extra features are available. Alternatively, for
a given success probability the computational effort is lower when extra features
are available. The results therefore support our hypothesis and we can give a
positive answer to the research questions.

In practical applications we often need to accept inaccurate data or noisy
measurements. The results for the noisy problem instances are shown in Figure
5. We observe similar results as for the instances without noise. Only for the
Pagie problem the extra features did not affect the performance.
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5 Discussion

The results of our experiments show that the success rate of GP can be increased
by providing pre-calculated features based on expert knowledge. For all tested
problem instances without noise the probability of success for a given compu-
tational effort increased significantly. Some of the problem instances became
almost trivial to solve when prior knowledge was available.

We found that the positive effect is apparent even for noisy problem instances.
A limitation of our contribution is that we used only synthetic benchmark

problems where the underlying function is known. This makes it easy to come
up with features which are necessary to express the functional relationship
that should be identified. In real-world applications where the underlying data-
generating function is unknown it is harder to define such features. One partic-
ular limitation when using pre-calculated features is that non-linear parameters
in the feature expressions must be approximated because they are not subject
to evolutionary optimization by GP. This could be overcome by either providing
parametric functions in the function set or defining syntactical building blocks
which are used for pre-seeding of in crossover and mutation operators. How-
ever, such mechanisms would necessitate adaptations to the GP implementation
which require more effort.
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