On Consistent Discretization of Finite-time Stable Homogeneous Differential Inclusions
Andrey Polyakov, Bernard Brogliato

To cite this version:
Andrey Polyakov, Bernard Brogliato. On Consistent Discretization of Finite-time Stable Homogeneous Differential Inclusions. 2020. hal-02514847

HAL Id: hal-02514847
https://inria.hal.science/hal-02514847
Preprint submitted on 23 Mar 2020

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
On Consistent Discretization of Finite-time Stable Homogeneous Differential Inclusions

Andrey Polyakov***, Bernard Brogliato***

* Inria, Univ. Lille, CNRS, UMR 9189 - CRIStAL, F-59000 Lille, France (e-mail: andrey.polyakov.fr)
** Department of Control Systems and Informatics, University ITMO, 49 Av. Kronverkskiy, 197101 Saint Petersburg, Russia
*** Univ. Grenoble Alpes, Inria, CNRS, Grenoble INP, LIK, Grenoble, 38000, France, (e-mail: bernard.brogliato@inria.fr)

Abstract: This paper deals with the problem of consistent discretization of the generalized homogeneous differential inclusions which appear, in particular, as mathematical models of many sliding mode systems. An algorithm of consistent implicit discretization for homogeneous finite-time stable system is developed. It preserves the finite-time stability property and reduces the numerical chattering. The scheme is demonstrated for the so-called "nested" second order sliding mode algorithm.
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1. INTRODUCTION

Differential inclusions are known to be conventional mathematical models of the so-called Sliding Mode Control (SMC) systems. Indeed, both classical (see Utkin (1992)) and modern (see Levant (2005)) SMC methodologies use discontinuous (with respect to state variables) control laws. According to Filippov (1988), differential inclusions are consistent well-posed regularizations of discontinuous ordinary differential equations (ODEs).

SMC algorithms are known to be difficult in practical realization due to their discontinuous nature (Acary et al. (2012), Kikuuwe et al. (2010)), which may involve chattering (unexpected oscillations) caused by several reasons. One of them is an improper digital implementation (the so-called numerical chattering). In contrast to other sources of chattering (e.g. unmodeled dynamics or unknown delays), the numerical chattering can be essentially reduced by means of a proper discretization (Huber et al. (2016)).

Therefore, discretization issues are very important for a digital implementation of SMC algorithms as well as for a computer simulation of controlled processes. Construction of the so-called consistent stable discretization is a non-trivial problem. Consistent discretization (see Polyakov et al. (2019)) means that the discrete-time model approximates solutions and preserves stability/convergence rates of the original continuous-time system.

A symmetry of functions (operators) with respect to a special group of transformations (dilations) is known as homogeneity (see Zubov (1958), Hermes (1986), Rosier (1992), Polyakov et al. (2016)). Nonlinear homogeneous differential equations/inclusions form an important class of control systems Kawski (1990), Perruquetti et al. (2008), Nakamura et al. (2007). They can be local approximations Hermes (1986), Andrieu et al. (2008) or set-valued extensions Orlov (2005), Levant (2005) of nonlinear systems. Asymptotic stability of homogeneous system with negative degree implies its global finite-time stability.

A type of homogeneity is identified by the dilation group, which can be linear as in Zubov (1958), Bhat and Bernstein (2005), Polyakov (2018) or nonlinear as in Khome-nuk (1961), Kawski (1990). In this paper, we deal with the linear geometric homogeneity studied originally in Polyakov et al. (2016) for infinite dimensional models. In $\mathbb{R}^n$ the corresponding dilation group (see e.g. Polyakov (2018)) is given by the matrix exponential function $e^{sG_d}$, where $s \in \mathbb{R}$ is the group parameter and $G_d \in \mathbb{R}^{n \times n}$ is an anti-Hurwitz matrix known as a generator of the dilation. Most of the high order sliding mode algorithms Levant (2005) are homogeneous of negative degree with the dilation generator of $G_d = \text{diag}\{r_i\}$, $r_i > 0, i = 1, 2, ..., n$. Such SMC systems may have finite-time stable manifolds or equilibria.

Recently Polyakov et al. (2019), a problem of consistent discretization of homogeneous finite-time stable ODEs has been studied. In particular, a discretization algorithm preserving stability/convergence rates in the resulting discrete-time model has been developed. It is essentially based on topological equivalence of any stable homogeneous system to a quadratically stable one (see Fig. 1).

It is shown in Polyakov et al. (2019) that an implementation of finite-time controllers using the developed scheme reduces numerical chattering and essentially improves the
The scheme of the consistent implicit discretization of \( \dot{x} = f(x) \) can be defined as strong solutions of the differential inclusion

\[
\dot{x} \in F(x) = \bigcap_{\varepsilon > 0} \bigcap_{\mu(N) = 0} \text{co} \{x + \varepsilon B \backslash \{N\}\},
\]

where \( B \) denotes a unit ball in \( \mathbb{R}^n \), co denotes convex closure and \( \mu(N) \) means that the Lebesgue measure of the set \( N \subset \mathbb{R}^n \) is zero.

Recall Orlov (2005), Roxin (1966), Polyakov and Fridman (2014) that the origin of system (1) is said to be globally uniformly finite-time stable, if it is Lyapunov stable, and there exists a locally bounded function \( T: \mathbb{R}^n \to [0, +\infty) \) such that any solution \( \phi(\cdot, x_0) \) to (1) satisfies \( \phi(t, x_0) = 0 \) for \( t \geq T(x_0) \), \( x_0 \in U \).

We understand the consistency of a discretization scheme in the sense of the following definition.

**Definition 1.** Polyakov et al. (2019) A set-valued mapping

\[ Q: \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \]

defines a consistent discrete-time approximation of the globally uniformly finite-time stable system (1) if:

- **Existence property:** for any \( \tilde{x} \in \mathbb{R}^n \) and any \( h > 0 \), there exists \( \tilde{x}_h \in \mathbb{R}^n \) such that

\[ 0 \in Q(h, \tilde{x}, \tilde{x}_h) \]

and \( \tilde{x}_h = 0 \) is the unique solution to \( 0 \in Q(h, 0, \tilde{x}_h) \).

- **Finite-time convergence property:** for any \( h \in (0, h_0) \) each sequence

\[ \{x_i\}_{i=0}^{+\infty} \]

generated by the inclusion

\[ 0 \in Q(h, x_i, x_{i+1}) \]

converges to zero in a finite number of steps, i.e., for any \( x_0 \in \mathbb{R}^n \backslash \{0\} \) there exists \( i^* < +\infty \) such that

\[ x_i = 0 \]

for \( i \geq i^* \).

- **Approximation property:** for any \( x_i \in \mathbb{R}^n \backslash \{0\} \) one has

\[
\sup_{x_{i+1} \text{ from } (5)} \inf_{v \in F(x_i)} \frac{\|x_{i+1} - x_i\|}{h} - v \to 0 \text{ as } h \to 0
\]

According to Wazewski lemma (see e.g. Filippov (1988)) a function \( x: [0, T] \to \mathbb{R}^n \) is a solution of (1) if and only if

\[
\inf_{v \in F(x(t))} \frac{\|x(t+h) - x(t)\|}{h} - v \to 0 \text{ as } h \to 0^+
\]

as \( h \to 0^+ \). Hence, repeating considerations of Filippov (1988) one can be shown that any step function generated by a discrete-time solution of (4) converge to a solution of (1) provided that (6) holds.

The aim of the paper is to design a consistent (in the sense of Definition 1) discretization for the finite-time stable system (1), under the assumption that the mapping \( F \) is generalized homogeneous (see Polyakov (2018)).

### 3. PRELIMINARIES

#### 3.1 Generalized Homogeneity

The generalized homogeneity Polyakov et al. (2016), Polyakov (2018), Polyakov et al. (2018) deals with the group of linear transformations (linear dilations).
Definition 2. A map \(d : \mathbb{R} \rightarrow \mathbb{R}^{n \times n}\) is called dilation if
- Group property: \(d(0) = I_n\), and \(d(t+s) = d(t)d(s) = d(s)d(t)\) for all \(t, s \in \mathbb{R}\);
- Continuity property: \(d\) is a continuous map, i.e., \(\forall t \in \mathbb{R}, \forall \varepsilon > 0, \exists \delta > 0\) such that \(\|d(s) - d(t)\| < \varepsilon\);
- Limit property: \(\lim_{s \rightarrow 0} \|d(s)x\| = 0, \lim_{s \rightarrow +\infty} \|d(s)x\| = +\infty\) uniformly on the unit sphere \(S := \{x \in \mathbb{R}^n : \|x\| = 1\}\).

The dilation \(d\) is a continuous group of invertible linear maps \(d(s) \in \mathbb{R}^{n \times n}\), \(d(-s) = (d(s))^\top\). The matrix
\[ G_d = \lim_{s \rightarrow 0} \frac{d(s) - I_n}{s}, \quad G_d \in \mathbb{R}^{n \times n} \]
is known (Pazy, 1983, Chapter 1) as the generator of the group \(d\). It satisfies the following properties
\[ \frac{dd(s)}{ds} = G_d d(s) \quad \text{and} \quad d(s) = e^{G_d s} = \sum_{i=0}^{\infty} \frac{G_d^i}{i!}, \quad s \in \mathbb{R}. \]

The most popular dilations in \(\mathbb{R}^n\) are Levant (2005), Orlov (2005)
- uniform (standard) dilation (L. Euler 17th century):
  \[ d_1(s) = e_s I_n, \quad s \in \mathbb{R}, \]
- weighted dilation (Zubov 1958, Zubov (1958)):
  \[ d_2(s) = \begin{pmatrix} e_s & 0 & \cdots & 0 \\ 0 & e_s & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & e_s \end{pmatrix}, \quad s \in \mathbb{R}, \quad r_i > 0, \quad i = 1, \ldots, n \]

They satisfy Definition 2 with \(G_{d_1} = I_n\) and \(G_{d_2} = \text{diag}\{r_i\}\), respectively. In fact, any anti-Hurwitz matrix \(G_d \in \mathbb{R}^{n \times n}\) defines a dilation \(d(s) = e^{G_d s}\) in \(\mathbb{R}^n\).

Definition 3. Polyakov (2018) The dilation \(d\) is strictly monotone if \(\exists \beta > 0\) such that \(\|d(s)\| \leq e^{\beta s}\) as \(s < 0\).

Monotonicity of dilation may depend on the norm \(\|\cdot\|\).

Theorem 1. (Polyakov (2018)) If \(d\) is a dilation, then
1) all eigenvalues \(\lambda_i\) of the matrix \(G_d\) are placed in the right complex half-plane: \(\Re(\lambda_i) > 0, i = 1, 2, \ldots, n\);
2) there exists a matrix \(P \in \mathbb{R}^{n \times n}\) such that
\[ PG_d + G_d P > 0, \quad P = P^T > 0; \]
3) the dilation \(d\) is strictly monotone with respect to the weighted Euclidean norm \(\|\cdot\| = \sqrt{(\cdot, \cdot)}\) induced by the inner product \((x, z) = x^T P z\) with \(P\) satisfying (7).

Moreover,
\[ e^{\alpha s} \leq \|d(s)\| \leq \|d(s)\| \leq e^{\beta s} \quad \text{if} \quad s \leq 0, \]
\[ e^{\alpha s} \leq \|d(s)\| \leq \|d(s)\| \leq e^{\beta s} \quad \text{if} \quad s \geq 0, \]
where \(\alpha = \frac{1}{2} \lambda_{\max}(P^T G_d P^{-\frac{1}{2}} + P^{-\frac{1}{2}} G_d^T P^{-\frac{1}{2}})\) and \(\beta = \frac{1}{2} \lambda_{\min}(P^T G_d P^{-\frac{1}{2}} + P^{-\frac{1}{2}} G_d^T P^{-\frac{1}{2}})\).

The latter theorem proves that any dilation \(d\) is strictly monotone if \(\mathbb{R}^n\) is equipped with the norm \(\|x\| = \sqrt{x^T P x}\), provided that the matrix \(P > 0\) satisfies (7).

Definition 4. (Polyakov (2018)) A continuous function \(p : \mathbb{R}^n \rightarrow \mathbb{R}_+\) is said to be a \(d\)-homogeneous norm if \(p(x) = 0\) as \(x \rightarrow 0\) and \(p(d(s)x) = e^{p(s)} p(x) > 0\) for \(x \in \mathbb{R}^n \setminus \{0\}, \quad s \in \mathbb{R}\).

The \(d\)-homogeneous norm is neither a norm nor seminorm in the general case, since the triangle inequality may not hold. However, many authors (see Andrieu et al. (2008), Grune (2000) and references therein) use this notion for such homogeneous functions. We follow this tradition.

The canonical homogeneous norm \(\|\cdot\|_d : \mathbb{R}^n \rightarrow \mathbb{R}_+\) is defined as
\[ \|x\|_d = e^{s_x} \quad \text{where} \quad s_x \in \mathbb{R} : \|d(-s_x) x\| = 1. \]
The map \(\|\cdot\|_d : \mathbb{R}^n \rightarrow [0, +\infty)\) is well defined and single-valued for monotone dilations. In Polyakov et al. (2018) such a homogeneous norm was called canonical because it is induced by a (canonical) norm in \(\mathbb{R}^n\). Notice that
\[ |d(\ln \|x\|_d)| \leq \|x\| \leq |d(\ln \|x\|_d)| \quad \text{for} \quad x \in \mathbb{R}^n, \]
and, due to (8), \(\|\cdot\|_d\) is continuous at zero.

Proposition 1. (Polyakov (2018)) If \(d\) is a strictly monotone dilation then
- the canonical homogeneous norm \(\|\cdot\|_d\) is Lipschitz continuous on \(\mathbb{R}^n \setminus \{0\}\);
- if the norm \(\|\cdot\|\) is smooth outside the origin then the homogeneous norm \(\|\cdot\|_d\) is also smooth outside the origin,
  \(\frac{d\|\|_d}{ds} \|d(-s_x) x\| < 0\) if \(x \in \mathbb{R}^n \setminus \{0\}\) and
  \[ \frac{d\|\|_d}{ds} \|d(-s_x) x\| = \frac{\|d(-s_x) x\|}{s \ln \|x\|_d} \]
Below we use the notation \(\|\cdot\|_d\) only for the canonical homogeneous norm induced by the weighted Euclidean norm \(\|x\| = \sqrt{x^T P x}\) with a matrix \(P > 0\) satisfying (7). The unit sphere \(S\) is defined using the same norm.

Vector fields, which are homogeneous with respect to dilation \(d\), have many properties useful for control design and state estimation of linear and nonlinear plants as well as for analysis of convergence rates Rosier (1993), Bhat and Bernstein (2005), Perruquetti et al. (2008).

Definition 5. Polyakov et al. (2018) A mapping \(f : \mathbb{R}^n \rightarrow \mathbb{R}^n\) is said to be \(d\)-homogeneous if there exists \(s \in \mathbb{R}\)
\[ P(d(s)x) = e^{s} d(s) F(x), \quad \forall x \in \mathbb{R}^n \setminus \{0\}, \quad \forall s \in \mathbb{R}. \]
(11) The number \(v \in \mathbb{R}\) is called the homogeneity degree.

Let \(F_\mathbb{R}(\mathbb{R}^n)\) be the set of mappings \(\mathbb{R}^n \rightarrow \mathbb{R}^n\) satisfying the identity (11), which are nonempty, compact, convex-valued and upper semi-continuous on \(\mathbb{R}^n\).

Let \(\deg_{F_\mathbb{R}}(f)\) denote homogeneity degree of \(F \in F_\mathbb{R}(\mathbb{R}^n)\)

3.2 Quadratic Stability of Nonlinear Homogeneous Systems

Homogeneity may simplify the analysis of differential equations. The most important property of \(d\)-homogeneous systems is the symmetry of solutions Zubov (1958), Kasinski (1995), Rosier (1992), Grune (2000), Bhat and Bernstein (2005). Namely, if \(\varphi_{t_0} : [0, T) \rightarrow \mathbb{R}^n\) is a solution to
\[ \dot{\zeta} = F(\zeta), \quad F \in F_\mathbb{R}(\mathbb{R}^n) \]
with the initial condition \(\zeta(0) = \zeta_0 \in \mathbb{R}^n\), then \(\varphi_{d(s)t_0}(0) : [0, e^{-\nu} T) \rightarrow \mathbb{R}^n\) defined as
\[ \varphi_{d(s)t_0}(0) = d(s) \varphi_{t_0} \left( t e^{-\nu} \right), \quad s \in \mathbb{R} \]
is a solution to (12) with the initial condition \(\zeta(0) = d(s) \zeta_0(0), \quad \nu = \deg_{F_\mathbb{R}}(f)\).

The latter property implies many corollaries. In this paper we use the next one.
Theorem 2. Zimenko et al. (2018) The following five claims are equivalent:

1) The origin of the system (12) is asymptotically stable.
2) The origin of the system
\[ \dot{z} \in F(z) := \|z\|^{1+\deg_a(f)} \left( \frac{(I_n - G_d)z^T P}{z^T P_G d} + I_n \right) F \left( \frac{z}{\|z\|} \right) \]
(13)
is asymptotically stable, where \( z = d^T P z \), and the positive definite matrix \( P \in \mathbb{R}^{n \times n} \) satisfies (7).
3) For any positive definite matrix \( P \in \mathbb{R}^{n \times n} \) satisfying (7), there exists a homogeneous mapping \( \Psi : \mathbb{R}^n \to \mathbb{R}^n \), deg\(_a\)(\( \Psi \)) = 0, such that \( \Psi \in C(\mathbb{R}^n) \), \( C^\infty(\mathbb{R}^n \setminus \{0\}) \) is a diffeomorphism on \( \mathbb{R}^n \), \( \Psi(0) = 0 \) and
\[ \frac{\partial \Psi(z)}{\partial z} f(\Psi(z)) < 0 \text{ if } \Psi(z)P\Psi(z) = 1. \]
Moreover, \( \|\Psi\|_d \in C(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n \setminus \{0\}) \) is a Lyapunov function for the system (12).
4) For any matrix \( P \in \mathbb{R}^{n \times n} \) satisfying (7), there exists a smooth mapping \( \Xi \in C^\infty(\mathbb{R}^n \setminus \{0\}) \) such that
\[ \det(\Xi(z)) \neq 0, \quad \frac{\partial \Xi(z)}{\partial z} = 0, \quad \Xi(e^z) = \Xi(z) \]
and for \( z = (z_1, ..., z_n) \in \mathbb{R}^n \), \( s \in \mathbb{R}, i = 1, ..., n \)
\[ \sup_{z \in F(z)} z^T \Xi(z) P \Xi(z) z < 0, \quad z \neq 0. \]
(15)
This theorem proves two important facts:

- Any generalized homogeneous system (12) is homeomorphic on \( \mathbb{R}^n \) and diffeomorphic on \( \mathbb{R}^n \setminus \{0\} \) to a standard homogeneous one (13). The corresponding change of coordinates is given by
\[ z = \Phi(\xi) := \|\xi\|_d d(-\ln \|\xi\|_d) \xi \]
while the inverse transformation is as follows:
\[ \xi = \Phi^{-1}(z) := d(\ln \|z\|) \frac{z}{\|z\|} \]
- Any asymptotically stable generalized homogeneous system is homeomorphic on \( \mathbb{R}^n \) and diffeomorphic on \( \mathbb{R}^n \setminus \{0\} \) to a quadratically stable one. Indeed, making the change of variables \( z = \Psi(\xi) \) we derive
\[ \dot{z} = \dot{f}(z) = \frac{\partial \Psi(z)}{\partial \xi} f(\Psi(z)) \]
but the criterion (14) implies that \( z^T P z < 0 \) if \( z^T P z = 1 \), so the homogeneous norm \( \|z\|_d \) is the Lyapunov function of the latter system. Finally, the change of variable \( x = \|z\|_d d(-\ln \|z\|_d)z \) gives \( \|z\|_d = \|x\| \), so the transformed system \( \dot{x} = \tilde{f}(x) \) is quadratically stable with the Lyapunov function \( V(x) = \|x\|^2 = x^T P x \), where
\[ \tilde{f}(x) = \|x\|^{1+\deg_a(f)} \left( \frac{(I_n - G_d)x^T P}{x^T P_G d} + I_n \right) \tilde{f} \left( \frac{x}{\|x\|} \right) \]
Below we show that the transformations \( \Phi \) and \( \Psi \) can be utilized for the design of a consistent discretization scheme for locally homogeneous systems.

Remark 2. Recall Orlov (2005), Levant (2005), Bhat and Bernstein (2005), Polyakov (2018) that if the homogeneous system (12) is asymptotically stable and deg\(_a\)(\( f \)) < 0, then it is globally uniformly finite-time stable.

Remark 3. If \( d \) is a dilation with the generator \( G_d \), then for any fixed \( \alpha > 0 \), the group \( d^\alpha \) defined as \( d^\alpha(s) := d(\alpha s), s \in \mathbb{R}^n \), is the dilation with the generator \( G_{d^\alpha} = \alpha G_d \). If \( f \in F_d(\mathbb{R}^n) \), then \( f \in F_{d^\alpha}(\mathbb{R}^n) \) and deg\(_{d^\alpha}\)(\( f \)) = \( \alpha \) deg\(_a\)(\( f \)). In other words, if deg\(_a\)(\( f \)) < 0, then a new dilation \( d^\alpha \) can be selected such that deg\(_{d^\alpha}\)(\( f \)) = -1.

4. FINITE-TIME STABLE IMPPLICIT DISCRETIZATION

The main idea of the design of a finite-time stable discretization for homogeneous systems, is to use the coordinate transformation (16).

Theorem 3. Let \( F \in F_d(\mathbb{R}^n) \) be a d-homogeneous mapping satisfying standard assumption, deg\(_a\)(\( F \)) = -1 and the condition (15) holds with \( \Xi = I_n \).

Then the mapping \( Q : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) defined as
\[ Q(h,x_i,x_{i+1}) = Q(h,\Phi(x_i),\Phi(x_{i+1}})) \]
\[ \Phi(x) = \|x\|_d d(-\ln \|x\|_d) \]
\[ Q(h,y_i,y_{i+1}) = y_{i+1} - y_i - h\tilde{F}(y_{i+1}) \]
is a consistent discrete-time approximation of the globally uniformly finite-time stable system (1).
Let us show now that the inclusion $0 \in \tilde{Q}(h, y, \hat{y})$ has the unique solution $\hat{y}_h = 0$. Suppose the contrary, i.e., $0 \neq \hat{y}_h \in h\tilde{F}(y_h)$. Since, in our case, (15) is fulfilled with $\Xi = I_n$, we derive
\[ \hat{y}_h^T P \hat{v} < 0, \quad \forall \hat{v} \in h\tilde{F}(y_h) < 0, \]
Hence, for $\hat{v} = y_h \in h\tilde{F}(y_h)$ we obtain a contradiction because the positive definiteness of the matrix $P$ implies the inequality $\hat{y}_h^T P \hat{v} > 0$.

Case $0 \notin \Omega = h\tilde{F}(0)$. By construction the set-valued mapping $\tilde{F}$ is nonempty-valued, compact-valued and upper semi-continuous. Notice that $\tilde{F}_0(y) \subset \tilde{F}(0)$ for all $y \in \mathbb{R}^n$ (also by construction). This means that the set-valued mapping $h\tilde{F}(\hat{y} + \cdot) : \Omega \to \Omega$ has a closed-graph. Since $\Omega$ is a convex and compact set, then according to Kakutani fixed-point theorem (see Kakutani (1941)) $\exists \hat{\Delta}^* \in \Omega$ such that $\hat{\Delta}^* \in h\tilde{F}(\hat{y} + \hat{\Delta}^*)$, and taking $\hat{y}_h = \hat{y} + \hat{\Delta}^*$ we derive $0 \in \tilde{Q}(h, \hat{y}, \hat{y}_h)$.

2) Finite-time convergence property. Let us show that for any $y_0 \in \mathbb{R}^n \setminus \{0\}$, the sequence $\{y_i\}_{i=0}^{\infty}$ generated by $0 \in \tilde{Q}(h, y_i, y_{i+1})$ converges to zero in a finite number of steps. Since the stability criterion (15) holds for $\Xi = I_n$, then $V(y) = y^T Py = \|y\|^2$ is a Lyapunov function for the system (19).

Let us show that there exists $i^* < +\infty$ such that $y_{i^*} = 0$. Suppose the contrary, i.e., $y_i \neq 0$ for all $i > 0$. In this case, using (18) one has $y_{i+1} = y_i - h \hat{v}$ with $\hat{v} \in \tilde{F}(y_i)$, and
\[ V(y_{i+1}) = V(y_i) - 2h\hat{y}_i^T P \hat{v} + h^2 \hat{v}^T \hat{v} \geq V(y_i) + h^2 c, \]
where $c = \inf_{\tilde{F}(y) \in S} \|\hat{v}\|^2$. Due to (15) we conclude $0 \notin \tilde{F}(y), y \neq 0$ then $c > 0$.

This means that in a finite number of steps, we will have $V(y_i) < 0$, but this is impossible due to positive definiteness of the Lyapunov function $V$. Therefore, there exists $i^* < +\infty$ such that $y_{i^*} = 0$.

3) Approximation property. By construction for all $y_{i+1}$ and $y_i$ satisfying $0 \in \tilde{Q}(h, y_i, y_{i+1})$ we have
\[ \frac{y_{i+1} - y_i}{h} \in \tilde{F}(y_{i+1}). \]
This means that
\[ \inf_{v \in \tilde{F}(y_i)} \left\| \frac{y_{i+1} - y_i}{h} - v \right\| \leq \sup_{z \in \tilde{F}(y_{i+1})} \inf_{v \in \tilde{F}(y_i)} \left\| z - v \right\| \]
for all $y_i$ satisfying $0 \in \tilde{Q}(h, y_i, y_{i+1})$. On the other hand, obviously, that $\|y_{i+1} - y_i\| \to 0$ as $h \to 0$ but upper semi-continuity of $\tilde{F}$ implies
\[ \sup_{z \in \tilde{F}(y_{i+1})} \inf_{v \in \tilde{F}(y_i)} \left\| z - v \right\| \to 0 \] as $h \to 0$.

■

It is well known (according Heine-Cantor Theorem) that any function continuous on a compact is uniformly continuous on it. A similar result does not hold for upper semi-continuous functions, e.g. the upper semi-continuous set-valued function
\[ \text{sgn}(\rho) = \begin{cases} 1 & \text{if } \rho > 0, \\ [-1, 1] & \text{if } \rho = 0, \\ -1 & \text{if } \rho < 0. \end{cases} \] is not uniformly upper semi-continuous on $[-\delta, \delta]$, $\delta > 0$.

**Lemma 1.** If all condition of Theorem 3 hold and the mapping $\hat{F}$ is uniformly continuous then the inequality (??) holds on any compact from $\mathbb{R}^n \setminus \{0\}$.

**Proof.** We have
\[ \left\| \frac{\partial \hat{F}(y, y_i) - y_{i+1}}{\partial \tau} \right\| = \left\| \int_0^h d \frac{d\tau}{d\tau} \hat{F}(\tau, y_i) - v_{i+1} d\tau \right\| \]
where $\hat{F}(\tau, y_i)$ is a solution to (19) such that $y(0) = y_i$ and $\frac{d\tau}{d\tau} \hat{F}(\tau, y_i) \to \hat{F}(\tau, y_i)$ almost everywhere, $v_{i+1} \in \tilde{F}(y_i)$. Let $0 < \varepsilon < R < +\infty$ be such that $y_i, y_{i+1} \in K(\varepsilon, R)$ and $\hat{F}(\tau, y_i) \in K(\varepsilon, R)$ for all $\tau \in [0, h]$, where
\[ K(r_1, r_2) = \{ x \in \mathbb{R}^n : r_1 \leq \|x\| \leq r_2 \}, \]
$0 < r_1 < r_2 < +\infty$. Since $d(-\ln \| \cdot \| d) : \mathbb{R}^n \to \mathbb{R}^n$ and $d(-\ln \| \cdot \| d) : \mathbb{R}^n \to \mathbb{R}^n$ are smooth outside the origin, the mapping $\tilde{F}$ is uniformly upper semi-continuous on $K(\varepsilon, R)$, with a modulus of continuity $\omega_{\varepsilon, R} \in K$. Hence,
\[ \left\| \hat{F}(y_i) - y_{i+1} \right\| \leq \sup_{\tau \in [0, h]} \omega_{\varepsilon, R} \left( \left\| \hat{F}(\tau, y_i) - y_{i+1} \right\| \right) \]
where $\omega_{\varepsilon, R} = \sup_{\tau \in F(y_i), y \in K(\varepsilon, R)} \|v\|$. Since $\Phi^{-1}$ is continuously differentiable on $\mathbb{R}^n \setminus \{0\}$, it satisfies a Lipschitz condition on $K(\varepsilon, R)$, with a Lipschitz constant $L = L(\varepsilon, R)$ for any $0 < \varepsilon < R < +\infty$. If $\phi(h, x_i)$ is a solution to (1) with $x(0) = x_i$, then
\[ \|\phi(h, x_i) - x_{i+1}\| = \|\Phi^{-1}(\phi(h, y_i)) - \Phi^{-1}(y_{i+1})\| \leq L \|\Phi(h, y_i) - y_{i+1}\| \leq h L \omega_{\varepsilon, R}(2f_{\max} h). \]
■

Theorem 3 is based on the fact that the system $\hat{y} = \hat{F}(\hat{y})$ admits a quadratic Lyapunov function (the condition (15) with $\Xi = \text{const}$). However, as it was shown in Theorem 2, any stable homogeneous system is equivalent to a quadratically stable one. If $F$ in Theorem 3 is replaced with the equivalent one:
\[ F_{\text{new}}(x) = \frac{\partial \psi(x)}{\partial x} F(\psi) \]
where $\psi \in F_4(\mathbb{R}^n)$ is a diffeomorphism on $\mathbb{R}^n \setminus \{0\}$ given in Theorem 2, then the condition $\Xi = I_n$ required for Theorem 3 is fulfilled.

According to Theorem 2, a homogeneous Lyapunov function $V \in \mathbb{H}_4(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n)$ with degree $\deg(V) = \mu > 0$ can always be found for any asymptotically stable system with a homogeneous vector field $F \in \mathbb{H}_4(\mathbb{R}^n)$. In this case, the required transformation $\Psi$ can be defined as follows
\[ \Psi(\xi) = d \left( \ln \frac{\sqrt{V(x)}}{\Pi(x)} \right) \xi. \]
(see Polyakov (2018) for more details).

In other words, if we know a homogeneous Lyapunov function for a finite-time stable homogeneous system then, we can easily design a consistent implicit discretization. Therefore, any finite-time stable homogeneous differential inclusion (satisfying standard assumptions) admits a consistent implicit approximation.
Let us consider the control system
\[
\dot{x} = Ax + bu, \quad x \in \mathbb{R}^2, \quad |u| \leq 1, \\
x(0) = x_0,
\]
where \( A = (0 1) \), \( b = (1) \). It is well known Levant (2005) that it can be stabilized by means of the so-called “nested” second order sliding mode controller
\[
u(x) = -\text{sgn}(x_2|x_2| + 0.5x_1),
\]
where \( \text{sgn} : \mathbb{R} \rightarrow \mathbb{R} \) is defined by (20).

The closed-loop system (21), (22) is homogenous of degree \(-1\) with respect to dilation group given by \( d(s) = e^{Gs}, \quad G_4 = (0 1) \). Indeed, simple calculations show that \( F(d(s)x) = e^{-d(s)}F(x), \quad s \in \mathbb{R} \).

Let us consider now the coordinate transformation
\[
y = \|x\|d(-\ln \|x\|_d)x, \quad x = d(\ln \|y\|)\frac{y}{\|y\|},
\]
where, as before, \( \|y\| = \sqrt{y^\top Py} \) and \( P \) satisfies (7). It can be shown
\[
y^\top Pf(y) < 0, \quad \forall y \neq 0
\]
\[
\tilde{F}_0(y) := \left(\frac{I_n-G_0y}{y^\top P G_0y} + I_n\right)F\left(\frac{y}{\|y\|}\right)
\]
provided that \( P = (0.1 0 \ 0.1) \). Notice that \( P \) satisfies (7).

To design a consistent discretization scheme let us apply Theorem 3 using the following notations
\[
q_i = \|x_i\|_d = \|y_i\|, \quad z_i = d(-\ln \|x_i\|_d)x_i = \frac{y_i}{\|y_i\|}
\]
and
\[
\Omega := h \cdot \circ \tilde{F}_0(B \setminus \{0\}), \quad h > 0.
\]

The case \( y_i \notin \Omega \). From Theorem (3) we conclude that the inclusion \( 0 \in \tilde{Q}(h, y_i, y_{i+1}) \), in our case, is equivalent to the following system
\[
q_{i+1}z_{i+1} - h \left(\frac{I_n-G_0y}{y^\top P G_0y} + I_n\right) (A_0z_{i+1} + bu^*) = y_i, \\
z_{i+1}^\top Pz_{i+1} = 1, \quad u^* \in u(z_{i+1}), \quad q_{i+1} > 0.
\]

Its solution \( (q_{i+1}, z_{i+1}, u^*) \) provides a consistent discrete-time approximation of a trajectory of the continuous-time closed-loop system (21), (22) at the time instant \((i+1)h\) as follows
\[
x_{i+1} = d(\ln q_i)z_{i+1}.
\]
The value \( u^* \) can be treated as a discrete time approximation of the control input. The case \( y_i \in \Omega \). In this case, the inclusion \( 0 \in \tilde{Q}(h, y_i, y_{i+1}) \) has the zero solution (see the proof of Theorem (3)) \( y_{i+1} = 0 \). Since, \( b^\top \tilde{F}_0(y) = u(y) \) then \( y_i \in \Omega \Rightarrow -b^\top y_i/h = u(0) = [-1, 1] \) and the discrete-time approximation of the control input is given by \( u^* = -b^\top y_i/h \).

Simulation results for the consistent discretization are shown in Figures 2 and 3 for \( h = 0.07 \). Their confirm finite-time convergence of the system trajectories to the origin is a finite number of steps. In addition, consistent discretization removes the numerical chattering (in both input and output) in contract to the explicit Euler scheme (Figures 4 and 5).
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provided that \( P = (0.1 0 \ 0.1) \). Notice that \( P \) satisfies (7).

To design a consistent discretization scheme let us apply Theorem 3 using the following notations
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q_i = \|x_i\|_d = \|y_i\|, \quad z_i = d(-\ln \|x_i\|_d)x_i = \frac{y_i}{\|y_i\|}
\]
and
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\Omega := h \cdot \circ \tilde{F}_0(B \setminus \{0\}), \quad h > 0.
\]

The case \( y_i \notin \Omega \). From Theorem (3) we conclude that the inclusion \( 0 \in \tilde{Q}(h, y_i, y_{i+1}) \), in our case, is equivalent to the following system
\[
q_{i+1}z_{i+1} - h \left(\frac{I_n-G_0y}{y^\top P G_0y} + I_n\right) (A_0z_{i+1} + bu^*) = y_i, \\
z_{i+1}^\top Pz_{i+1} = 1, \quad u^* \in u(z_{i+1}), \quad q_{i+1} > 0.
\]

Its solution \( (q_{i+1}, z_{i+1}, u^*) \) provides a consistent discrete-time approximation of a trajectory of the continuous-time closed-loop system (21), (22) at the time instant \((i+1)h\) as follows
\[
x_{i+1} = d(\ln q_i)z_{i+1}.
\]
The value \( u^* \) can be treated as a discrete time approximation of the control input. The case \( y_i \in \Omega \). In this case, the inclusion \( 0 \in \tilde{Q}(h, y_i, y_{i+1}) \) has the zero solution (see the proof of Theorem (3)) \( y_{i+1} = 0 \). Since, \( b^\top \tilde{F}_0(y) = u(y) \) then \( y_i \in \Omega \Rightarrow -b^\top y_i/h = u(0) = [-1, 1] \) and the discrete-time approximation of the control input is given by \( u^* = -b^\top y_i/h \).
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Fig. 5. Control input for explicit scheme $x_{i+1} = x_i + hF(x_i)$


